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a b s t r a c t

The aim of this study is to provide a clear and accessible method to obtain accurate true-stress strain
data, and to extend the limited material data beyond the ultimate tensile strength (UTS) for AISI 304L.
AISI 304L is used for the outer construction for some types of nuclear transport packages, due to its post-
yield ductility and high failure strain. Material data for AISI 304L beyond UTS is limited throughout
literature. 3D digital image correlation (DIC) was used during a series of uniaxial tensile experiments.
Direct method extracted data such as true strain and instantaneous cross-sectional area throughout
testing such that the true stress-strain response of the material up to failure could be created. Post
processing of the DIC data has a considerable effect on the accuracy of the true stress-strain data pro-
duced. Influence of subset size and smoothing of data was investigated by using finite element analysis to
inverse model the force displacement response in order to determine the true stress strain curve. The FE
force displacement response was iteratively adapted, using subset size and smoothing of the DIC data.
Results were validated by matching the force displacement response for the FE model and the experi-
mental force displacement curve.
© 2022 Korean Nuclear Society, Published by Elsevier Korea LLC. This is an open access article under the

CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Nuclear transport packages must pass rigorous post design
safety tests before they can be licenced for use. The packages are
assessed on their ability to endure the cumulative effects of a series
of tests to ensure they are able to withstand and respond to any
serious accidents, preventing any radiation leaks [1,2]. Breach of the
outer shell during a series of drop testsmay lead to the failure of the
package during subsequent thermal tests, by prolonging the
burning of internal shielding materials. Finite element models are
utilised for demonstrating the performance of nuclear transport
packages. Current finite element models accurately reproduce
elastic material response and also predict the materials response in
the plastic regime up to the ultimate tensile strength (UTS). A
materials UTS is the maximum stress that it is able to withstand
whilst under loading. Standard tensile testing of a material to
produce a typical elastic-plastic material model is insufficient to
predict the stress-strain response beyond UTS. Therefore, the ac-
curacy of the multiaxial plasticity response beyond UTS is
el).

by Elsevier Korea LLC. This is an
unknown. Obtaining stress-strain response beyond UTS will
contribute material data and fracture behaviour, aiding the design
of nuclear transport packages.

Uniaxial tensile tests are used to determine a materials char-
acteristics by observing the materials response when subjected to a
load. This is broken down into elastic and plastic regions. Beyond
the necking region, strain is non-uniform along the gauge length.
Literature suggests that in order to determine stress and strain data
within the necking region, two methods can be used, inverse or
direct. The inverse method incorporates experimental measure-
ment with finite element (FE) analysis to determine the true stress-
strain curve [3]. Whereas, the direct method uses instantaneous
measured parameters from the surface of the specimen. The in-
verse method has been researched extensively [4e6]. In this
method a reference stress-strain curve was iteratively adapted to
reduce the divergence between the experimental data and FE
analysis. Kamaya and Kawakubo [7] proposed a methodology
which used the inverse process, to determine the true stress-strain
curve of an hourglass type specimenwith a range of FE analysis and
digital image correlation (DIC). Implementing the inverse method
is complex when compared to the direct method.
open access article under the CC BY-NC-ND license (http://creativecommons.org/
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Fig. 1. Deformation of subset before and after.
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DIC is the application of non-contact methods, that utilises
random patterns to compare sub-regions, obtaining a full-field of
data during testing of structural components [8]. Strain gauges and
extensometers provide a single dimension of strain or displace-
ment. DIC has advantages compared to extensometers and strain
gauges, as it is possible to assess more complex geometries due to it
being a non-intrusive, non-contact method. A range of measure-
ments can be provided from DIC, such as displacements and strains
across the material, capturing various data from deformation
testing up to failure. Optical methods of stress analysis became a
major research topic following the development of interferometry.
Application for optical testing was created when Twyman and
Green [9] used a modified Michelson interferometer to test optical
components. Peters and Ranson [10] were among the first to
introduce digital image techniques as they are currently known.
They suggested the simplest approach for displacement measure-
ments, is to correlate two speckle images mathematically in a
similar process used for area correlation in pattern recognition. This
method incorporates a system allowing the cross-correlation of a
reference scene with a stored image. The utilisation of DIC was
further established when Sutton et al. [11,12] conducted experi-
ments for the application of DIC methods. The researchers formed
the basis of methods presently used for DIC. The experiments set up
used a random speckled pattern and digital video acquisition to
find parameters of interest for problems regarding rigid body dy-
namics. In recent studies, DIC is frequently used throughout ex-
periments within failure mechanics. Researchers such as Bai [13],
Mohr and Ostwald [14], Dunand and Mohr [15], H. Ghadbeigi et al.
[16] have used DIC to obtain material failure data for a range of
geometries and loading conditions.

The direct method uses instantaneous measured parameters,
optical systems such as DIC can be used. DIC can produce data
throughout testing, allowing for measurements such as true strain
and instantaneous cross-sectional area up to failure to be extracted.
With this data the true stress can be calculated. Li et al. [17], used
DIC to determine the true stress-strain curve of advanced high-
strength steel D9780. Results were validated by comparing the
direct approach to a range of methods, which found that the direct
measurement method delivered a more accurate stress-strain
curve at large strains. Literature on the direct method [18e20] is
limited. Previous work cited relating to the direct method did not
presentmuch detail for different parameters, such as various subset
sizes or filtering options. However, subset sizes ranging from
21 � 21 pixels to 81 � 81 pixels, with increments of 6 � 6 pixels
were investigated by Yaofeng and Pang [21]. The results found the
optimal subset size is a trade-off between the influence of random
errors and systematic errors. A study investigating different
filtering strategies used adaptive low-pass filters and notch filters
to eliminate noise, although this type of filtering was found to in-
crease errors [22]. There is no study that has investigated the effect
of subset size and the parameters used during the post processing
of DIC data. This gap in research has been investigated in this paper
and is of importance in order to determine accurate stress-strain
data.

The basic principles of DIC are relatively simple. Displacements
are determined from a set of images taken before and during
deformation of a specimen's surface, which typically has a distin-
guishable speckle pattern. Assumptions are made that features of
the structure surface are displaced together and are preserved after
deformation [23].

A subset (also known as facet) is a portion of the speckle pattern,
which is selected during the reference state for the calculation of
the displacement throughout testing. The initial position of the
subset from the reference image is matched to the deformed sub-
set. To track numerous subsets DIC uses matching criteria to
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calculate a field of displacements. A predefined matching criterion
(also known as the correlation criterion) and a optimisation algo-
rithm is needed during the DIC process. Robustness, computational
cost and reliability of a matching criterion are of great importance
as deviations during experiments such as unstable or uneven
lighting and non-uniform contrast may occur [24]. Sutton et al.
stated that themethod of DIC owes its name to the cross correlation
(CC) criterion [8]. However, the CC criterion is one of many
matching criteria. Literature includes a variety of additional criteria
such as; sum of absolute difference (SAD), sum of squared differ-
ence (SSD), and parametric sum of squared difference (PSSD)
[8,25,26].

Fundamentally, matching criteria must reduce the difference
between the reference and moved subset. SSD Criteria is shown in
Equation (1). For the reference subset (as shown in Fig. 1) Fðxi; yiÞ
and the moved subset Gðx*i ;y*i Þ, represent the greyscale intensity of

the i th pixel. This can be further simplified from Fðxi; yiÞ and Gðx*i ;
y*i Þ to Fi (greyscale intensity for reference subset) and Gi (greyscale
intensity for deformed subset) respectively [23,25].

X
ðFi � GiÞ2 (1)

For CC criteria when
P

FiGi ¼ 1, the greyscale intensity distri-
butions of the two subsets are the same. Thus, the closer to 1 the
correlation coefficient is, the higher accuracy of match of the sub-
sets obtained. Minimisation of the SSD criteria is mathematically
equivalent to the maximisation of the CC criteria [25]. The software
used in this project provided by Dantec Dynamics uses PSSD. The
generalised PSSDab coefficient (as shown in Equation (2)) has un-
known parameters a and b to resolve for both the offset and scale
changes of the intensity of the target subset.

X
ðaFi þ b� GiÞ2 (2)

The evaluated data can be displayed and analysed within the
DIC software used and the data required can be extracted by using
gauge visualisation parameters. Gauge visualisation parameters
offers the prospect for defining areas and points on the specimen's
surface to obtain data such as displacement and strain. The soft-
ware has three options for different parameters, by either using a
gauge point, a polygon or a line.

Selecting the subset size is important as each subset is solved
individually, the contrast within a subset is essential to ensure the
pattern is matched. The distance between subsets is controlled by
the grid spacing. The overlap of subsets is used to increase the
spatial resolution [27]. This means that the size of a subset is



Fig. 2. A range of subset sizes for the same speckle pattern.
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determined by the speckle pattern andmust containmore than one
speckle [28].

There are four main attributes that make a speckle pattern;
contrast, size and speckle edge and density. There is not one speckle
pattern that can be used for all testing, because what is suitable for
one testmay not be for others. The purpose of a speckle pattern is to
work in conjunction with lighting conditions to create a digital
image that is a random, high-contrast, low noise pattern. Increasing
the gain of the camera will amplify the signal increasing the
number of counts recorded by the camera, however this also gen-
erates more noise in the image [29].

The cameras used for testing have a resolution of 2448 � 2048
pixel (px). Different images will be generated depending on the
area covered, meaning there will be a difference in size of a speckle
patternwhen using the same pixel area. Various subset sizes for the
same speckle pattern are shown in Fig. 2. For the subset size 9 � 9
pixels the evaluation would not complete as each subset does not
contain enough contrast, compared to subset size 21 � 21 pixels
and 33 � 33 pixels.

The influence of subset size on the quality of data is shown in
Fig. 3, this graph shows the approximated statistical error radius
depending on the subset size. As the subset size was increased, the
error was decreased for both the reference step and also at the
onset of failure. Researchers Hunady et al., also concluded the
biggest error radius is estimated by using smaller subset sizes [30].

During evaluation of the data, the DIC software has a smoothing
tab that defines the method and the strength of the smoothing of
data. Strain can be found by calculating the gradient of the defor-
mation. If no filtering is applied to an evaluated data set, strain will
only be calculated by the distortion of the subset.

There are two filters to choose from;

1. Local regression filter - Which is based on adaptive spline
polynomial algorithm (ACSP). The strength of the smoothing for
a local regression filter is defined by the kernel size.
Fig. 3. Influence of the subset size on the contour statistical error radius.
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2. Smoothing spline filter - The strength of smoothing for a spline
filter depends on two parameters:
o The grid reduction factor - Changes the density of the grid
points relative to the data grid, increasing this constraint
means less grid points.

o The smoothness factor - Restricts the global curvature, by
increasing this parameter the data will also be more
smoothed.

Filters should be used with caution, whilst an increased filter
smooths out the data and reduces the standard deviation of the
data, it also decreases the spatial resolution. Spatial resolution is
important as it determines the level of detail, regarding an object,
which can be extracted from the image [31,32].

Material data for AISI 304L beyond UTS is limited throughout
literature. True stress-strain curves to failure for AISI 304L were
produced by Blandford et al. [33]. However, the research stated that
tensile testing did not include a method of continuous monitoring
of the neck area, but used extrapolation to the fracture point.
Extrapolation method is regularly used to extend true stress-strain
data past the uniform elongation and occasionally those extrapo-
lations are based on an arbitrary assumption [17]. This research
proposes using the direct method to obtain three parameters
needed to determine true stress-strain data; displacement, cross
section area (of necking region) and true strain until the onset of
failure. Post-processing DIC results is of importance, as different
filtering and/or subset size results in different true stress-strain
curves. Literature available shows there is insufficient research
carried out to compare the variation in parameters. The aim of this
paper is to not only extend data available post UTS for AISI 304L, but
to provide a clear and accessible method to obtain accurate true-
stress strain data. Validation is achieved by matching the force
displacement curves from the experimental tests.
2. Methodology

In order to accurately determine the required true stress-strain
data, post-processing of the DIC data will be used in an FE analysis
to be compared to the experimental force displacement response.
The approach is briefly described below:

1) Perform a series of experimental tensile tests using DIC, taking a
series of images throughout testing until failure.

2) Determine the onset of failure.
3) Determine which gauge visualisation parameters to use to

extract data.
4) Plot an experimental force displacement response.
5) Decide subset size and filtering parameters to run evaluation.
6) Determine the instantaneous cross sectional area and true strain

in order to plot a true stress-strain curve.
7) Input the true stress-strain data and displacement at failure

(from DIC) into FE model and run analysis.



Table 1
Chemical composition and material properties of AISI 304L

Tensile Strength (MPa) Yield Point (MPa) Elongation (%)

(Rm) (Rpð0;2Þ) (Rpð1;0Þ) (A5)

547 242 283 55

Carbon (C) Manganese (Mn) Silicon (Si) Phosphorous (P) Sulphur (S) Chromium (Cr) Cobalt (Co) Nitrogen (N)
0.012% 1.08% 0.27% 0.028% 0.001% 18.7% 0.12% 0.07%

Table 2
DIC measurement parameters and equipment.

Name: Value:

Stereo Angle 15
Stand-off Distance 500 mm
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8) Plot the force displacement response for the FE model and
compare to the DIC force displacement curve. If they match,
then the true stress-strain data is correct and the analysis
accurately replicates the experiment. If the curves do not match,
then steps 5 to 8 must be repeated.
Field of View Approx. 70mmx70mm
Exposure Time 70 ms
Lens 50 mm
Extension Tubes 5 mm
Aperture 16 f-stop
Calibration Target 20 mm -GL-06-WMB 9X9
3. Experiments

3.1. Experimental test

Tensile specimens were tested on an Instron Servo Hydraulic
testing machine using displacement control at a rate of 5 mm/min.
The material used for the experiments was AISI 304L, which is used
for the outer construction of nuclear transport packages. This ma-
terial has been used extensively for the manufacture of containers
throughout history due to its material properties. The chemical
composition of AISI 304L is shown in Table 1. The DANTEC digital 3D
Image correlation system Q-400 and Istra4D software was used.
The experimental setup is shown in Fig. 4.

Before the experimental test takes place the testing equipment
was rigidly mounted to ensure both cameras were fixed together to
reduce relative camera motion. In order to level the DIC equipment
and to centralise cameras, a laser level and a target grid were used.
Data acquisition systems were configured such that the recording
procedure and the DIC software was synchronised with the force
output from the testing machine.

Design of DIC measurements are summarised in Table 2. The
cameras and external lighting remained the same throughout, a
50 mm lens with an additional 5 mm extension tube were used to
ensure that the field of view (FOV), accounts for the specimens
region of interest (ROI) to deform and remain in view. The specimen
required a large depth of field (DOF) in order to keep all of the
geometry in focus. Thus, the maximum F-Stop 16 was used. Aper-
ture was fixed depending on the ideal DOF for the specimen,
exposure time and external light were used to restrict motion blur
and achieve sufficient contrast.

Speckle pattern was generated using spray paints. Before the
painting process the specimens were thoroughly degreased using
isopropyl alcohol cleaner. The average speckle pattern size was
approximately 8 pixel/0.2 mm.
Fig. 4. Dantec dynamics experimental DIC set up.
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Static images were taken before the calibration to highlight is-
sues, including any glare, defects in speckle pattern and uneven
lighting distribution. Following this, a series of images of a cali-
bration target were taken for a range of orientations. This allowed
for all the intrinsic and extrinsic camera parameters to be found, by
extracting data points from the pattern on the target. Intrinsic
parameters relate a single camera image to the physical world, thus
applying to both 2D-DIC and stereo-DIC. Intrinsic parameters
include; focal length, image centre and scale. For a stereo rig set up
the extrinsic parameters are used to determine the relationship
between the cameras coordinate system for triangulation. Extrinsic
parameters include; stereo-angle, baseline, stand-off distance
[34,35]. Post calibration images were then taken to ensure that
there were sufficient grid points distributed over the region of in-
terest on the specimen. As the experiment started, a reference
image was taken, followed by a series of images using a recording
procedure until fracture occurred and the test was stopped.
3.2. Specimen

The design of the cylindrical dog-bone tensile specimens were
based on the British Standards: ISO 6892e1:2019, the dimensions
in mm are shown in Fig. 5 [36]. The manufacture of the specimens
was from a 250 mm � 20000 � 60000 mm plate.
Fig. 5. Tensile specimen dimensions.



Fig. 6. a) Force-crosshead displacement graph using machine data b) Fracture initiation of tensile and failure of specimen.

Fig. 7. Rolling directions of tensile specimens.
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4. Results and discussion

4.1. The onset of failure

Physical changes at microscopic andmacroscopic levels are used
as indicators to predict the onset of fracture. Microscopically,
ductile materials are subject to damage mechanisms such as shear
decohesion, nucleation, growth and coalescence of voids until final
fracture.Whilst macroscopically, thematerial stiffness and strength
of ductile materials decreases [37]. In order to determine the failure
strain, fracture initiation must first be determined.
Fig. 8. a) Force displacement curves b) True stress
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Researchers Bao and Wierzbicki [38] used observations from
both experimental and FE analysis to determine critical locations of
fracture initiation. The definition for fracture initiation was
dependent on the range of stress states. Significant load drops in
the forceedisplacement responses were used as the fracture initi-
ation for the tensile and shear tests.

Dunand andMohr [5] defined the instant of onset of fracture not
by the location, but by the first detectable discontinuity at the
specimen surface. FE simulations were performed of each experi-
ment. It was assumed that the location of the onset of fracture
concurred with the position of the highest equivalent plastic strain,
within the specimen at the moment of fracture initiation.

Baltic et al. [39] planned to specify fracture strain based on the
first detectable incoherence in the surface displacement field,
following Dunand and Mohr. However, the researchers found their
experiments did not show such a clear connection and no sudden
drop in the load displacement curve was observed. Therefore, they
defined fracture strain as the maximum local equivalent plastic
strain just before the instant of the final failure of the specimen.

In this study, fracture initiation of the tensile specimens was
shown by the load drop in Fig. 6a and the moment of fracture
initiation was found when post processing using the DIC software.
During the post processing of the data the accuracy was set to 0.1
pixels. The image number taken during testing is referred to as the
step. For example, Fig. 6b shows step 269 and step 270, where step
269 will be taken as the onset of failure.

The sudden drop in the load displacement curve matches the
-strain curves for a range of rolling directions.



Fig. 9. a) Contour of displacement in Y-direction b)Measured true strain in Y direction against distance along the vertical line.

Fig. 10. Contour plot of horizontal line used to find the instantaneous cross-sectional area until failure a) line CD at step 0 b) line CD at step 269.

Fig. 11. Contour plot showing different gauge parameters.
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load shown in the step where the onset of failure has been defined.
As the DIC captures the moment before fracture, failure initiation is
defined as the step before the first detectable failure crack, which
aligns with the sudden drop in the load displacement curve. Thus,
the accuracy of the method is dependent on the framerate, in this
study a recording procedure was used which acquires frames
depending on triggers set, such as time or force. The recording
procedure frame rate was set at the maximum capable of the
Dantec system, which was 66 frames per minute up to failure.

4.2. Anisotropy

Anisotropy is defined as the directional variation of mechanical
Table 3
Failure strains using a range gauge parameters.

Gauge
Point

Polygon -Max
over surface

Max Strain from
Contour (2dp)

Polygon -Mean
over surface

Polygon -Min
over surface

1.0230 1.0243 1.0240 1.0236 1.0218



Fig. 12. Finite element model of tensile specimen.

Fig. 14. Matched force displacement curves.
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properties. This means that the material properties may show
diverse behaviours in different directions. To determine if the
material being tested in this study AISI 304L is anisotropic speci-
mens were manufactured for rolling directions; 0�, 45� and 90� (as
shown in Fig. 7).

By critically evaluating the data produced, thematerial AISI 304L
was found to be isotropic, as it did not exhibit any significant
anisotropic behaviour. The graphs shown in Fig. 8 demonstrate that
the results were not affected by the range of directions. The failure
stresses in Fig. 8a are marginally different due to the force at which
the material failed and there is no correlation between the rolling
directions affecting the true stress strain curves.

4.3. Gauge parameters

When post processing DIC data it is important to use suitable
Fig. 13. a) True stress-strain curves b) force di
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gauge parameters depending on necessary requirements. There are
three main data sets to be extracted from the tensile tests per-
formed including; displacement, cross sectional area (of necking
region) and true strain until the onset of failure.

Displacement: Change in length of the vertical line AB as shown
in Fig. 9a.

Cross Sectional Area: To calculate the true stress the actual
cross-sectional areawas needed. An assumptionwas made that the
cross section of the cylindrical specimen remains as a circle during
the experiment [19]. The cross sectional area of the specimen can
be obtained by calculating the curvature of the surface shape with
the DIC software. This has been determined by using the change in
length of the horizontal line CD as shown in Fig. 10. Line CD was
positioned in the region of strain localisation. Strain localisation
occurs in the necked region of the specimen. The strain localisation
graph in Fig. 9bwas obtained using the vertical line shown in Fig. 9a
and plotting the true strain in the Y direction every step until
failure.

The instantaneous area was calculated by first finding the ratio
between the line CD and the initial circumference, as shown in
Fig. 10. The length change of line CD was extracted from the DIC
data and multiplied by the ratio to determine the direct circum-
ference. This was then used to calculate the radius. Therefore, the
study was able to find the change in area throughout testing.

True Strain: Two ways of extracting true strain are shown in
Fig. 11, by a gauge point and a polygon around the necking area. The
maximum strain from contour is limited to 2 decimal places. The
range in failure strains are shown in Table 3.
splacement curves for a range of subsets.



Table 4
Failure measurement comparisons.

Measured
Data

Original
Calculated

Corrected
Calculated

Failure Radius
(mm)

1.70 1.73 1.68

Failure Area
(mm^2)

9.03 9.41 8.90

Failure Stress
(MPa)

1558 1495 1579
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Using different gauge parameters has a minor effect on the
strain data throughout testing. However, by using the polygon -
maximum strain over surface ensures that the highest failure strain
is included and this was used to extract true strain data.

4.4. Finite element model

A finite element model was built in ABAQUS/STANDARD to
simulate the uniaxial tensile test using a standard von Mises plas-
ticity model as shown in Fig. 12. An axisymmetric model was used,
with symmetry boundary conditions applied along the horizontal
symmetry line at the centre of the specimen, a displacement
boundary condition was introduced to the remote point which was
coupled to the top surface. Axisymmetric elements CAX4R were
used. A mesh convergence study found the optimum number of
nodes and elements were 2245 and 2096 respectively.

4.5. True stress-strain curve

Once the failure initiation and gauge parameters have been
determined, true stress-strain curves can be obtained. However, as
discussed previously the subset size and smoothing of data will
affect the data of the parameters being extracted.

Using a range of subset sizes the true stress-strain curves have
Fig. 15. Contours of True Y strain for DIC ima
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been obtained, as shown in Fig. 13a. The true stress-strain curves
initially agree however, the results deviate at larger strains. The
true stress-strain data for the range of subsets are used in FE
analysis. The force displacement responses from the FE analysis are
shown in Fig. 13b, this was compared to the experimental force
displacement data (DIC Data). All of the FE analysis for various
subsets underestimates the force. However, the true stress-strain
data provided when using a 25 � 25 pixels subset size gives the
best match and follows the experimental curve.

The ratio calculated from the original circumference and the line
CD has a significant influence on the calculated areawhen using the
direct method. The force displacement responses show that the
stress should be higher than calculated.

From measuring the diameter from the failed specimen, the
failure area and stress can be determined. The calculated radius at
failure initiation was then compared to the actual measured value
of the specimen. The original calculated area was found to be 4.2%
larger than the measured area. Line CD as shown in Fig. 10c started
as a circumferential line, however it does not end up as the shortest
circumferential distance between points C and D, due to defor-
mation in the necking area. In order to correct the data, the
calculated ratio of the circumference was altered. Decreasing the
calculated ratio increases the stress. Thus, the ratio of the circum-
ference was iteratively reduced by 0.1%, until reaching 2.7% as the
calculated force displacement curve matched the experimental
force displacement curve when using a subset size of 25 � 25
pixels, as shown in Fig. 14.

Table 4 compares the original and corrected calculated failure
parameters. Demonstrating the accuracy of the corrected calcu-
lated true stress-strain data.

Deformation of the FE analysis shows good agreement with the
DIC image at the onset of failure. This is shown in Fig. 15 by the
contours displaying true Y failure strain.

In order to demonstrate the affect for a range of local regression
and smoothing spline filter, true stress-strain curve was plotted
ge and FE model at the onset of failure.



Fig. 16. a) True stress-strain curves b) force displacement curves for a range of filtering.

Fig. 17. Final true stress-strain data for AISI 304L.

Yield Stress (MPa) Plastic Strain

215.59 0.000
290.07 0.010
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against data when no filtering is applied, as shown in Fig. 16a. By
using these sets of data in FE analysis the force displacement re-
sponses from the FE analysis are shown in Fig. 16b. This shows that
as the smoothing of the data reduces the failure stress and strain
the data does not predict the correct true stress-strain data.
Applying any filters reduces the standard deviation of the data and
decreases the spatial resolution. When the data has no filtering
applied this was found to be the best match for the experimental
force displacement curve.
483.06 0.080
556.50 0.120
590.89 0.140
622.92 0.162
653.53 0.183
682.15 0.205
708.99 0.225
734.56 0.245
759.18 0.266
783.12 0.288
806.37 0.309
828.84 0.331
851.52 0.354
874.43 0.377
897.88 0.403
922.68 0.432
950.04 0.465
983.21 0.505
1032.92 0.562
1126.23 0.672
1286.69 0.865
1501.56 1.205
1579.15 1.458
5. Conclusion

To further understand if AISI 304L is able to withstand stringent
package testing requirements, such as, impact testing, true stress
strain data beyond the UTS is necessary to capture accurate data at
high strains. A comprehensive literature review found precise
material data for AISI 304L past UTS is deficient.

A series of uniaxial tensile tests on AISI 304L were performed.
DIC was used during the experiments in order to extract data such
as true strain and instantaneous cross-sectional area up to failure.
The direct measurement method was used to provide true stress-
strain data throughout the whole test, including beyond UTS. DIC
post process study, investigated the effect of using different
filtering and subset size results when producing true stress-strain
data. FE analysis was executed using the different true stress-
strain data sets to compare the force displacement responses. In
this study, it was found that the post processing of the DIC software
significantly influenced the extracted data. A subset size of 25 � 25
3213
pixels and no filtering, produced true stress-strain data that was in
agreement with the experimental results, as shown in Fig. 17. The
tabulated data points for yield stress and plastic strain are shown in
Appendix A. The vertical line shown on Fig. 17 shows the upper
strain limit which can be obtained before non-uniform deformation
takes place. The work presented in this paper has indicated a
general methodology to be adopted, but has also provided accurate
extended material data beyond UTS for AISI 304L.
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