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Abstract— With the ever-increasing transistor density and 
memory capability in integrated circuits, the high-sigma yield 
estimation has become a growing concern. This work presents an 
equiprobability-based local response surface method (ELRS) that 
can perform high-sigma yield estimation with both high accuracy 
and efficiency. Demonstrating with 6T-SRAM, the proposed 
method exhibits more than 10 times improvement in accuracy 
when comparing with the state-of-the-art while maintaining the 
efficiency to the best record in literature. 
 

Index Terms—Monte Carlo, response surface, high sigma, rare 
events.  

I. INTRODUCTION 
ncreasing demand for data generation, storage, and 
intelligence generation from data is driving advances in 

memory technology with high capacity and speed without 
taking more power or volume, which urges for a high yield of 
memory cells [1]. Fig. 1(a) shows the evolution of the storage 
capability for different memory technologies in the past 10 
years. To ensure sufficient quality for mass production at a low 
cost, the yield prediction with high sigma becomes essential. 
Taking one 256MB SRAM as an example, if we target a yield 
of 99.9%, the corresponding failure rate must be controlled 
below 4.6×10-13. This requires the prediction estimation of the 
bit cell yield over 7-sigma. 

The Monte Carlo (MC) method, which is considered as the 
golden standard for yield estimation, however, suffers the 
efficiency issue due to the low probability in sampling the 
points in the failure region at high sigma [2]. Extensive 
simulation runs are required and this leads to high computation 
time and exorbitantly long design cycles [3]. In recent years, 
extensive efforts have been made to improve the efficiency of 
high-sigma yield prediction.  

One major route to tackle the issue is based on the 
importance sampling [4-15]. The aim is to construct the 
distorted probability density function (PDF) which can 
generate sample data in the failure region with high probability. 
The optimal distorted PDF is usually circuit-specific and 
difficult to construct in practice [5], therefore, most existing 
approaches tried to generate samples in regions where failure 
events most likely happen. The minimized normalization 
importance sampling (MN-IS) searched the most probable 
failure points (MPFP) to construct optimal shift vectors (OSV). 
The spherical importance sampling (S-IS) [7] and hypersphere 
sampling (HS) [8] utilized the spherical sampling to find the 
MPFP. The gradient importance sampling (G-IS) [12] used a 
gradient-based approach to find the MPFP. However, because  

 
of the difficulties in obtaining optimized shift vectors, the 
confidence interval of these methods is quite wide, leading to 
significant inaccuracies. Such error gets even worse when the 
failure region has a spatial extent, or when multiple failure 
regions exist. Constructing a mixture of multiple mean-shift 
distributions by shifting the mean vectors to various failure 
regions has been proposed [13, 14] to improve the accuracy. 
However, these methods become inefficient with higher 
dimensions due to the complexity in identifying the failure 
boundary. 

Another major route to improving the efficiency of the 
high-sigma yield prediction is through classification. For 
example, the Statistical blockade method (SB) [16], which is 
now widely used in industry, constructs a classifier and applies 
it to filter the likely-to-fail samples. Only the samples that 
passed the filter will be used for the circuit simulation. 
Therefore, the efficiency can be improved by reducing the 
number of simulation runs. The rigorous mathematics of 
extreme value theory is used to build sound models of these tail 
distributions. To reduce the error during the classification for 
better accuracy,  a safety margin is usually applied [16]. More 
recently, this is further improved with the recursive SB [17] that 
constructs the conditional and SVM-based nonlinear classifiers. 
SB forms the foundation of well-accepted industry solutions like 
Solido or HSPICE HSMC. However, over 100% error can occur 
when compared to the standard MC [16]. This is because the 
training of such accurate classifiers is difficult, especially in 
high dimensions with which the complexity grows 
exponentially.  

At the moment, there lack of methods that can perform 
high-sigma yield prediction with both satisfactory efficiency 
and accuracy. As shown in Fig. 1(b), several state-of-the-art 
methods are compared for both efficiency and accuracy using 
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Fig. 1. (a) Trend of the capacity/yield requirements for different memory 
technologies (hollow points) and the capability of existing methods for 
high-sigma yield prediction (solid points). (b) Comparison of yield prediction 
results in efficiency and accuracy between the state-of-the-art and the proposed 
methods. 6T-SRAM is used for the yield estimation and the estimation is 
compared under 4.5 sigma. The relative error is defined as the percentage of the 
difference for yield prediction between the high-sigma prediction methods in 
literature and the standard MC method. 
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the data published in the literature. The comparison is made at 
4.5-sigma because of the data availability. Most methods 
exhibit an error higher than 10%. It is expected that such error 
can be even larger when predicting at a higher sigma region. 
Such high error in the yield prediction can misguide the circuit 
designer in practice [9]. 

The methods based on the response surface have been 
considered as one effective solution for accurate yield 
estimation. Rather than searching for the failure regions, the 
response-surface-based methods explore the entire input space 
and construct the equipotential surface, in which the failure 
probability density can be estimated through areal integration. 
For example, Weckx et al [18] proposed the global response 
surface method (GRS) and estimated the failure rate of SRAM 
with good accuracy. However, this is achieved by sacrificing 
efficiency due to the time-consuming response surface 
construction.  

This work proposed an equiprobability-based local response 
surface method (ELRS) to tackle to inefficiency issue of the 
response surface method while maintaining its advantage in the 
prediction accuracy for high-sigma yield prediction. By 
constructing the SRAM circuit with a similar dimension, we 
show in Fig. 1(b) that the error of the proposed ELRS method 
can be reduced to only 0.1%, which is 10 times lower than the 
best record that can be achieved by the state-of-the-art method. 
Moreover, such highly accurate prediction is achieved with 
similar simulation runs to the best record in literature as well. 

II. BACKGROUND 
A brief overview of problem formulation and response 

surface will be given first. 

A. Problem formulation 
Regarding a yield analysis problem, each process parameter 

is considered one dimension of the variation space. The 
performances of any circuit can be described with (1). Wherein, 
𝑥 = {𝑥!, 𝑥", …	, 𝑥#	} represents the random process parameters 
with N dimensions and y represents the circuit performance 
index under �⃗� . Taking SRAM as an example, 𝑥  can be the 
threshold voltages for transistors and y is the corresponding 
static noise margin (SNM). Therefore, the task for the yield 
estimation is to find the cumulative failure rate, Pf, when y 
exceeds the pre-set failure criteria, y0. 

                         𝑦(�⃗�) 	= 	𝑔(𝑥!, 𝑥", . . . , 𝑥#)                             (1) 
Without loss of generality, we suppose these random 

variables are mutually independent. Thus, the PDF of �⃗� is 
                  𝑞(�⃗�) = 𝑞(𝑥!, 𝑥", . . . , 𝑥#) = ∏ 𝑞(𝑥$)#

$%!             (2) 
According to the results of circuit simulations, the indicator 

function 𝐼(�⃗�) is 

                   𝐼(�⃗�) = 1
	0, 𝑝𝑎𝑠𝑠												(𝑦(𝑥) > 𝑦&)
	1, 𝑓𝑎𝑖𝑙𝑢𝑟𝑒						(𝑦(�⃗�) ≤ 𝑦&)

           

(3) 
Then the probability 𝑃'($) can be calculated as 

𝑃'($) = ∫*𝑞(𝑥)𝑑�⃗�                             (4) 
where 𝛺 is the total failure region, including the cases with 

multiple failure regions. In most cases, the boundary of failure 

region 𝛺 is unknown and (4) cannot be calculated analytically. 
Sampling based methods must be applied here to estimate the 
failure probability. For example, MC method is regarded as 
ground truth, which estimates the failure rate with a large 
amount of samples 𝑥+CCC⃗ , 𝑖 = 1,2, . . , 𝑀, drawn from the PDF 𝑞(�⃗�) 
of random variables 

𝑃,- =
!
,
∑ 𝐼(𝑥+CCC⃗ ),
$%!                            (5) 

where 𝑃,- is the estimator, M is the number of samples, and 
𝑥+CCC⃗  is the ith sample. The variance of the estimator 𝑃,- in (5) 
can be approximated as  

𝑉,- = 𝑃,- ∙ (1 − 𝑃,-)/𝑀                   (6) 
When MC is applied to estimate P./01 that is extremely small, 

most random samples drawn from the PDF 𝑞(�⃗�) do not fail into 
the failure region 𝛺. Note that each MC sample is created by 
running an expensive transistor-level simulation. It, in turn, 
implies that MC can be extremely expensive for rare event 
estimation. 

B. Response surface 
Other than MC, the failure rate can be estimated accurately by 

constructing the response surface with the input parameters. The 
Worst Case Distance (WCD) [19] use perturbation analysis to 
construct an analytical linear response surface model of the 
input to output mapping. For highly non-linear response 
surfaces and non-normal input distributions, this approach 
however falls short of correctly assessing the true yield. To 
handle these issues, GRS[18] construct a non-analytical 
response surfaces. By simulating the points that are sampled in 
an equidistant discrete input space or a non-equidistant discrete 
input space, the response surface can be constructed. The error 
of the response surface methods originates from the lower and 
upper bounds of the input space since it is not possible to 
traverse all possible input parameter values. Therefore, a large 
number of points are required for the non-analytic response 
surface construction to cover most of the input space. This leads 
to the inefficiency issue.  

III.  EQUIPROBABILITY-BASED LOCAL RESPONSE SURFACE 
TECHNIQUE 

To improve the efficiency of the response surface method, 
we propose a dual-step equiprobability sampling method to 
identify multiple failure regions in an effective way. Therefore, 
the response surface can be constructed locally for the failure 
rate estimation. The proposed method is called the 
equiprobability-based local response surface technique (ELRS) 
hereafter. We will show that ELRS improves efficiency by 
reducing the number of points for the response surface 
construction. In the following, for ease of illustration, a case 
with two input dimensions is adopted: as shown in Fig. 2, two 
input dimensions (x1&x2) form a coordinate plane with four 
quadrants and the vertical y axis represents the performance 
index of the circuit.   

A. Failure region identification 
Since the probability distribution of each input parameter is 

known, the points with the same joint probability in the input 
plane can be easily achieved, which forms the equiprobability 
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curve, as depicted with the dashed curves in Fig. 2(a). Its shape  

 
of the ellipse is only for illustration purposes. 

The procedure starts by randomly choosing a probability, P0, 
with which the equiprobability curve can be determined. Then 
the equiprobability sampling is taken within the quadrants as 
well as on the axis. For each sample, the circuit performance 
index, y, is evaluated. If y does not reach the failure criteria, a 
new equiprobability sampling is performed with the probability 
P1, which is 10 times smaller than P0. This procedure iterates 
until the first failure point (i.e. y exceeds the criteria, y0) is 
found. With the known first failure point and its neighboring 
pass points, the MPFP can be determined by searching y = y0 
along the maximum gradient between the failure point and the 
passing points, As shown in Fig. 2(b). 

The gradient-based searching method works as follows: 
l The target function is defined as 𝐿(𝜃) = 𝑦& − 𝑔(𝑥!CCC⃗ − 𝜃). 
l While(𝑠𝑡𝑒𝑝 > 𝑠𝑡𝑒𝑝2$3) 

1) Extract the gradient of 𝐿O𝜃3!"#$4!P by computing 
independently the derivative with respect to the 𝑥+CCC⃗  
of each transistor with its normalized �⃗�.  

2) Find the vector 𝑣  of the norm step with the 
steepest positive slope based on the gradient 
	∆789%!"#$&':	

∆;⃗
. 

3) Simulate the new sample 
     𝐿O𝜃3!"#$P = 𝐿(𝜃 + 𝑣 + 𝑥!CCC⃗ ) 

4) If (𝐿O𝜃3!"#$P > 0) 
Set θ = θ + v 

Else if (𝐿O𝜃3!"#$P < 0) 
Set step = step/2 and go back to 2) 

5) 𝑛$=>? = 𝑛$=>? + 1 
Once the highest probability PU  for the failure to occur is 

found. The upper boundary of the failure region can be defined 
by PU. In principle, all the regions outside of the upper 
boundary form the failure region. However, in practice, we 
define the lower boundary of the failure region with the 
probability, 𝑃7 = 0.001 ∗ 𝑃@ , as to be explained in Section 
II.C. 

Bounded by the two equiprobability curves with the 
probability of PL and PU, the confined region within the input 
space formed the failure region 𝛺'. Since the failure region can 
vary in different quadrants, the above procedure can be 

performed independently in each quadrant, and thus all the 
failure regions in the input space can be found. 

 
B. Failure rate estimation with equipotential surface 
sampling  

In the identified failure region, the response surface can be 
constructed by mapping the inputs to the output with SPICE 
simulations. Fig. 3(a) illustrates the response surface for the 
circuit performance y, as the function of input parameters𝑥. The 
samples with the same performance are chosen that forms the 
equipotential curve in the input plane. Circuit failures can occur 
with high probability in the failure region, and therefore much 
fewer points are required. This is the key to efficiency while 
maintaining good estimation accuracy. 

The corresponding PDF of the circuit performance, f(y), can 
be calculated by propagating the PDF of the input parameters in 
the equipotential curve as shown in Fig. 3(b). By performing  
integrals along the equipotential surface 𝑦 = 𝑔(�⃗�) , the 
probability density f(y), can be evaluated, as described in (7): 

𝑓(𝑦) 	= 	∫A%B(;⃗)𝑞(𝑥)𝑑�⃗�                      (7) 
For a two-dimensional problem, (7) performs line integrals 

and for higher dimensional space, multiple integrals need be 
calculated by successive integrals based on Fubini’s theorem 
[21]. By integration of the PDF,  the cumulative distribution 
function (CDF) of the output parameter can be obtained, which 
is the failure rate, Pf, as described in (8). 

	𝑃'(𝑦=) 	= 	∫ ∫𝑞(𝑥)𝑑�⃗�𝑑𝑦, 𝑦= ∈ 𝛺'              (8) 

C. Evaluation for Sources of Error 
Since the response surface has no closed form solution, it 

cannot be constructed in a finite number of simulation runs. 
Truncation of the response surface is inevitable, which can 
introduce error as described by (9). 

 𝑒𝑟𝑟	 = 	∫∫ 𝑞(�⃗�)𝑑�⃗�𝑑𝑦	 , 𝑥 ∈ 𝛺 − 𝛺'	            (9) 
Where 𝛺 and 𝛺f are the entire and the failure regions in the 

input space respectively. 
In the proposed ELRS method, the failure region is truncated 

by defining the lower boundary, PL. This error is reduced by 
selecting PL which equals 0.001*PU, making it possible to reach 
deep into the tail. Moreover, in order to minimize the 
possibility of missing any failure points, PU is chosen 1.1 times 
higher than the calculated value. The accuracy achieved in 
Section III suggests that the accuracy loss can be suppressed. 

 
Fig. 2. The flow for response surface construction of the proposed method (2-D 
example). The failure points and the pass potins are illustrated in red and green 
cycles. (a) The critical failure regions (blue regions) can be bounded by the 
lower boundary PL and the upper boundary PU. (b) Search the MPFP along the 
maximum gradient between the failure point with probability P1 and the good 
ones (use quadrant IV for example). 
 
 

 
Fig. 3. (a) The PDF f(yi) for a given performance index yi, can be evaluated by 
integrating 𝑞(𝑥) over all the possible samples for yi. (b) The failure rate Pf can 
be numerically calculated by a cumulative sum of integration of f(y). 
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IV. EXPERIMENTS AND RESULTS 
In this section, we use the standard 6T SRAM circuit to 

verify the accuracy and efficiency of our proposed ELRS 
method. Fig. 4(a) depicts the structure of SRAM we designed  

 

 

 
with the 7-nm process node [22]. The SRAM cell consists of 4 
core transistors (PU1, PU2, PD1, PD2) and two access transistors 
(AC1, AC2). The Read static noise margin (RNM) represents 
the maximum noise on the storage node Q, that can be tolerated 
during its read operation. For ease of comparison, this is used as 
the circuit performance index for the yield estimation. As 
shown in Fig.4(b), RNM can be defined as the minimum of the 
two Seevinck squares (SNML and SNMR) that can fit inside the 
eyes of the butterfly curve. With the random variation of the 
threshold voltages of these transistors, the RNM reduces and 
causes the read errors. 

For the yield prediction with ELRS method, the input 
parameters are the threshold voltages Vth of all the six 
transistors, which exhibit device-to-device process variation 

and are modelled with the independent Gaussian distributions.  
Fig. 5(a) compared the failure rate estimation at 2.2-sigma 

between the standard MC method and the proposed ELRS  

 

 

 
method. It is clear that the ELRS method converges quickly 
after around 400 simulation runs, which is almost 10 times 
faster than the standard MC method. In addition, the converged 
failure rate from the ELRS method also agrees very well with 
the MC, indicating its good accuracy.  

Fig. 5(b) further evaluated the capability of the ELRS 
method for the high-sigma yield estimation. The failure rates of 
the circuits under different operating voltage (VDD) are 
estimated up to 8-sigma using the ELRS method. When 
comparing with the result from MC which is carried out up to 
4.5-sigma, the good agreement is again obtained. 

The comparison is further made with state-of-the-art 
methods. For a fair comparison, the same circuit topology, 
input dimensions and the performance index are used. The 
comparison is made at 4.5-sigma where we can find most of the 
data in the published literature. As shown in Table I, the error 
of the proposed method is only 0.12%, which is almost 10 times 
more accurate than the best one (i.e. GRS) in these 
state-of-the-art methods. In addition, ELRS use only 3375 

TABLE I 
EFFICIENCY AND ACCURACY COMPARISON OF THE PROPOSED METHOD AND 

STATE-OF-THE-ART METHODS AT 4.5 SIGMA CONDITION. 
 

Method PoI # of simulations Dimension Error 

IBS[5] RNM 100000 6 1.65 

MNIS[6] RNM 2506 6 6% 

SUS[10] RNM 2211 6 9.1% 

GS[11] RNM 8100 6 5% 

MSP-SQP[13] RNM 1078 6 2.5% 

GRS[18] RNM 9261 6 1.2% 

This Work RNM 3375 6 0.12% 

 
 

 
Fig. 4. (a) The 6T-SRAM cell used for simulation. (b) SNM margins are 
obtained by analyzing the butterfly curve during hold mode, where the word 
lines are set at 0V and the bitlines at VDD.  
 

 
Fig. 5. Comparison of the failure rate estimation between the standard MC 
method and the proposed ELRS method for the 6T-SRAM circuit (a) under the 
fixed VDD of 0.5V at  low-sigma and (b) under various VDD and sigma. The 
proposed ELRS method can easily reach into the tail. 
 

TABLE II 
EFFICIENCY AND ACCURACY COMPARISON OF THE PROPOSED METHOD AND 
GLOBAL RESPONSE SURFACE (GRS) METHOD [18] AT 7 SIGMA CONDITION. 

 

Scenario Method Total runs 
(Failure samples) Probability Accuracy 

improvement 

SNM 
GRS[18] 225(8) 6.24E-12 

11× 
This Work 197(27) 7.20E-11 

RNM 
GRS[18] 9261(232) 2.6E-14 

61× 
This Work 4856(2240) 1.6E-12 

 
 TABLE III 
EFFICIENCY AND ACCURACY COMPARISON OF THE PROPOSED METHOD AND 

STATISTICAL BLOCKADE (SB) METHOD [16] AT 4.526 SIGMA CONDITION. 
 

Scenario Standard MC 
(1M sims) Method Total 

runs Probability Relative 
Error 

Write time 3.005E-6 
SB[16] 5379 6.745E-6 124% 

This Work 5133 3.001E-6 0.13% 

 
 

                 
Fig. 6. The circuit for extracting the write time: 6-T SRAM cell with column 
mux and write drivers are used which is the same as used in ref. 16. The input 
dimension is 9 including the Vth on 8 transistors and the global oxide thickness 
(tox) variation, which also kept the same as ref. 16. 
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simulation runs, which is also among the lowest number of 
simulation, which confirms its good efficiency. 

 We further compared our ELRS method with the standard 
response-surface-based method, GRS, at 7 sigma. Both the read 
SNM (RNM) and the hold SNM (SNM) are used as the 
performance indices which is the same as the ones used in ref. 
12. As shown in Table II, when running a similar number of  
simulations, the proposed ELRS method can find 11x and 61x 
more failure events when comparing with the GRS method, 
suggesting ELRS exhibits better accuracy. Such accuracy 
improvement is because the sampling in GRS spreads 
throughout the entire region, while the sampling in ELRS is 
only in the failure region, and therefore more points can cover 
the failure region with a similar amount of sampling. 

Finally, the comparison is made between the ELRS method 
and the statistical blockade method (SB) [16]. The latter is 
widely adopted in commercial tools such as Solido or HSPICE 
HSMC. Again, for a fair comparison, we constructed the same 
circuit (Fig. 6) and used the same write time as the circuit 
performance index as ref. 16: a 6-T SRAM cell, with bit-lines 
connected to a column multiplexor and a non-restoring driver. 
There are 9 input dimensions, including the threshold voltage 
of all eight transistors and one global gate oxide thickness 
variation. The distributions of all 9 variations are set the same 
as the distributions in ref. 16. The error is defined by comparing 
the predicted yield using these two methods with the yield from 
the MC method. As shown in Table III, the error of the 
proposed ELRS method is only 0.13%, which is almost 1000 
times more accurate than SB. In terms of efficiency, ELRS use 
about 5133 simulation runs, which is also comparable to the SB 
method. Therefore, ELRS can be an good candidate for future 
high-sigma yield prediction. 

V. CONCLUSIONS 
In this letter, a novel equiprobability-based local response 

surface method is proposed for the high-sigma yield estimation. 
Rather than sampling in the entire input space, the proposed 
method relies on equiprobability surface sampling to quickly 
find the failure regions, on which the response surface can be 
directly constructed for yield estimation. Therefore, the 
proposed method can perform high-sigma yield estimation with 
both high accuracy and efficiency. Demonstrated on 6T-SRAM, 
we show that the proposed method exhibits more than 10 times 
improvement in accuracy when comparing with the 
state-of-the-art while maintaining the efficiency to the best 
record in literature. 
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