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Abstract 

 
Security authentication defines the process of verifying the identity of a person. For many 

years, authentication technology has played a crucial role in terms of data security. Existing 

typical biometric authentication technologies have some limitations. Progress in technology 

has produced several specific devices with ability to reproduce human biometrics that are 

currently used, mainly because they are mostly visible and touchable. Therefore, a new 

biometric method is required to overcome the limitations of current biometric authentication 

systems. Human brain signals are one of the biometric characteristics that has recently been 

utilised in diverse Brain-Computer Interface (BCI) applications. Brain-based authentication is 

achieving more popularity among researchers where research studies have reported 

considerable accuracy using different BCI methods for authentication purposes. However, 

there are some limitations in terms of usability, time efficiency, and most importantly the 

permanency of the method through time. The proposed research suggests two different brain-

based authentication methods using picturising patterns and deep breathing patterns as brain 

states. This process starts with signal acquisition using the above-mentioned brain patterns as 

user strategies to capture the raw EEG data from the participants, followed by the pre-

processing stage for data cleansing and standardisation. For noise removal, filtering techniques 

and the Independent Component Analysis (ICA) algorithm are utilised to make data ready for 

the feature extraction. Fast Fourier Transform (FFT), Power Spectrum Density (PSD), and 

Discrete Wavelet Transform (DWT) are used for the feature extraction from the time-frequency 

domain data representation. The extracted features are then forwarded to classification methods 

that include Linear Discriminant Analysis (LDA), Support Vector Machines (SVM), and 

Artificial Neural Network (ANN). The proposed picturising and deep breathing methods 

indicate 88% and 91% accuracy respectively when evaluated over pure unseen data. The results 

show that the picturising pattern method improves the security level according to invisibility 

and changeability of the brain-ID using images; and deep breathing patterns method improves 

the usability and permanency of the system because this pattern can be used anywhere and at 

any time.   
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1.1 Introduction 

In the past, when computer technology had not been invented and there were no personal 

computers, smart mobile technologies, and especially the internet, the word “security” meant the 

preservation of personal property, personal safety and occupational safety, and many related 

issues. Nowadays, with the advancement of technology, especially the internet and the presence 

of advanced computers and gadgets that record data and save them, information security is one of 

the most important security concerns, which in many cases encompasses all the security 

implications [1]. 

In our computerized world, technological terms are changing on a daily basis with a variety of 

technologies being introduced to make human life easier and safer. However, most of the time, 

such technology deals with data (and information) requiring high security. Information security in 

many sectors of the population including the general public, companies, organizations, and 

governments, plays a vital role. The stakeholders have been demanding more appropriate, reliable, 

secure, and practical ways to keep their information safe. 

Authentication is the method of allowing individuals access to an application or system based on 

their identity [2]. Today, with more users engaging technology in their everyday lives particularly 

smartphone/mobile devices where a lot of sensitive information is stored and used, security and 

accurate authentication methods have become a top priority within information security [3]. In the 

past, individuals used to have a briefcase to keep their keys, money and important documents like  

bank account booklets, letters, photos, etc. which could be locked to keep them secure. But today, 

individuals can keep all of that information on their personal computers, mobile devices, social 

networks, and cloud storage. In this case, security and data protection plays a crucial role. 

Authentication is necessary as it allows companies and users to keep their systems and devices 

protected by authorizing only authenticated users to use important resources [4]. 

There are multiple techniques in authentication [5] such as Something you know (password or PIN) 

Something you have (such as a smart card, Common Access Card (CAC) [6], Personal Identity 

Verification (PIV) [7], or RSA token [8]), and recently Something you are (e.g., using biometrics). 

Password or PIN authentication and different kinds of smart cards and tokens are easy to 

implement, and the risk of them getting lost or being stolen is high in both of them. In contrast, 

biometrics is a new technological alternative to solve this problem [9] that uses the unique 

biological or behavioural characteristics of a person.  
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Biometric authentication has multiple advantages that can deliver highly accurate and secured 

access to resources. This can be accomplished very quickly and consistently, with a minimum 

training and the person’s identity can be proven without access to the information that may be 

stolen, lost or changed [10].  

There exist several biometrics technologies such as fingerprints, face detection, voice recognition, 

Iris, etc. which have been used for personal identification [11]. Each one of the different biometric 

identification methods has their own strengths and particular uses. Some methods require less 

invasive techniques while others can be accomplished without the familiarity of the topic and some 

are very difficult to replicate. Two major properties within biometrics that are useful for 

authentication purposes include: a) Physical biometrics comprising fingerprints, retina scans, 

DNA, facial recognition, hand geometry biometrics, and iris scan; b) Behavioural biometrics, 

which contains speech recognition and handwritten signatures [12]. 

These typical biometric authentication technologies have some advantages such as stronger 

security, improved quality of experience, reliability. However, there are several drawbacks 

associated such as environment and usage can affect measurements (e.g., the condition of your 

fingerprint at the time of scanning such as wet, oily or dirty hands which may produce unclear 

patterns). Considering such problems, these systems are not very reliable [13]. 

The current biometric methods are suffering from some three main disadvantages; firstly, they are 

visible and can be recorded and replicated by some specific software and technologies, secondly, 

they are not replaceable which it means the features cannot be changed if it were ever 

compromised and finally, they are not usable for some disabled individuals who are not able to 

use their hands or move their bodies. Therefore, a new biometric method needs to be produced to 

reduce the number of disadvantages that are within current systems.  

Brain signal on the other hand, is an invisible human characteristic which is replaceable (e.g., 

allows us to change the pattern), and might be most appropriate for disabled individuals (e.g., users 

with physical disabilities). Brainwave is one of the characteristics that currently has been receiving 

much attention from researchers working on Brain-Computer Interface (BCI) within diverse 

application domains.    

In the past, individuals always desired to understand the non-verbal behaviours (including 

brain/mind), or to control their environments or replace objects with their brainpower [14]. The 

technological revolution has made this practical such as visualised transferring signals straight to 

someone else’s brain allowing them to experience new sensory inputs like sight, hearing or feeling 
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[15]. One of the potential outcomes of the future brain related technologies could be the 

manipulation of computers and associated devices with the simple transferring of a thought. 

Considering this potential, BCI will be a significant breakthrough within technology.  BCIs are 

becoming increasingly popular in medical and non-medical areas as a way for communication to 

be conducted between humans and machines. “A major goal of BCI is to decode intent from the 

brain activity of an individual, and signals representing the decoded intent are then used in various 

ways to communicate with an external device” [16]. BCI is the interaction between humans and 

computers, and it is the most recent development and research area of Human-Computer Interface 

(HCI) [17]. It can lead to many applications for gamers, social interactions, capture feelings and 

emotions, disabled individuals in different ways, and understand brain activities and 

human/animal neural activities [18].    

To sum up, the significant factors in any biometric authentication method are Privacy and Security, 

Universality, Uniqueness, Permanency and Collectability. Privacy and permanency are big 

challenges in any brain-based authentication technique. Thus, they require more improvements in 

the case of the stability of the brain pattern and the security level of the method. In this research, 

two different strategies are proposed using the picturising method to improve the security level 

and the deep breathing method to improve the stability of any brain state over time, which could 

help to use brain signal as a new biometric authentication method.  

1.2 Problem background  

Recent biometric user authentication techniques have some problems and limitations. To cover 

the recent biometric limitations, we need a new biometric Brainwave based authentication, which 

is another technique to the extensive range of authentication systems. Electroencephalogram 

(EEG) signals are the most popular method to investigate brain signals in this process. A couple 

of different approaches were presented in different studies to capture EEG signals and classify 

them with different BCI methods to find the unique signals and use them as an authentication 

method with a high accuracy rate.   

Chen et al.[19], proposed a system within authentication, which is centred on Rapid Serial Visual 

Presentation (RSVP) stimulus. A brain amplifier was used to obtain EEG signals and Linear 

Discriminant Analysis (LDA) to classify them. A specific association constant calculated the 

important features. According to the author’s notation, a password can be hidden effectively in 

certain compulsive situations.  

Chuang et al.[20], presented a new approach which used the MindWave to obtain data. Seven 

tasks were executed, including sports activity, breathing, audio listing, simulation of finger 
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movement, colour, reciting and identifying music with singing, and pass-thoughts. The 

classification process is done with the k-Nearest Neighbour (k-NN) algorithm. The most accurate 

strategies were for colour, audio, and sport. The most difficult one was for the pass-thought task 

according to the results of the questionnaire that determined for user-friendliness with different 

tasks. Breathing, audio, and colour were the straightforward tasks.  

La Rocca et al.[21], presented an approach centered on connectivity within EEG spectral 

coherence. In this method, data samples were gathered from 108 participants during open resting 

and closed-eyes positions. EEG data was captured using a system consisting of 64 different 

channels with a rate of 160 Hz. Data was filtered to 50 Hz via a low-pass anti-aliasing filter. 

Spectral Coherence (SCOH) and Power Spectral Density (PSD) analysis techniques were used to 

extract mental features. To calculate uniqueness, two different algorithms were used separately in 

this process which were Mahalanobis classifiers that were based on distance and match-score 

fusion system. This technique is strong and very accurate for user identification. The performance 

of classification has the possibility of not functioning properly if this classification was used for a 

larger group of users on traditional hardware and it is less reliable.  

Ruiz-Blondet et.al.[22], presented a protocol known as CEREBRE with a band-pass filtering 

between 1 and 55 Hz and based on normalized cross-correlation, a simple discriminant function 

was used for classification. The nominal (4 categories, 3 channels) classifier showed the highest 

accuracy when all the patterns were used but both maximum and minimum classifiers showed 

100% accuracy. The results presented that the most accuracy was for the oddball (a stimulus that 

occurs infrequently relative to all other stimuli, and has distinct characteristics) and food. The 

resting pattern had reduced performance in terms of classification. Authentication centered on a 

memory-evoking task (also known as “pass-thoughts” in other studies) [23] also indicated 

unreliable outcomes mainly because of inconstant time that was consumed to allow thinking. 

In general, the EEG-based authentication process has four main steps that include: signal 

acquisition, pre-processing (data cleansing and standardisation), feature extraction, and 

classification. Acquiring the brain signals and EEG data appropriately, is the crucial step which 

can influence the outcomes directly. There are three main protocols for EEG data recording: tasks 

with an external stimulus, mental tasks, and resting states. It is important to select an appropriate 

protocol for authentication purposes as it has significant impact on the accuracy of the results. 

Resting state protocols are very popular in EEG signal recording especially for authentication 

purposes [24]. In this protocol, the individuals should sit in as quiet or less noisy area as possible 
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for recording the EEG data. Resting states make the alpha band the dominant brainwave among 

others [25]. The simplicity of this protocol makes it more useful because it can be done without 

using any extra equipment other than a brain device in comparison to other protocols; however, it 

should be done in a quiet environment.  

Tasks with external stimuli cover a wide range, for example, reading different types of texts [26], 

recognizing different types of images [27], recognizing different geometric figures [28], moving 

and static substances [29]. Tasks with external stimuli have the advantage of permanency 

condition over time but their disadvantage is their need for external equipment. Another EEG 

recording protocol is mental tasks, which includes imagining body movements, mental activities. 

For example, images of moving hands, head, or feet and sometimes doing both movements and 

imagining the movements [30]. According to different studies, imaginary tasks have achieved 

better results in comparison to physical activities. There are other experiments such as counting in 

mind [31], picturising patterns by imagining 2D and 3D images [32]. 

Some studies achieved high accuracy results using multiple EEG recording protocols and tasks 

for authentication purposes. Armstrong et al. [33] used a text reading task while Event Related 

Potentials (ERP) were collected from participants and applying SVM and non-SVM classifiers 

which achieved 89% accuracy as results. Patel et al. [34] used self-photo and non-self-photo as 

visual stimulation. They used a Backpropagation (BP) neural network classifier on the extracted 

features based on fuzzy entropy and achieved an average success rate of 92%. Zhendong et al. 

[35] used visual/audio stimuli for their experiment to recall some specific subjects including water 

bottle, handle, screwdriver, which achieved 87.3% accuracy as the result of their work. Abo-

Zahhad et al. [36] proposed a multi-level EEG system using eye blinking, which by applying the 

data on an LDA classifier from the band power spectral features achieved a high accuracy rate of 

98.56% for their experiment. The main problem in most studies in this area is the stability of the 

method through time that is important to cover the permanency set for any authentication process. 

Human brain signals can change over time by experiencing different events in life. The brain 

cannot function properly in some specific moments to create a stable pattern for a task. It could be 

for some reason like being sick, anxious, drunk, stressed, etc. [37]. 

Considering the aforementioned factors, there are several limitations in existing research studies 

mainly related to usability, time efficiency, and most importantly the permanency of the method 

through time. We need a better approach to acquire and utilise brain signals as a new biometric 

authentication method which is more reliable, usable for different aspects of technology, and 

permanent in time.   
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1.3 Problem statement 

Brain-based authentication techniques have some limitations, and they suffer from some critical 

downsides, such as:  

• Brain Situation: Brain signal is different to other types of biometrics, which use only one 

simple pattern. Brainwaves can be very difficult to classify in different situations, for 

example, the brain signal power is in a low frequency rate in sleeping time or could be in 

a high frequency rate in stressing times, which makes it harder to find a stable pattern 

through time [38] [39].      

• Weakness of the signals: Brainwaves are very low frequency rate electromagnetic waves. 

The human scalp is a strong shield for the brain, which makes the created waves even 

weaker to be acquired and recorded by non-invasive devices [40] [41].      

• BCI Authentication methods: Regarding complexity and the weakness of the brainwaves, 

the current BCI methods are not reliable. Their used strategies to acquire brain signals are 

very time consuming and complex, the brain-IDs are not stable through time and have 

lower level of security [42] [43].      

Human brain signal is altering every day according to different events that happen in life which, 

can change the stability of the brainwaves through time. On the other hand, brainwave is a type of 

electromagnetic wave that is very weak while producing and it is hard to capture which, might 

create noisy data full of artifacts. Recent BCI authentication methods struggle with these problems 

and do not have reliable results that could make the system more practical to cover the current 

issues. 

1.4 Research Aim 

The ultimate goal of this study is to propose a new framework to process the EEG signal for the 

identification of unique patterns to be used as a reliable biometric authentication signature. 

1.5 Research Objectives 

To achieve the aim the following objectives need to be addressed  

• To investigate different biometric authentications, brain-computer interfaces and brain-

based authentication techniques in previous studies.  

• To propose new strategies to acquire and record the EEG signals from participants using 

BCI devices. 

• To capture a primary dataset following the appropriate ethical procedures from the 

Liverpool John Moores University (LJMU). 



Fares Yousefi 819342     

  

Page 7 

 

• To apply filtering techniques and Independent Component Analysis (ICA) algorithm for 

noise removal.  

• To extract the features needed according to proposed strategies, which can be used as the 

authentication signature.    

• To utilise multiple classification algorithms using extracted features to validate the 

proposed biometric authentication technique 

• To evaluate the results for the permanency of the brain pattern, usability and security level 

of the method 

1.6 Justification 

This research has proposed two BCI approaches with newly introduced methodologies to use brain 

signal as an authentication technique. These methods address multiple problems such as security, 

usability and stability facing any brain-based authentication. Researchers can use proposed 

strategies and methods to build a secure and permanent authentication technique using brain 

signal. The first strategy using the picturising pattern can be used for any type of authentication 

process that needs a higher level of security. In this method, the user can use a specific image in 

the mind as a security ID.  It does not need any body movements or extra equipment and most 

importantly, it is not visible. The results obtained from this research (and this method) are poised 

to become a basis for the much-needed industrial standard in computer and any mobile and smart 

gadget security. Furthermore, it might be useful for vulnerable users who can utilize the proposed 

method as reliable brain-based authentication for smart devices. It is also believed to have an 

advantage from the usability perspective producing ease of use on the authentication process. 

In the case of stability and permanency of any brain pattern for authentication purposes, the second 

method using the deep breathing strategy would revolutionize the whole process of authentication 

using brain signals. Deep breathing can stabilize the brain state in any brain situation. In this 

method the user takes deep breaths in three parts of inhale, breath-holding and exhale. The breath-

holding part itself is a brain-ID that can be used for a stable authentication pattern. Researchers 

can integrate this strategy to their method and make it stable through time. The human brain can 

be distracted and be out of its normal state according to the way of living. Stress, anxiety, sadness, 

excitement, sickness, drunkenness and many other things can affect the brain to not produce the 

necessary frequency rate signals to create a pattern.      

The proposed method and dataset would be of enormous help mainly to researchers, academics 

(e.g., tutors, students), software developers using biometric methods, and industry related to 

security tech creators including computers, mobile phones, smart home devices, technologies for 

disabled individuals, etc. 
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1.7 Requirements (Functional, Non-functional) 

There are some requirements and resources for this project as follows: 

• Related works and research papers: To start the project we need to gather enough 

information about the subject from other research papers and related works. For this matter, 

some books in Liverpool John Moores University’s library and online resources websites 

like IEEE Xplore Digital Library, Scopus, Web of Science, Google Scholar, and some 

other reliable websites are used. (functional)  

• A high-performance computer device (PC-Laptop): To do the investigation and searching, 

data processing and machine learning, and writing up. A high-performance computer 

system is needed for which the university computer systems and a personal laptop (Apple 

MacBook Pro) will be used. (functional) 

• Internet connection: The university high-speed internet connection is used. (functional)   

• A BCI device to capture the signals: To investigate brain signals an Emotiv EPOC+ device 

is needed which the university prepared and provided for this project. (functional) 

• An Emotiv SDK software: To transfer the captured brain signals via Emotiv device to the 

computer and record the signal data, special software was needed which the university 

prepared and provided a licence to use it for the period of the project experiments and tests. 

(functional) 

• Research ethical approval: To demonstrate that we adhere to the accepted ethical standards 

of a genuine research study and to protect participants.  

• Programming platforms and software: To process the recorded signals, apply the proposed 

method and use the classification algorithms to acquire the results (non-functional) 

• High speed internet connection: To use online platforms and live tests on the data and 

research different experiments. (non-functional) 

1.8 Research Contribution 

• The first and main contribution is systematic collection of primary data set, investigation, 

and listing of the strengths and shortcomings of the existing techniques and strategies in 

biometric authentication methods specifically the BCI authentication process that could 

help use brain signal as a new biometric technique and cover the disadvantages of the 

recent biometric methods.   

• The two methods proposed in this research are the contributions to improving the security 

level of any brain-based authentication method and its stability over time. The first method 

is based on a picturising pattern that heightens the security level, and the second method is 

based on a deep breathing strategy that improves the permanency of the brain pattern 

during the authentication process.  
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• We introduced SaS-BCI algorithm to improve the security level of the brain-based 

authentication process by using a specific picture as a security pattern when imagined in 

mind. This method does not need any external stimuli or any body movement, which makes 

the technique more secure because it will not be visible. On the other hand, another picture 

as a security pattern can replace the previous pattern if needed.         

• The deep breathing pattern was introduced to improve the stability of any brain pattern that 

could be used for authentication purposes. This method, regardless of any situations of 

human life that can change the brain functionality, could bring back the brain to its normal 

state, which can produce the brainwaves in the frequency rate needed to create a specific 

pattern.  

1.9 Research Scope and Limitations  

Decide how we can acquire brain signal that can improve the level of security, permanency of the 

pattern through time and usability for authentication processes to see if we can gain better results 

to use brainwave as a biometric authentication method.  

Any BCI-based experiment needs a brain device to record the brain data and analyse it. At the 

time this research is done, there is still a big lack of stronger brain devices that can acquire the 

data from the brain. Brain signals are very weak and hard to capture without noises which makes 

the experiment harder to achieve the appropriate results. In this research an EEG-based EMOTIV 

Epoc + BCI device were used to do the experiments. It took a lot of time and effort to clean the 

data from the noises made by the device and in some cases some of the electrodes weren’t 

recording the data properly which forced us to redo the experiment and spend more time on it. The 

number of participants were another limitation in this research especially in the COVID-19 

situation. In this kind of experiment the more participants involved the more accurate the result 

will be.      

1.10 Thesis Organisation 

Chapter 1 includes the statement of the thesis. It starts with the introduction and following that the 

problem background, problem statement, aim, objectives, requirements, contribution, scope and 

limitations. The structure of thesis is outlined at the end of the chapter.  

Chapter 2 provides an in-depth literature review of all the three major areas: biometric 

authentication methods, brain-computer interface, and brain-based authentication methods. 

Emphasis is laid on the various contributions and limitations of the proposed algorithms and 

techniques in all three relevant areas.  
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Chapter 3 presents the research methodology in six phases. Phase 1 investigates different types of 

authentication methods, biometric authentication techniques, brain-computer interfaces their 

process steps, brain-based or EEG authentication methods in different research and their strengths 

and weaknesses. All of these investigations together complete the literature of the project. Phase 

2 is the first step of the presented methods, which is the brain signal acquisition. In this phase, two 

signal-acquiring user strategies are presented; the first one is SaS-BCI using the picturising pattern 

and the second one is the deep breathing technique. It explains the way a user’s brain signal is 

acquired by a brain device named Emotiv EPOC+ and its software to record the raw EEG data and 

store them in the computer system. The signal pre-processing and enhancement of the raw EEG 

data is done in Phase 3. This phase explains the techniques were used for noise, artifact and bad 

channel removal by different techniques and algorithms. Phase 4 shows different methods and 

algorithms used for the feature extraction step of the main method. The extracted features will be 

selected and classified using different classifiers in Phase 5. Finally Phase 6 presents the results, 

evaluation and conclusion.  

Chapter 4 discusses the realization of the second to fifth objectives of this research by presenting 

two new methods. It starts with the SaS-BCI method using the picturising pattern to improve 

security and usability of the brain-based authentication process. It has three main steps of signal 

acquisition, feature extraction and classification using different strategies and techniques of the 

BCI system. It is followed by the second method using the deep breathing pattern to improve the 

stability and permanency of a brain-based authentication process. This method also includes three 

main steps of a BCI system like the previous method using different strategies and techniques.   

Chapter 5 presents results emanating from the two presented methods. Testing, evaluation and 

validation of all contributions are employed in this chapter. The results achieved by different 

classifiers in each method are presented separately. It starts with the result and evaluation of the 

first method and follows with that of the second method. The last part of this chapter is a 

comparison of each presented method’s result with some other high-level experiments done by 

other researchers previously, which compares the security level, usability, stability and 

permanency of the presented methods in this research with others. 

Chapter 6, the thesis ends with a conclusion and suggestions for further research which may 

provide directions in which future researchers of brain-based authentication methods may proceed. 
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2.1 Introduction 

There is a growing demand for different types of user authentication technologies for both 

online and physical systems. The motivation to authenticate users ranges from access control 

reasons to business development purposes like adding e-commerce elements.  Organizations 

need to understand that passwords are not the only way to authenticate users. There is a wide 

variety of authentication technologies and an even greater range of activities that require 

authentication methods. 

Authentication is the process of identifying users that request access to a system, network, 

or device. Access control often determines user identity according to credentials like 

username and password. Other authentication technologies like biometrics and 

authentication apps are also used to authenticate user identity. 

User authentication is a method that keeps unauthorized users from accessing sensitive 

information. For example, User (A) only has access to relevant information and cannot see 

the sensitive information of User (B). Cybercriminals can gain access to a system and steal 

information when user authentication is not secure. The data breaches companies like 

Adobe, Equifax, and Yahoo faced are examples of what happens when organizations fail to 

secure their user authentication. Hackers gained access to Yahoo user accounts to steal 

contacts, calendars and private emails between 2012 and 2016. The Equifax data breach in 

2017 exposed credit card data of more than 147 million consumers. Without a secure 

authentication process, any organization could be at risk. 

Cybercriminals always improve their attacks. As a result, security teams are facing plenty 

of authentication-related challenges. Therefore, companies are starting to implement more 

sophisticated incident response strategies, including authentication as part of the process. 

Some common authentication methods used to secure modern systems are 1. Password-

based authentication which is the most common method of authentication. Passwords can 

be in the form of a string of letters, numbers, or special characters. 2. Multi-factor 

authentication which is an authentication method that requires two or more independent 

ways to identify a user. 3. Certificate-based authentication technologies which identify 

users, machines or devices by using digital certificates. A digital certificate is an electronic 

document based on the idea of a driver’s licence or a passport.  4. Biometric authentication 

which is a security process that relies on the unique biological characteristics of an 
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individual. This type of authentication is one of the most secure methods in comparison to 

others which are always improving and changing depending of the human biological and 

physiological characteristics. In this case, human brain signal is one of the human biometrics 

that has attracted researchers and scientists to use for authentication proposes.  

Authentication technology is always changing. Businesses have to move beyond passwords 

and think of authentication as a means of enhancing user experience. Authentication 

methods like biometrics eliminate the need to remember long and complex passwords. As a 

result of enhanced authentication methods and technologies, attackers will not be able to 

exploit passwords, and a data breach will be prevented. 

Overall, this chapter provides an overview of popular and well-known authentication 

methods, biometric methods comparisons, Brain-Computer interface (BCI), brain-based 

authentication techniques and investigates previous works and experiments of other 

researchers in this area, which covers the first objective of this project.  

2.2 Biometrics 

The word Biometrics is a combination of two Greek words. “bios” (life) and “metrikos” 

(measure). It is the arithmetical analysis of humans’ unique behavioral and physical 

characteristics. Thus, biometric recognition of individuals is for identity verification or 

identification. This technology is mostly used for access control and identification, or for 

identifying users who are under investigation [44]. Biometrics is a technique to verify a 

person using his/her behavioural or physiological characteristics [45]. A good definition of 

biometric technologies is “automated methods of verifying or recognizing the identity of a 

living person based on physiological characteristics or behavioural characteristics” [46]. 

There are two different concepts in biometrics that we should concentrate on, which are 

behavioural/ Physical Biometrics and Authentication/Identification. 

2.2.1 Physiological and Behavioural Biometrics 

Any human physiological or behavioral characteristic, which is quantifiable, and can be 

found in everybody (Fig 2.1). These characteristics have unique specific differences that will 

not change over time [47]. 

Behavioural Biometrics concentrates on analysing the non-physiological or non-biological 

structures of any human. It studies the unique psychological characteristics of humans like 
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signature, voice, gait, keystrokes. Physical Biometrics is doing the opposite, which is 

focusing on analyzing the physiological and biological structures of the human.  These 

unique characteristics include fingerprints, the shape of the hand, face, and the construction 

of the eye (iris/retina) [48]. 

 

 

 

 

 

 

 

 

2.2.2 Biometric Authentication and Identification 

A biometric technique can work in two modes: authentication or identification [49]. These 

two concepts are at the heart of the biometric science.  

The Biometric system’s authentication is trying to determine the real person who is trying 

to authorise him/herself.  For instance, when individuals are trying to access their own 

computer, smartphone or network using fingerprint or retina scan, they are demanding to be 

somebody and the question "Am I really whom I claim to be?" is trying to be answered. The 

Biometric system’s identification is trying to determine the person who wants to 

access.  Therefore, if individuals are trying to log into their computer, network or 

smartphone another time, and they do not claim to be anybody, the biometric technology is 

trying to check and find out who really that person is and the question "Who am I?" is trying 

to be answered [50]. 

Figure 2.1. Physiological & Behavioural Biometric types 
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2.2.3 Biometric Authentication Types, Advantages and Disadvantages 

As mentioned before, there are two different concepts in biometrics that we should 

concentrate on, which are Behavioural/Physical Biometrics and 

Authentication/Identification. Behavioural Biometrics concentrates on analysing the non-

physiological or non-biological structures of any human.  It studies the unique psychological 

characteristics of humans like signature, voice, gait, keystrokes. Physical Biometrics is 

doing the opposite, which is focusing on analysing the physiological and biological 

structures of the human [9].   

Biometric authentication is one of the most popular ways to provide personal identification 

because these characteristics of a human are specific and unique. Most of these specific 

features are so hard to duplicate and accurately produce. In terms of information security, 

physiological biometric traits appear more practical. The most popular physiological 

biometric techniques are Face detection, Fingerprint identification and Iris/Retina scan. The 

current biometric techniques have some advantages and disadvantages. Table 2-1 shows 

advantages and disadvantages of recent biometric methods [10].  

Table 2.1. Biometric methods advantages and disadvantages. 

 

 

 

Biometric Advantages and Disadvantages 

Advantages Disadvantages 

Security: Biometric technology brings different types of 

solutions, which are nearly impossible to hack unlike 

passwords.  

Accuracy: Biometric works with individual’s physical traits 
such as fingerprints, face, retina amongst others that will always 

serve you accurately anywhere, anytime. 

Convenient: Your credentials are with you forever, so it does 

not require you to memorize or note down anything. 

Flexibility: You have your own security credentials with you so 

you do not need to bother memorizing awkward alphabets, 
numbers and symbols required for creating a complex 

password. 

Trustable: Reports claim that the young generations trust 

biometric solutions more than other solutions. 

Scalability: Unlike other solutions, biometrics are highly 

scalable solutions for all types of projects. It is possible for any 

kinds of projects because of the scalability of its solutions. 

Save Time: Biometric solutions are highly time conserving.  

Save Money: With a little money, any company can track their 

employees and reduce the extra costs they are paying for years. 

Physical Traits Are Not Changeable: We can reset a password, 

but we never can change our fingerprints or retina, these are 

fixed.  

Error Rate: Usually, biometric devices make two types of 
errors, False Acceptance Rate (FAR) and False Rejection Rate 

(FRR). When the device accepts an unauthorized person, it is 

known as FAR and when it rejects an authorized person, it is 

known as FRR.  

Delay: Some biometric devices take more than the accepted time 

and a long queue of workers form waiting to be enrolled in large 

companies.  

Unhygienic: In contact-based biometric techniques, a biometric 

device is used many times by an enormous number of people. 
Everyone is actually sharing his or her germs with each other 

via the device.  

Physical Disability: Some individuals are not fortunate enough 
to be able to participate in the enrolment process. They might 

have lost or damaged body parts such as fingers or eyes.  

Environment And Usage Matters: Environment and usage can 

affect the overall measurements taken.  
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2.2.4 Biometrics Test and Evaluation  

There are two fundamental aspects that must be tested in biometric systems: system 

effectiveness and user acceptance. Jorgensen and Yu [51] suggested that biometric systems 

should measure FAR, FRR, and EER as key effectiveness metrics. The first two establish 

whether the system accurately identifies the user while the last specifies the error rate where 

FAR and FRR are equal. These values are determined as follows: 

𝐹𝑅𝑅 =
False Rejections

Unauthorized Attempts
 × 100%             (2.1) 

𝐹𝐴𝑅 =
False Acceptances

Unauthorized Attempts
 × 100%              (2.2) 

EER is defined as the point where FAR equals FRR. A lower EER indicates a more accurate 

system. The evaluation of the user acceptance aspect involves a set of factors. They include 

operational, technical, manufacturing, and financial possibilities. El-Abed et al. [52] 

recommended a thorough evaluation of the individual’s entire interaction with the system. 

This evaluation includes any thoughts, feelings, and outcomes of the individual experiences. 

The overall effectiveness of the approach can be calculated by leveraging a number of 

metrics, including FAR, FRR, and EER. The evaluation of these values combined with the 

amount of data required will determine the effectiveness of the solution [53] [54]. A lower 

EER (i.e., FAR=FRR) indicates a more accurate system. Additionally, Revett et al. [55] 

described how the current state of EEG-based authentication can reach classification 

accuracy between 80% and 100% with an EER of just 5.5%, and a true acceptance rate 

(TAR) of 95+%. These values, as expected with physiological characteristics-based 

biometrics, are superior to behavioural based biometrics [54]. Based on these values, an 

acceptable level of effectiveness for this work can be defined by an EER equal to or smaller 

than 5.5%, an accuracy of at least 80%, and a TAR of 95+%. Although the values above are 

accepted for defining a reliable biometrics system, it is important to note that a biometric 

technique’s performance depends on the features it is based on (i.e., genotypic or 

phenotypic). Matyas et al. [56] discussed how genotypic features do not change over time, 

allowing FRR to remain low. However, in the case of monozygotic twins, such a system 

will not be able to distinguish them.  
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When systems rely on phenotypic variation, a lower limit on the FRR may be required. A 

key aspect of any research is the confidence interval, which is determined by the confidence 

level, the variability of the sample, and the sample size [57]. The confidence level is typically 

set at 95% while the variability is estimated using the standard deviation from the sample. 

As discussed by Sauro and Lewis, the sample size is the key factor a researcher can control 

in affecting the width of a confidence interval. Since this interval and the sample size have 

an inverse square root relationship, the sample size has to be quadrupled in size to reduce 

the margin error by 50%.  

2.2.5 Brainwaves as a new biometric authentication 

The potential for using brain waves as human biometric identification has risen to the surface 

once again. The password is not secure enough to stay at the universal standard forever. 

There are different types of biometric techniques (Fig 2.2) that have some limitations and 

disadvantages. An idea presented as a way to distinguish humans from thoughts, before 

becoming a method of security, could be the measuring standard for biometric identification 

in the near future, but it needs more time and work on it. It is an uncommon form of 

identification, but such imperceptible biometric methods are being discovered progressively. 

Brainwave authentication might sound like the stuff of science fiction right now, but it is 

obviously a possible technique of identification and in terms of security, it could have a big 

role to play in the future. 

 

 

 

 

 

 

 

 

 

Figure 2.2. Brain signals beside the most practical biometric authentication techniques. 
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2.2.6 Neural oscillations (Brainwaves)  

Neural oscillations, or brainwaves, are an essential mechanism to enable the synchronization 

of neural activity inside and around brain areas and help the accurate temporal organisation 

of neural processes underlying memory, cognition, behaviour, and perception. They occur 

during activation of large clusters of neurons, though they can occur with a single neuron as 

well [58]. Neural tissue can generate oscillatory activity in a couple of different ways, by 

either, interactions between neurons, or driven by mechanisms within separate neurons. 

“The interaction between neurons can give rise to oscillations at a different frequency than 

the firing frequency of individual neurons” [59].  

2.2.6.1 History  

Hans Berger was a German psychiatrist who observed the first human neural oscillations as 

early as 1924. He invented electroencephalography (EEG) for the recording of "brain 

waves" by measuring electrical activity in the brain of a patient in his hospital who had 

suffered skull damage [60]. At first, he got some disappointing results in trying to discover 

the physiological basis of psychic phenomena in his early work; Berger decided to try to 

discover the electrical activity of the brain. He discovered the alpha wave and documented 

these waves along with the beta activity. He found that when we are fully awake, the alpha 

waves decrease and beta waves become dominant. As he was the discoverer of the alpha 

brainwave rhythm, it is known as "Berger's wave”. “More than 50 years later, intrinsic 

oscillatory behaviour was encountered invertebrate neurons, but its functional role is still 

not fully understood”. There even became conjecture that maybe humans could control the 

devices, by using these signals without specific supplies of muscles and nerves; all of this 

remained  speculation for some time [61]. 

2.2.6.2 Electroencephalography (EEG) 

EEG is one of the techniques for brain imaging. Different types of brain imaging methods 

allow researchers and doctors to view problems or activity inside the human brain, without 

invasive neurosurgery. A few safe imaging techniques are accepted in use today in hospitals 

and research facilities throughout the world. Table 2.2 shows these techniques [62]. 

https://en.wikipedia.org/wiki/Oscillation
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Table 2.2. The methodology of brain imaging techniques and the ways that they work. 

 

Electroencephalography (encephalon = brain), or EEG is an electrophysiological observing 

technique to capture electrical activity generated by the brain from electrodes placed on the 

scalp surface. “EEG refers to the recording of the brain's spontaneous electrical activity over 

a period of time, as recorded from multiple electrodes placed on the scalp” [63]. In 

comparison to other imaging methods, EEG has some benefits. It is an excellent tool for 

studying the neurocognitive processes underlying a person’s behaviour for a number of  

reasons: 1) EEG has very high time resolution and captures cognitive processes in the time 

frame in which cognition occurs. 2) EEG directly measures neural activity. 3) EEG is 

inexpensive, lightweight, and portable. 4) EEG monitors cognitive-affective processing in 

the absence of behavioural responses [64]: 

One of the fastest available imaging methods is EEG, which can take thousands of snaps per 

second. EEG time course 100 years ago was a plot on paper. The data displays as a 

continuous flow of voltages on a screen in the current systems. “It measures electrical 

activity generated by the synchronized activity of thousands of neurons (in voltage) and 

provides excellent time resolution, allowing you to analyse which brain areas are active at a 

certain time – even at sub-second timescales” [65]. 

2.2.6.3 Brainwave Types (Frequencies)  

Brainwaves are produced by synchronized electrical pulses from masses of neurons 

communicating with each other. Thinking of brainwaves as musical notes is a useful 

metaphor. For example, the low-frequency waves are like an intensely powerful drumbeat 

and on the other hand, the higher-frequency waves are more like a delicate high-pitched 

https://en.wikipedia.org/wiki/Electrode
https://imotions.com/blog/top-6-brain-processes-measured-eeg/
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flute. “Like a symphony, the higher and lower frequencies link and cohere with each other 

through harmonics” [66]. The brainwaves are changing according to what the human is 

feeling and doing. When weaker brainwaves are dominant, we can feel lazy, tired, dreamy 

or slow. The higher brainwaves are dominant when we feel hyper-alert or wired. In terms of 

frequency, we all have five types of brainwaves (Gamma, Beta, Alpha, Theta, and Delta). 

“Each frequency is measured in cycles per second (Hz) and has its own set of characteristics 

representing a specific level of brain activity and a unique state of consciousness” [67]. This 

is represented in Table 2.3.  

Table 2.3. Types of brainwaves and their frequency rates and mental state situation. 

Wave Frequency Mental State 

Gamma 
Above 40 Hz 

Thinking, integrated thought 

Beta 13-40 Hz. Alertness, focused, integrated, thinking, agitation, aware of self and surroundings 

Alpha 8-12 Hz. Relaxed, non-agitated, conscious state of mind 

Theta 4-7 Hz Intuitive, creative, recall, fantasy, dreamlike, drowsy and knowing 

Delta 0.1 to 4 Hz Deep, dreamless sleep, trance, and unconscious 

 

2.3 Brain-Computer Interface (BCI): 

There is a big question in people’s minds nowadays; is there any technology to help the 

mind to communicate with robots, artificial intelligence and other minds directly through 

technologies? In the period of the last 50 years, researchers have made impressive progress 

toward achieving such a dream with BCI technology. “Brain-computer interface is a method 

of communication based on neural activity generated by the brain and is independent of its 

normal output pathways of peripheral nerves and muscles” [68]. BCIs are developed by the 

research community with some applications in mind for the generation of new assistive 

devices [69]. “They have facilitated re-establishing the movement ability for physically 

challenged users and replacing lost motor functionality” [70].  
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The predicted future for BCI and the research community is to study the participation of BCI 

in the life of disabled individuals through medical applications. Some recent studies have 

targeted normal individuals by exploring the use of BCIs as an input device and examining 

the generation of hands-free applications [71].  

Brain-computer interface technology is a powerful communication tool for both users and 

systems. There is no need for any external devices or muscle involvement to issue 

instructions and complete the communication. Normal individuals have been targeted in 

most recent studies by exploring the use of BCIs as an input device and exploring the 

generation of hands-free applications [72]. It translates the specific features of the brain 

signal that indicate the intent of the user into computer readable commands. To control an 

electronic device these commands can be exerted [73]. 

2.3.1 BCI Types 

The BCI can be separated into invasive, partially invasive and non-invasive types as shown 

in Figure 2.3. BCI has a couple of different types [74], but the main purpose of all types is 

to acquire the electrical signals which communicate nerve cells in the brain and turn them 

into a signal that can be detected by another external device. 

 

 

 

 

 

 

2.3.1.1 Invasive BCI  

Invasive BCI: recording the signals that occurs when electrodes enter brain tissue. This is a 

permanent basis method that buries electrodes within the brain. They require complex 

surgery to implant and usually involve a permanent hole in the skull (Fig 2.4). A better signal 

quality, a higher range of frequency, and spatial resolution can be captured from this method 

typically. This technique records neural activity from an assembly of single brain cells. 

Brain-Computer 
Interface (BCI)

Invasive
Partially 
Invasive

Non-Invasive

Figure 2.3. BCI types to capture the electronic signals 
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2.3.1.2 Partially Invasive  

In BCI Partially-Invasive the electrodes are placed inside of the skull but rest outside the 

brain rather than within the grey matter above the brain’s surface (Fig 2.5). A good example 

of partially invasive BCI is Electrocorticography (ECoG). ECoG is a type of monitoring that 

uses electrodes placed directly on the bare surface of the brain to record brainwaves from 

the cerebral cortex. Electroencephalography (EEG) electrodes monitor the same activity 

from outside of the skull. “Recent studies have shown that ECoG amplitudes in certain 

frequency bands carry substantial information about the task-related activity, such as motor 

execution and planning, auditory processing, and visual-spatial attention” [75].  

 

 

 

 

  

 

 

 Figure 2.5. A partially invasive BCI on human brain 

Figure 2.4: Photos of an invasive BCI implant on human brain 
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2.3.1.3 Non-Invasive BCI 

No surgery is needed in this type of BCI. Instead, the sensors or electrodes are placed over 

the head or (via a hat, belt, patch or a headset) (Fig 2.6) to measure Electroencephalography 

(EEG), which reads the rhythm of brain activities.  

 

 

 

 

 

 

 

Non-invasive BCI produces weak signal quality because the skull bone reduces signals and 

brain waves produced by the neurons. These kinds of signals, which are recorded in a non-

invasive way, have been used to control muscles and restore limited movements. 

Electromyography (EMG) is an analytical process to measure muscles and the nerve cells 

which are controlling them. “EMG results can reveal nerve dysfunction, muscle dysfunction 

or problems with nerve-to-muscle signal transmission” [76]. 

The following image (Fig 2.7) shows the different layers of the brain and where the signal 

is taken from. 

 

 

 

 

 

 

 

 

Figure 2.6. A type of non-invasive BCI device. 

Figure 2.7. The way that BCI captures the signals from the human brain 
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Name of Device Electrode Number of Channels 

Cognionics Mobile-72 Dry 64 

ENOBIO 32 Dry 32 

mBrainTrain Wet 24 

OpenBCI Dry 16 

EMOTIV Epoc+ Wet 14 

 EMOTIV Insight Dry 5 

Muse Dry 2 

NeuroSky Mindwave Dry 1 

 

2.3.1.3.1 The Emotiv EPOC+ 

Emotiv EPOC+ [Fig 2.8] is a brain-computer interface device, providing high resolution and 

full spatial resolution. “It is a 14-channel wireless EEG, designed for contextualized research 

and advanced BCI applications” [78]. 

In 2013, Emotiv Inc. released EPOC+, which is a research-oriented wireless headset that 

records 14-channel EEG. It uses saline-based wet sensors instead of other conventional EEG 

systems that use sticky gels. Emotiv EPOC+ is a 14-channel wireless EEG, designed for 

contextualized research and advanced BCI applications. The EPOC+ provides access to the 

dense array, high quality, and raw EEG data using our subscription-based software which 

records EEG signals. The electrodes are placed on the scalp according to an extended 10-20 

system for EEG measurement. Users can wear EPOC in everyday life as it is wireless, 

lightweight, and battery-powered. “The EPOC+ measures both EEG and 9-axis motion data. 

Data is transmitted wirelessly through Bluetooth. The 14 channel wireless EPOC+ is 

designed for research and brain-computer interface used, and EEG can be obtained with an 

Emotiv Pure” [79]. 

When looking at other brain devices like partially invasive and invasive, EEG devices 

feature ease of calibration and use. Table 2.4 given below shows some popular wireless EEG 

devices that are available to consumers [77]. 

Table 2.4: Types of some popular non-invasive wireless headsets to capture EEG data. 

https://en.wikipedia.org/wiki/Brain-computer_interface
https://en.wikipedia.org/wiki/Emotiv#cite_note-16
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The EPOC+ is designed to provide good coverage of the frontal and prefrontal lobes and 

also provides coverage of the temporal, parietal and occipital lobes. This device has two 

electrode arms each containing 9 locations (7 sensors + 2 references). Two sensor locations 

(M1 / M2) already have rubber sensors fitted because they are the alternative positions for 

the default references (P3 / P4) (Figure 2.9). Channel names based on the International 10-

20 locations are AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8, and AF4. 

 

 

 

 

 

 

 

 

 

 

Figure 2.8. Emotiv Epoc + BCI headset device 

Figure 2.9.Illustration of location of Emotiv EPOC + electrodes on the scalp [66] 
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2.3.2 BCI System process 

A BCI is a system that can distinguish a definite set of forms in brain signals following five 

sequential stages (Figure 2.10): signal acquisition, pre-processing (signal enhancement), 

feature extraction, classification, and the application interface [80] 

 

 

 

 

 

 

 

 

2.3.2.1 Signal acquisition 

Signal acquisition is a considerable challenge in the field of BCI. Some methods focus on 

EEG signals; however, other methods exist that can capture neurological activity. There are 

some weaknesses and strengths in each method for acquiring different types of signals from 

the brain. End use is a factor that was intended by the designer which filters out which 

method you should use for capturing specific signals [81]. These electrical signals can be 

recorded as non-invasive or invasive. Captured signal strength is usually low, they are 

required to be augmented and digitized to be ready for use in different computer 

applications.  

One of the main components of any BCI system is evaluating brain oscillations. Different 

methods for signal capturing are presented in studies. As shown in Figure 2.11, there are 

two general classes of brain acquisition methods: invasive and non-invasive methods. “In 

invasive technology, electrodes are neurosurgically implanted either inside the user’s brain 

or over the surface of the brain, while in non-invasive technologies; the brain activity is 

measured using external sensors” [82].  

Figure 2.10. Brain-Computer Interface process 
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Figure 2.11. Brain signal acquisition methods. 

2.3.2.2 Pre-processing or signal enhancement 

After the signal acquisition part, signals are going to be pre-processed. Signal pre-processing 

is also called Signal Enhancement [83]. In general, the acquired brain signals are made 

unclear by noise and artifacts. The artifacts are eye blinks, eye movements, heartbeat. In 

addition to these, muscular movements and power line intrusions are also mixed with brain 

signals [84]. A couple of different methods are used for artifact removal which “the most 

frequently used methods are Common Average Referencing (CAR), Surface Laplacian (SL), 

Common Spatial Patterns (CSP), Independent Component Analysis (ICA), Principal 

Component Analysis (PCA), Common Spatio-Spatial Patterns (CSSP), Single Value 

Decomposition (SVD), Frequency Normalization (FreqNorm), Robust Kalman Filtering 

(RKF), Local Averaging Technique (LAT), Common Spatial Subspace Decomposition 

(CSSD), etc. The most frequently used methods are CAR, SL, CSP, ICA, PCA and Adaptive 

Filtering” [85]. Overall, these techniques have specific purposes that could match each 

objective of experiments conducted [86]. 

2.3.2.3 Feature extraction 

After pre-processing and filtering, the EEG signals will pass through the feature extraction 

process and select particular features by some feature selection methods. Some researchers 

used “a hybrid BSS-SVM system to extract the movement-related features from the EEGs” 

[87]. The authors used a Blind Source Separation (BSS) algorithm to separate the EEG and 

measured EOG into statistically independent sources and SVM classifier to extract the 

features. Another method was “feature extraction methods based on Self Organizing Maps 

(SOM) using auto-regressive spectrum” [88]. The SOM consists of a regular, generally two-

dimensional, network of map neurons. The neurons are linked one to another according to 

the map topology. This topology is taken into account through a neighbourhood function to 

Signal Acquisition Methods

Invasive

Cortical Surface

(ECoG)
Intracortical

Non-Invasive

EEG MEG fMRI fNIRS
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extract the needed features. The other feature extraction method is the combination of time-

frequency and Linear Discriminant Analysis (LDA) technique [89]. Discrete Wavelet 

Transform (DWT) feature extraction method has been working to control the pointer 

movement via EEG. In another study, db40 wavelet packet decomposition was another 

feature selection method which was used to select features of EEG signals to control the 

four-direction movement of a ball on the computer screen [90]. 

2.3.2.4 Classification 

Different brain activity forms must be produced by the user in order to control a BCI that 

will be translated into commands and identified by the system. This identification relies on 

a specific classification algorithm. Using classification algorithms is the most popular tactic 

for this purpose. These procedures are used to identify “patterns” of brain activity [91]. 

“Classification algorithms are divided into five different categories: linear classifiers, neural 

networks, nonlinear Bayesian classifiers, nearest neighbour classifiers and combinations of 

classifiers” [92]. 

A large type of classifiers has been tried in BCI research. The decision trees [93] and the 

whole category of fuzzy classifiers [94] have not been attempted in BCI research, which are 

the two most relevant classifiers. There are several other efficient and well-known classifiers 

that can be found in the literature such as Bagging or Arcing [95]. These types of algorithms 

could prove useful as they all succeeded in several other pattern recognition problems.  

2.3.2.5 Application interface  

 There are many different BCI applications (Fig 2.12), especially for disabled individuals. 

“It reads the waves produced by the brain and translates these signals into actions and 

commands that can control the computer(s)” [96]. Remote communication and Mind reading 

have their uniqueness in numerous fields such as self-regulation, marketing, production, 

educational, security, games, and entertainment. It makes a joint connection between users 

and the nearby systems [97]. 

 

 

 

Figure 2.12. BCI Application Fields 
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2.4 Brain-Based Biometric Authentication  

Currently, biometrics, such as voice, fingerprint, iris, face, have been widely studied in 

literature and especially in real-life situations. However, there are some weaknesses in these 

biometrics [98]. For example, Fingerprints can be faked through latex milk, plastic mould 

and wood glue [99]; a fingerprint made by a 2D picture from a normal printer [100]; and 

maybe a high-resolution photography [101]. Face, fingerprints, retina and iris are all non-

cancellable. This means that, they cannot be replaced, and a new eye or finger cannot be 

grown again or face volitionally cannot be changed. We need a biometric more secure than 

any of these, which would be more difficult to replicate, and it would be cancellable. Brain 

electrical activity may meet these criteria. It is not visible to replicate, and the security 

pattern could be an image in the mind or a brain function that could be changed anytime.   

There are a couple of unique advantages in brain signal compared with other biometrics. 

First, in order to record EEG, the person must be alive [102]. Fingerprint and Face can be 

maintained even from a dead human body, or the iris, after death, is still valid for recognition 

for a few hours after death [103]. According to this matter, the user has to be alive and in a 

conscious state to produce EEG data. Second, brain signal voltage will fall off dramatically 

with distance from the brain. 

Despite the many advantages of brain-based biometric, it is still not extensively adopted 

because considerable research still must be done. To evaluate how reasonable a biometric is 

as an authentication method, there are seven universal factors including universality, 

uniqueness, permanence, collectability, performance, acceptability, and circumvention 

[104]. Table 2.5 compares five biometrics including brainwaves in terms of the seven factors 

mentioned [98]. 

Table 2.5. Comparison of some biometrics with brainwave biometrics 

Biometric 

Identifier 

Universality Uniqueness Permanence Collectability Performance Accessibility Circumvention 

DNA High High High Low High Low Low 

Face High Low Medium High Low High High 

Fingerprint Medium High High Medium  High Medium  Medium 

Iris High High High Medium  High Low Low 

Brainwave High High High Medium High Medium High 
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Recently, scientists and researchers have been carrying out many attempts to observing the 

unique patterns of the brain signal. Several different methods have been used to analyse 

EEG signals. Regarding the recent progression of EEG signal acquisition devices, the 

capability of providing better results is going higher and these processes are getting simpler.  

2.4.1 Brain-Based Authentication Methods 

There are different studies using different tasks, extracted features, and classifiers for doing 

their experiments to get higher accuracy rates of brainwaves to use them for authentication 

purposes. 

An authentication system proposed by Riera et al.[105],  used a combination of ECG and 

EEG signals, for discriminating the situation. The achieved accuracy for this study was 

higher than others even for the relaxation task. This is due to the added ECG channel. A 

different approach proposed by Jayarathne et al.[106], tested the possibility of person 

authentication by thinking about a specific number. Yeom et al.[107] presented a method to 

extract unique signals using “self- and non-self” face pictures. In response to self-face, each 

subject has their own characteristic, so EEG patterns must be unique in regard to this subject. 

The accuracy rate for each system mostly depends on the mentioned aspects.  

Chen et al.[19] proposed an authentication system, which is based on Rapid Serial Visual 

Presentation (RSVP) stimulus. The test was on 29 individuals who participated, and a brain 

amp was used to obtain EEG signals. For data collection in this process, both dry and wet 

electrodes were used separately. Three signs were used as targets, and participants should 

count the samples among some randomly generated trials. 600 targets were shown to record 

EEG signals. The specific features were considered by a special correlation constant. 

Following the flowchart (Fig 2.13) is the deployment of a potential system. “During 

registration, the user chooses a password, consisting of three symbols. These symbols are 

displayed in random order together with 22 other non-password symbols in fast progression 

(i.e. RSVP). The EEG data is evaluated and a model estimated. During the login process, all 

symbols are displayed in RSVP fashion and the login decision is based on the classifier’s 

output of the EEG data”.  
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The average accuracy, in the single trial classification process using 16-channel 

configurations that all were wet, was 87.8%; and for the 16-channel configurations which 

all were dry, it was 78.2%. Both different types of dry and wet processes presented 100% 

accuracy with 27.0s and 10.7s average login times respectively. There was no confident 

response for the older one after training the system for a new password.  

A new approach presented by Chuang et al.[20] is one of the best-performing methods in 

terms of security and usability. 15 subject were recruited and the MindWave was used to 

obtain data. From the performance of seven different tasks such as sports activity, breathing, 

audio listening, simulated finger movement, colour identification, singing recitation, and 

pass-thought. The only extracted frequencies were Alpha and Beta. The signals were 

compacted in the timestamps to make the data a single measurement. To count the similarity 

between pairs of signals, the Cosine similarity method was used. The similarities of signals 

were checked between different subjects and within each subject separately. The 

classification process is done with the k-nearest Neighbour (k- NN) algorithm. 

The best classification accuracies were for colour, audio, and sport. However, 99% accuracy 

has been shown via the proposed method. The most difficult one was for the pass-thought 

task according to the results of the questionnaire that determined for user-friendliness with 

different tasks. In terms of complexity of the user strategy, breathing, colour, and audio tasks 

were the simplest and less time consuming which made the system more practical.  

An approach was presented according to EEG spectral coherence connectivity by La Rocca 

et al.[21] for finding the uniqueness of signals. Using information swapped from different 

areas of the brain was the main idea of this approach to finding uniqueness. The brain signals 

Figure 2.13.  Potential system deployment Flowchart [14] 
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of 108 users were collected during open resting and eyes-closed state conditions. The 

captured EEG data was from using a 64-channel device with 160 Hz sampling rate. High-

pass band filtering was used to clean the data. Spectral coherence (COH) and power spectral 

density (PSD) analysis techniques were used to extract mental features. “COH quantifies the 

level of synchrony between two stationary signals at particular frequencies. PSD is the 

frequency response of a random or periodic signal, demonstrating average power spread as 

a function of frequency”. To calculate uniqueness, two different algorithms were used 

separately in this process, which were Mahalanobis classifiers, and another algorithm named 

match-score. The accuracy rate of 100% was acquired for COH features of eyes-closed and 

90.49% for PSD eyes closed data. This method showed a strong and high accuracy for user 

identification. The better accuracy was for COH features with the Match-score algorithm. 

However, it requires static EEG signals, and the duration of the analysis process is long.  

CEREBRE protocol which was presented by Ruiz-Blondet et al.[22], uses EEG signals to 

authenticate a user. 400 different images including 100 celebrity faces, 100 food images, 

100 sine gratings, and 100 low-frequency words were used as stimulus. Besides those 

categories, an oddball stimulus category also was included to further develop the required 

EEG pattern. 50 individuals participated in this research. Event-Related Potentials (ERP) 

were cleared with a band-pass filter (1–55 Hz) and based on normalized cross-correlation, a 

simple discriminant function was used for classification. According to the results, the 

minimal (3 channels, 4 categories) classification method showed the highest accuracy (all 

the trials were used) but both minimal and maximal classifiers showed 100% accuracy for 

all channels and all classifiers. The results showed that the most accuracy was for the single-

stimulus classifiers based on food and oddball stimulus. Identity classification which was 

based on resting state showed a weak performance for EEG. Memory recall authentication 

task (which some studies call “pass-thoughts” [23]) had weak performance too, because of 

the changeable thinking time. 

2.4.2 Signal acquisition protocols 

There are three groups of protocols used for recording EEG in general: mental tasks, resting 

states, and tasks with an external stimulus. Choosing each protocol can influence the 

procedure of authentication and the accuracy. For instance, for mental tasks or the resting 

states an EEG recording device is required; while, external stimuli tasks need devices to 
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make the appropriate stimulation. Then again, resting states tasks can be effortlessly 

influenced by artifacts and noisy environment, while a higher “Signal-to-Noise Ratio” 

(SNR) can be seen in tasks followed by external stimuli and mental tasks. This can be 

accomplished by recognizing “Event Related Potential” (ERP) [108]. For example, to 

observe the ERP reactions to the visual stimuli, the visual cortex, occipital lobe and central 

region are engaging. 

According to this and with some compromising, the number of electrodes that have been 

utilized in this study to record brain signals have been reduced. Many different mental tasks 

have been tested and good results achieved. However, most of them are very complex and 

time consuming for authentication process. Tasks like imagining some physical body 

movements [109], counting numbers in mind, sing a song, and focusing on a desired thought 

[110], imagining the movement of a given geometric shape around an axis [111], and some 

other sets of mental tasks that individuals are asked to perform.  

EEG as biometric authentication is still one of the popular subjects among researchers and 

scientists. Many different methods were proposed in different studies. In terms of the 

authentication process, all biometric methods should have four sets of requirements, which 

are collectability, universality, uniqueness, and permanency. All of these four requirements 

are important for any EEG-based method to use brain signal as a biometric authentication 

technique.  

Every EEG-based authentication process has four main steps as follows: signal acquisition, 

pre-processing (cleaning the data), feature extraction, and classification. Acquiring the brain 

signals and EEG data recording is very important, which can influence the results directly.   

There are three main protocols for EEG data recording: tasks with an external stimulus, 

mental tasks, and resting states. It is important to select an appropriate protocol for 

authentication purposes as it has a great effect on the accuracy of the results. 

Resting state protocols are very popular in EEG signal recording especially for 

authentication purposes [24]. In this protocol, the individuals should sit in an area as quiet 

as possible or at least with minimal noise for recording the EEG data. Resting states make 

the alpha band the dominant brainwave among others [25]. The simplicity of this protocol 

makes it more useful because it can be done without using any extra equipment other than a 
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brain device in comparison to other protocols; however, it should be done in a quiet 

environment.  

Tasks with external stimuli cover a wide range, for example, reading different types of texts 

[26], recognizing different types of images [27], recognizing different geometric figures 

[28], moving and static substances [29]. Tasks with external stimuli have the advantage of 

permanency condition over time but their disadvantage is their need for external equipment. 

Another EEG recording protocol is mental tasks, which includes imagining body 

movements and mental activities. For example, images of moving hands, head, or feet and 

sometimes both doing the movements and imagining the movements [30].  

According to different studies, imaginary tasks have achieved better results in comparison 

to physical activities. There are other experiments such as counting in mind [31], picturising 

patterns by imagining 2D and 3D images [32]. 

Some studies achieved high accuracy results using different EEG recording protocols and 

tasks for authentication purposes. Armstrong et al. [33] used a text reading task while ERPs 

were collected from participants and applying SVM and non-SVM classifiers which 

achieved 89% accuracy as results. Patel et al. [34] used self-photo and non-self-photo as 

visual stimulation. They used a backpropagation (BP) neural network classifier on the 

extracted features based on fuzzy entropy and achieved an average success rate of 92.5%. 

Zhendong et al. [35] used visual/audio stimuli for their experiment to recall some specific 

subjects including water bottle, handle, screwdriver, which achieved 87.3% accuracy as the 

result of their work. Abo-Zahhad et al. [36] proposed a multi-level EEG system using eye 

blinking, which by applying the data on an LDA classifier from the band power spectral 

features achieved a high accuracy rate of 98.56% for their experiment. The main problem in 

most studies in this area is the stability of the method through time that is important to cover 

the permanency set for any authentication process.  

2.4.3 Mental Visualization 

It is shown that better results have been achieved from imaginary tasks and protocols in 

comparison to the physical ones. On the other hand, a popular theory called “dual coding” 

[112] showed that graphical substances such as images, shapes or pictures are easier to 

remember in comparison to the number, words and sequences. Basically, this theory 

explains that these types of objects are determined (memorized) with 2 particular codes 
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(verbal and pictorial) whereas a number sequence or a word are determined by a single 

verbal code. It has been recommended in a study that despite the fact that photos and words 

share indistinguishable semantic meaning, pictures are easier to remember and more 

memorable because they have more particular codes than words [113]. Many studies 

concluded in their results that words are more memorable than numbers, and graphical 

patterns, shapes and images are more memorable than words. These progresses reached out 

to the long term-memories as appropriate as the short-term memories. 

Mental imagery or colloquially “visualizing,” “seeing in the mind's eye,” “hearing in the 

head,” “imagining the feel of,” resembles imaginary experience, but happens in the lack of 

the real external stimuli. Mental images are always picturing something or other which 

appears in the mind, and by this means functioning as a form of mental picture [114]. Some 

researchers have shown that visual mental imagery is in the control of frontal-parietal 

regions and can rely on occipital-temporal regions of the brain.  

In a memory test experience, participants responded “remember,” “know,” or “new.” “In the 

imagery test, participants responded “high vividness,” “moderate vividness,” or “low 

vividness.” Visual memory (old-remember) and visual imagery (old-high vividness) were 

commonly associated with activity in frontal-parietal control regions and occipital-temporal 

sensory regions. In addition, visual memory produced greater activity than visual imagery 

in parietal and occipital-temporal regions” [115]. Regarding the experiments and research 

about mental imagery, we decided to concentrate on this subject and use it as a brain-ID. A 

new algorithm was designed to acquire the brain signal for authentication purposes. 

As we mentioned before, there are a few of different ways which are designed for acquiring 

the brain activities, including Magnetoencephalography (MEG), Functional Magnetic 

Resonance Imaging (fMRI), Positron Emission Tomography (PET), Near-Infrared 

Spectroscopy (NIRS) and Electroencephalography (EEG). In comparison to other methods, 

EEG is a non-invasive method, which is not very expensive and allows recording the signals 

passively. EEG-Based user authentication systems are currently popular in BCI security and 

authentication applications. Recently, scientists and researchers have been doing many 

attempts to observing the pattern uniqueness of the brain signal. Several different methods 

have been used to analyse EEG signals.  With regard to the recent progression of EEG signal 

acquisition devices, the capability of providing better results is going higher and these 
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processes are getting simpler. We are going to review a couple of different tactics of EEG 

capturing methods to acquire better accuracy and check the applicability of using brain 

signal for authentication purposes. Human brain signals can change over time by 

experiencing different events in life. The brain cannot function properly in some specific 

moments to create a stable pattern for a task. It could be for some reason like being sick, 

anxious, drunk, stressed, etc. 

2.4.4 Alpha brainwaves and deep breathing  

The human brain has billions of neurons. The communication between neurons creates 

electrical signals. All the emotions, behaviours, and thoughts for any human being are based 

on these electrical pulses, which are called brainwaves. There are five types of brainwaves 

in general: Delta, Theta, Alpha, Beta, and Gamma. Each of these brainwaves has specific 

frequency rates, which they would constantly change depending on the human’s mental and 

physical situation. Research and studies showed alpha is the best type of brainwave for 

authentication purposes in comparison to other types [116].  

The brain is experiencing many different situations according to different events that happen 

to each person in life. It makes the brain to be out of its normal baseline and state. Therefore, 

it creates some situations like stress, anxiety, sickness. To concur and pass those situations, 

the brain needs to get back to its normal state.  

Research reveals that, deep breathing can be counted as a healing exercise. It can reduce 

anxiety and helps to respond to stress effectively. It has a psychological effect that can bring 

calmness and a feeling of peace [117]. Most importantly, deep breathing can improve alpha 

waves, and therefore, increases feelings of relaxation. The human brain is using nearly 20% 

of all the oxygen that the whole body needs, which means the brain is very oxygen 

dependent. Therefore, the deficiency in oxygen could cause fuzziness, being dizzy, 

distracted, and out-of-focus. Deep breathing is the best way to bring back human brainwaves 

to a normal state. As mentioned before, deep breathing has a direct connection with alpha 

waves and the relaxation states of the human brain. It increases the activity of alpha waves, 

which is helpful for a person to be relaxed by reducing stress and anxiety.  

A distracted human brain can go back to its normal relaxed state by improving the alpha 

waves. It can be done by doing deep breathing, which could stabilize the brain state and 

improve the permanency of the brain pattern no matter what situation the brain experienced. 
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2.5 Summary 

In this chapter, after an overview of the security authentication methods and biometrics, the 

research turned to the concept of brain-computer interface (BCI) systems, brain-based 

authentication methods and current issues associated with these methods. The review 

presented in this chapter specifically focuses in this area following the objectives of the 

proposed study. Most importantly, studies related to brain-based authentication processes 

are reviewed covering different techniques that have been used by other researchers for 

signal processing, signal enhancement, feature extractions methods, and classifications of 

their authentication system. Identifying the advantages and shortcomings of the existing 

methods are the main reason new methods and strategies were devised. 

Finally, recommendations about new strategy and BCI methods are proposed to be used in 

different situations to improve the authentication system.  BCI environments are currently 

an attractive topic in many areas such as healthcare, gaming, education, medical, psychology 

and most importantly for data security purposes.  

There are many different issues influencing the process of the BCI systems in brain-based 

authentication methods such as weakness of the human brain signal, the BCI devices for 

recording the data, the environment and the situations of anyone’s life which can affect the 

brain stability through time. A number of these issues have been resolved by using some 

specific BCI methods but according to the literature in this chapter, there are still 

shortcomings in the brain-based authentication processes in terms of security level, usability, 

and most importantly, stability and permanency of the security brain pattern in time.    

Although some of the previous experiments achieved high accuracy rates for the methods 

used,  the majority of them suffer from the usability of the system according to the security 

level and  how time-consuming the process is, and on the other hand the permanency of the 

system through time. 

The signal acquisition protocols that have been used by most previous studies are very time 

consuming, need to use an external stimulus and be in a specific environment, otherwise the 

system would not have an appropriate result. In general, these types of protocols are very 

time-consuming and impractical and easy to apply. In addition, the level of security goes 

down according to the use of an external stimuli or a body movement strategy.  
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Several studies have used protocols following better techniques and methods in the BCI 

system that have achieved higher accuracy results and their systems are more practical and 

secure and less time-consuming, but they still suffer from the lack of stability of their system 

through time. The security pattern that they used in their system is not stable according to 

the human’s life situation that can affect the functionality of the brain and can influence the 

brain pattern.  

As we have shown, to find a suitable technique for each purpose, the target must be 

considered. There is no specific technique to cover all purposes simultaneously at the 

moment, but the systems can be improved by using the right signal acquisition protocols and 

applying the right techniques on the BCI main process including the pre-processing, feature 

extraction and classification algorithms for authentication purposes. We believe the 

literature review presented in this chapter can help researchers choose the best protocols and 

methods to meet their goals in any brain-based authentication system.   
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Chapter 3 
 

 Research Methodology Overview  
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3.1 Introduction 

In the previous chapter, the required research background was investigated in detail. The 

knowledge gained on open issues makes it possible for the research to design the appropriate 

methodology to pursue the work. The methodology adopted to achieve the stated objectives 

is introduced in this chapter. It began with a schematic diagram which is further explained 

to enable a clearer realization of the process to accomplish the objectives.  

This chapter discusses the step-by-step process of completing each objective in the project. 

The methodology presents six phases which cover the entirety of the research. The first 

phase is investigating the different biometric techniques and brain-based authentication 

methods which was done in the previous chapter and covers the first research objective. The 

second phase is to introduce two coherent strategies for recording the brainwaves from 

participants by the brain device which covers the second objective of the project. The next 

three phases are Signal pre-processing, feature extraction and classification methods to cover 

the other three objectives for the project. These three phases are different for each of the two 

proposed strategies. The final phase is the results achieved and evaluating them according 

to the last objective of the project. Each phase has different steps which will be explained 

separately. The organization of this chapter is as follows: Section 3.1 gives an overview of 

research methodology. The methodology is illustrated in this section 3.2. The chapter 

continues with Section 3.3 which is the first phase of the methodology. This section explains 

the required information about the security authentication methods. Investigation of the 

recent biometric authentication techniques, brain signal as a new biometric method, and 

brain-computer interfaces are employed. At the end of this section an accurate investigation 

was done into different types of brain-based authentication methods, their advantages and 

shortcomings which gave us enough literature for the main goal of this project. Section 3.4 

forms the second phase of the methodology which is signal acquisition. Two new user 

strategies are proposed in this phase to acquire the brain signals from participants by the BCI 

device and recording the raw EEG data in the computer system using its SDK software. 

Section 3.5 is the pre-processing phase of the project which starts with visual inspection of 

the recorded data, brain signals and brain activities using brain plots. It continues with signal 

filtering, removing the artifacts and bad channels and ICA algorithm to make the data ready 

for the phase 4 of the project which is section 3.6 feature extraction. For this part of the 

project some specific methods and algorithms were used such as Fast Fourier Transform 
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(FFT), Power Spectrum Density (PSD) which was computed by Welch periodgram to 

extracted the features according to the purpose of each method. Section 3.7 is the 

classification phase which explains different techniques to select and classify the extracted 

features according to both the proposed methods in the project and acquire the accuracy rates 

of each method. Section 3.7 presents the results, testing and comparisons with the results 

from other studies, analysis and evaluation and ended with a conclusion of the proposed 

methodology. This chapter covers the second objective of this thesis. 

 

3.2 Research Framework 

The research effort described in this thesis is geared towards the development of a BCI 

system to use human brain signal as a new biometric authentication method. To evaluate 

how reasonable a biometric is as an authentication method, there are four main universal 

factors such as uniqueness, permanence, collectability, performance. The performance and 

permanence or stability of the method are two of the main challenging contributors of any 

brain-based authentications to make the system more reliable to use brain signal as a security 

biometric technique.  

These two factors should be improved to create a reliable brain-based biometric 

authentication method that is practical which could be implemented in any digital software 

and hardware as a security method.  Because of the instability of the human brain regarding 

different situations in life and the weakness of the brain signals which makes the process of 

the system slower and more time-consuming, a system is needed to improve practicality, 

ease of use and stability of brain security pattern which can also heighten the security level 

of the method. To create such a system, a coherent user strategy and method is needed to 

make the process of the authentication faster, easier to use and stable through time by 

bringing back the distracted brain signals to their normal state that can be used as a 

permanent security pattern in time.   
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According to the main objectives of this project, to improve the universal protocols of 

biometric authentication systems, two new strategies and methods are proposed to improve 

the performance, security level and the permanency of brain-based authentication systems 

that could help using human brain signal as a new biometric security authentication method. 

The research concluded by testing, evaluating and validating the results. 

A schematic diagram showing the methodological steps, summary and the contribution of 

this research is presented in Figure 3.1 which depicts the six phases involved and how the 

research is going to be implemented conceptually. 

In general, the methodology discussed above plans to conduct research based on several 

factors needed for producing a reliable, stable and practical brain-based authentication 

method.  
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Figure 3.1: The six phases of the methodology proposed in this project 
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3.3 Phase 1: Investigation  

Security authentication methods, biometrics authentication, brain signals, brain-computer 

interface, and brain-based authentication methods are the main concepts that are investigated 

in this phase. Gathering all the information investigated in these concepts presents the whole 

literature of this project. 

3.3.1 Security Authentication Methods 

It has been found that one of the words we toss around a lot when talking about information 

security is authentication. In security, authentication is the process of verifying whether 

someone (or something) is, in fact, who (or what) it is declared to be. 

In general, three types of authentication factors are recognized: 

• Something You Know – includes passwords, PINs, combinations, and code words 

• Something You Have – includes all items that are physical objects, such as keys, 

smart phones, smart cards, USB drives, and token devices. 

• Something You Are – Biometrics; includes all the behavioural and physiological 

human characteristics of any part of the human body that can be offered for 

verification, such as fingerprints, palm scanning, facial recognition, retina scans, iris 

scans, voice verification, etc.  

These three types have been compared. The first two are easy to implement and the risk of 

being stolen and forgotten is high in both of them. But the third type which is biometrics 

don’t have these issues and they are a most secure type than the other ones. 

 

3.3.1.1 Biometrics 

It was investigated that biometrics is the measurement and statistical analysis of a human's 

unique physical and behavioural characteristics. The basic premise of biometric 

authentication is that every person can be accurately identified by their intrinsic physical or 

behavioural traits.  

Authentication by Biometric verification is becoming increasingly common in corporate and 

public security systems, consumer electronics, software and applications. In addition to 

security, the driving force behind biometric verification has been convenience, as there are 

no passwords to remember or security tokens to carry.  
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Components of biometric devices include the following: 

• A reader or scanning device to record the biometric factor being authenticated. 

• Software to convert the scanned biometric data into a standardized digital format and 

to compare match points of the observed data with stored data; and 

• A database to securely store biometric data for comparison. 

The two main types of biometric identifiers are either physiological characteristics or 

behavioural characteristics.  

After investigating different types of biometrics and checking their advantages and 

disadvantages for authentication purposes, it was found that these biometrics have three 

main disadvantages: 1-they are visible and can be recorded and replicated by some specific 

software and technologies. 2-they are not replaceable, and the pattern is not changeable. 3-

they are not useful for disabled individuals who are not able to use their hand or move their 

bodies. In this case, we need a new type of biometric that doesn’t have these issues, which 

is human brain signal. 

Biometrics has been a great alternative to traditional password authentication for several 

decades. Biometric authentication methods are such things as a fingerprint, face, iris, voice, 

and others. These biometrics have shown great positive results in terms of security, but they 

still suffer from some disadvantages. They are visible and can be recorded and replicated by 

some specific software and technologies; they are non-replaceable and most importantly 

they are not useful for some disabled individuals who are not able to use their hands and 

move their bodies.  Therefore, researchers started studying brainwaves and the possibility 

of using them as a new biometric authentication because it is not visible, the pattern could 

be changeable, and it would be the best option for disabled individuals. 

3.3.1.2 Brain Signal 

Brain signal was investigated as another type of human characteristic. Brain signal is another 

biometric which is not visible, and the security pattern can be changeable and most 

importantly, it would be the best option for users with specific disabilities who could use 

their thoughts to identify themselves and manipulate other devices and software.   

The average human brain contains about 86 billion nerve cells, called neurons. These are 

the building blocks of your brain. Neurons communicate with each other by sending 
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chemical and electrical signals. By capturing and investigating these signals we could 

understand the way the human brain functions and how we use it to manipulate other 

machines. It can be done using Brain-Computer Interface (BCI) technologies.  

3.3.1.3 Brain-Computer Interface 

According to the research and investigation, brain-computer interface (BCI) is a computer-

based system that acquires brain signals, analyses them, and translates them into commands 

that are relayed to an output device to carry out a desired action.  

In principle, any type of brain signal could be used to control a BCI system. A BCI system 

consists of 4 sequential components: (1) signal acquisition, (2) pre-processing, (3) feature 

extraction, and (4) classification. These 4 components are controlled by an operating 

protocol that defines the onset and timing of operation, the details of signal processing, the 

nature of the device commands, and the oversight of performance. The future of BCIs 

depends on progress in 3 critical areas: development of comfortable, convenient, and stable 

signal-acquisition hardware; BCI validation and dissemination; and proven BCI reliability 

and value for many different user populations. 

To test the brain signal for authentication purposes we need to use a BCI system to acquire 

the EEG data, analyse it and try to achieve our goal by processing and classifying the 

extracted features which could be a brain-based biometric authentication method.   

3.3.2 Brain-Based Biometric Authentication 

It has been investigated that, basically brain-based authentication is the process of verifying 

an individual’s identity by using their brain signal, and as an approach it offers several 

distinct advantages over other biometric authentication methods. Since at least the late 

1980’s [118] neuroscientists have observed that non-invasively measured human brain 

signals carry personally identifying information [119] [120] that differentiates between 

family members and across a broad population [121] [122]. Brain signals, unlike many other 

biomarkers are concealed: an invisible signal that is never exposed in daily life. Second, 

brain signals are dynamic, non-stationary and extremely complex. They are the result of a 

unique series of brain waves super positioning in a given brain at any moment, and these 

waves reflect both personal brain function and anatomy. Taken together, this makes brain 

signals an ideal candidate for use as a biometric [123] [124] [125] method. Indeed, many 

groups have attempted to build biometric authentication systems based on brain signals 
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[33,126,127]. Generally, the process involves a machine-learning classifier to identify if a 

given brain signal belongs to a genuine identity or to an imposter one. Many research studies 

were read and different methods have been investigated to find the strengths and the 

weaknesses in the process of authentication.    

3.3.3 Literature 

By finishing investigation on all previous sections, the literature of this project completed. 

In conclusion, biometrics are the best types of security authentication techniques. However, 

each biometric technique has some advantages and disadvantages. To cover the 

disadvantages of recent biometric techniques in terms of authentication and identification, 

we need a new biometric that doesn’t have the disadvantages of the others. Brain signal is 

another human biometric that could be the best option in this case. By developing a specific 

BCI system we can use brain signal for authentication purposes. Many studies propose 

different methods and strategies in this area. Some of them achieved very high accuracy rate 

results for their proposed methods. However, there are still some limitations in their works 

in terms of security level, performance and permanency of their system through time. We 

need a system that improves performance, security and stability of the authentication 

process.        

3.4 Phase 2: Signal Acquisition 

As mentioned in the literature, acquiring the brain signal is the first step of any BCI system. 

A good signal acquisition strategy can make a BCI system perform more quickly and easily 

and more secure specifically for authentication systems. Therefore, according to the 

previous studies, to acquire the EEG data using mental imagery tasks are the best options 

for authentication purposes. The majority of the proposed systems by other researchers using 

mental imagery tasks are less practical and time consuming. Some of them use body 

movements or involved with some environmental situations.           

3.4.1 User Signal Strategy 

In this project, two signal acquisition strategies are proposed specifically for authentication 

purposes that are to cover the shortcomings of previous methods. These two strategies were 

proposed to complete the second objective of the project.    
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3.4.1.1 Strategy 1 

The first strategy is a mental imagery task using a visualising or picturising pattern by 

memorising two types of pictures (2D and 3D) as a security ID which improves the security 

level of the system and the whole process of the authentication will be quicker and more 

practical. 

3.4.1.2 Strategy 2 

The second strategy is to improve the stability and permanency of the system through time 

using the deep breathing pattern. The deep breathing process has three parts of inhalation, 

breath-holding and exhalation, which in this case, the breath-holding part was picked as a 

security pattern.  As mentioned in the literature, alpha waves are a better option for 

authentication purposes according to daily’s brain situation. To stabilize the alpha wave that 

could make a permanent brain pattern for the BCI system we used the deep breathing task. 

Deep breath improves alpha waves and bring back the brain to its normal state.         

3.4.2 Acquiring EEG From Participants 

To acquiring the signals we will use a special subject strategy, a non-invasive BCI device 

(Emotiv Epoc +), a computer (Personal Laptop/University PC) and Emotiv SDK Pro 

software to record the signals and digitize them and make them ready for the other processes. 

3.4.2.1 Non-invasive BCI Device 

As mentioned in the literature, there are two types of BCI devices, invasive and non-

invasive. Invasive devices need surgery to put the electrodes in the scalp, which is 

dangerous, but non-invasive devices are like a headset and do not need any surgery and it 

does not have any influence on the human’s brain and body. For the project, we decided to 

use Emotiv EPOC + which is one of the best non-invasive BCI devices in the market at the 

time of doing this project. “EMOTIV EPOC+ 14 channel mobile EEG is designed for 

scalable and contextual human brain research and advanced brain-computer interface 

applications and provides access to professional grade brain data with a quick and easy to 

use design” [128]. The university prepared an EMOTIV EPOC+ for us and we started to do 

our project with this device.  In the box of the device, there was equipment such as the 

Emotiv headset with its charger cable, hydrator pack including the electrodes, a hydrator 

fluid, a Bluetooth USB receiver to connect the device to the computer and an instruction 

sheet (Fig 3.2).  
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3.4.2.2 Emotiv SDK Pro Software  

To record and access high-quality raw EEG data we needed the Emotiv SDK Pro software 

with a PRO license or conduct research leveraging our detections for the project. This 

product is an online software, which the university prepared the licence for us to activate 

and use the software.  

 This software was installed on a MacBook Pro computer and the university computer 

system. The headset connects to the Emotiv Pro software on the computer via Bluetooth. 

The quality of the headset signal receiver has been checked by the software. As you can see 

in Figure 3.3 the green spots are good quality, orange spots are moderate, red spots are very 

poor quality.   

 

 

 

       

 

 

 

In the main application display, EmotivPRO has some features (Fig 3.4) of which we used 

a couple for the project. These features are 1. Raw EEG: view a real-time or recorded data 

stream from the headset’s 14 electric sensors. 2. Performance Metrics: view real-time or 

Figure 3.2: Emotiv EPOC + with its components that was used for data acquisition 

Figure 3.3: Emotiv Pro software interface for contact quality 
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recorded performance metrics for six cognitive states: Stress, Engagement, Interest, 

Excitement, Focus, and Relaxation. 3. Motion Sensors: view a real-time or recorded data 

stream from your headset’s 9-axis motion sensors. 4. FFT/Band Power: perform a frequency 

analysis on single channel EEG data in real time or on recorded data. 5. Data packets: view 

a real-time or recorded data stream of packet loss and capture from your device to your PC. 

6. Recordings: open or export previous recordings. 

 

 

 

 

 

 

 

 

 

 

 

3.4.3 Recorded EEG Raw Signals 

All EEG data were acquired and recorded on the computer system using the EMOTIV 

device. The process of the EEG acquisition for each one of the proposed methods was 

different in terms of the number of the participants, recording time, the environments, time 

of recording and time of repeating and re-aquiring the data for testing. The raw data was 

recorded in the system and digitised by the software and got ready for other phases of the 

project to process and analysis.  

3.5 Phase 3: Pre-Processing (Enhancement) 

In the process of recording the brain signals, many things could influence the recording and 

make noises in the recorded data. So the recorded EEG data needed to be checked, filtered 

and cleaned of any unwanted noises and artifacts. Signal pre-processing is one of the 

important steps in any BCI system. EEG signals are extremely weak and affected by 

different types of noises and impairments that need to be carefully eliminated. 

Figure 3.4: Emotiv Pro software interface 



Fares Yousefi 819342   

 

  

Page 51 

 

 

 

 

The raw EEG data was processed using the EEGLAB and BCILAB Matlab toolboxes. The 

former is an interactive Matlab toolbox for processing continuous and event-related EEG 

while the latter is an EEGLAB plug-in for the design, prototyping, testing, experimentation, 

and evaluation of Brain-Computer Interfaces. EEGLAB incorporates independent 

component analysis, time/frequency analysis, artifact rejection, event-related statistics, and 

several useful modes of visualization of the averaged and single-trial data. It provides an 

interactive graphical user interface to process high-density EEG data. EEGLAB offers a 

wealth of methods for visualizing and modelling event-related brain dynamics, both at the 

level of individual EEGLAB data-sets or across a collection of data-sets brought together in 

a study set. Furthermore, EEGLAB offers a structured  programming environment for 

storing, accessing, measuring, manipulating, and visualizing event-related EEG data. 

3.5.1 Visual Inspection 

Many types of the artifact and noises in the data are visible and easy to find with eyes in 

EEG data such as eye movements, muscle movements, high noises, linear trends, and 

discontinuity. In Figure 3.5, you can see the activity shapes of these types of artifacts. 

 

 

 

 

 

 

 

 

3.5.2 Removing Artifacts and Bad Channels 

Some of the artifact could happen continually and the reason for this type of artifacts is the 

problem with the recording electrodes for each channel. These channels which are called 

bad channels should have been removed from the data if there was any.   

Figure 3.5: Different types of artifacts that are visible in EEG data [129] 
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3.5.3 Signal Filtering 

Filter settings can significantly improve the visibility of a defect signal. The amplitude of 

artifacts is often larger than the amplitude of the brain data, which potentially decreases the 

signal/noise ratio, bias data analysis, and potential results. There are different types of 

filtering methods; in this project the band-pass filtering method was used and following that, 

the ICA technique.   

3.5.4 ICA Technique 

“Independent component analysis (ICA) aims to solve the problem of signals separation 

from their linear mixture. ICA is a special case of blind source separation when separation 

is performed without the aid of information (or with very little information) about the source 

signals or the process of signal mixing” [130]. ICA is excellent for identifying and removing 

blink artifacts because they are large in amplitude, have a discrete source and are extremely 

reliable from blink to blink. 

After the pre-processing step, the EEG data was ready to go to the next step to extract the 

specific features according to the purpose of any proposed methods.  

3.6 Phase 4: Feature Extraction 

Feature extraction is a process that identifies important features or attributes of the data. It 

deals with the problem of finding the most informative, distinctive, and reduced set of 

features, to improve the success of data storage and processing. In general, there are five of 

the well-known methods for frequency domain and time-frequency domain methods such 

as Fast Fourier Transform (FFT) Method, Wavelet Transform (WT) Method, Eigenvectors, 

Time-Frequency Distributions, Autoregressive Method [131]. The findings indicate that 

each method has specific advantages and disadvantages which make it appropriate for 

special types of signals. Considering this, the optimum feature extraction method was used 

for this project by applying FFT, PSD and DWT on the data. 

3.6.1 Fast Fourier Transform (FFT) 

This method applies mathematical means or tools to EEG data analysis. It transforms a 

signal from the time domain into the frequency domain. Basically, any time-dependent 

signal can be broken down into a collection of sinusoids. In this way, lengthy and noisy EEG 

recordings can be conveniently plotted in a frequency power-spectrum. By doing so, hidden 

features can become apparent. By adding all the sinusoids up after FFT, the original signal 

can be restored, so no information is lost. 
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3.6.2 Power Spectrum Density (PSD) 

Characteristics of the acquired EEG signal to be analysed are computed by power spectral 

density (PSD) estimation in order to selectively represent the EEG samples signal. FFT is 

commonly used in EEG to estimate Power Spectral Density (PSD). PSD refers to the spectral 

energy distribution that would be found per unit frequency. It can be computed by applying 

FFT directly on the signal or also by transforming the estimated autocorrelation sequence. 

3.6.3 Log-Bandpower 

Log-Bandpower, was chosen as the desired paradigm after a number of trials to determine 

best candidates based on the ability to discern differences between AUTH and NOTAUTH 

marked epochs. In the case of the learning algorithms, SVM and LDA were chosen based 

on preliminary outcomes with a subset of the data. The logarithmic bandpower (Log-

Bandpower) estimates paradigm is based on the design of the original Graz Brain-Computer 

Interface [132], which used lateralized motor imagery for control. The features exploited by 

this paradigm in its original form are Event-Related Synchronization and Desynchronization 

[133] localized in the motor cortex, but the paradigm is not restricted to these applications. 

Similar measures have also been used in other studies, although without machine learning 

[134]. Generally, Log-Bandpower can be used as a simple method to operate on oscillatory 

processes, either in relation to events, or asynchronously. The paradigm is implemented as 

a standard sequence of signal pre-processing spatial spectral filtering, feature extraction, and 

machine learning. The defining property of the paradigm is that it extracts, per trial, the per-

channel log-variance log(var(X)) as features of the signal. The resulting feature vectors are 

then passed along to the learner component. By default, the paradigm uses a non-adaptive 

spatial filter, the surface Laplacian, and a non-adaptive spectral filter. 

3.6.4 Discrete Wavelet Transforms (DWT) 

Wavelet transforms are widely used in many engineering fields for solving many real-life 

problems. A wavelet is a short wave, which has its energy intensified in time to give a tool 

for the analysis of transient, non-stationary signals or time-varying phenomena [135]. If a 

signal does not change much over time, we would call it a stationary signal. Fourier 

transform could be applied to the stationary signals easily and a good result can be taken. 

However, many signals like EEG have the nonstationary and transient characteristics, in 

such situations ideally Fourier transform may not be applied directly. But the time frequency 

methods can be used [136] [137]. We used the Wavelet transform method to extract the 
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individual EEG sub-bands and reconstruct the information accurately because the wavelet 

transform has the advantages of time-frequency localization, multi-rate filtering, and scale-

space analysis. DWT can expose more details from the signal in both time and frequency 

domain precisely. This makes it become a robust tool in biomedical engineering, particularly 

in epileptic seizure detection. In this paper, DWT is utilized to analyse the EEG signals into 

various frequency bands. The DWT decomposes a specific signal into approximation and 

detail coefficients at the first level. Then the approximation coefficients are additionally 

decomposed into next level of approximation and detail coefficients [138]. 

3.6.5 Extracted Features 

All the specific features according to the purpose of each proposed method were extracted 

from the data using FFT, PSD, Log-Bandpower paradigm and DWT techniques. These 

algorithms were developed in each method in a particular way according to the features 

needed for each method separately. The feature vectors got ready for the next step which is 

classification. 

3.7 Phase 5: Classification 

The classification of electroencephalogram (EEG) signals is very important in brain–

computer interface (BCI) systems, aiming to achieve intelligent classification of EEG types 

with high accuracy. There are three methods of learning: supervised, unsupervised, and 

reinforcement learning. The simplest of these learning paradigms is supervised learning, 

which is very popular to be used for EEG signal classifications.  

Multiple classification algorithms have been used in different studies. In this project, LDA, 

SVM and NN classifiers are applied on the data to train and test both proposed authentication 

BCI systems. The software captured biometric traits from the following 14 EEG channels 

based on the International 10-20 locations: AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, 

F4, F8, and AF4. These channels are inherently available in the Emotiv headset and cover 

fundamental locations of each area of the brain. The physiological biometric model followed 

the standard model presented by Wayman [139]. All the raw data is acquired, then 

manipulated and sent to a feature extractor. The extracted information is then sent to a 

classifier where it is decided if the users are who they claim to be. 
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3.7.1 Linear Discriminant Analysis (LDA)   

Linear Discriminant Analysis (LDA) is a well-known  method in this research area, which 

is used for dimensionality reduction problems as a classification algorithm. “The purpose of 

the LDA classification is to assign observations to the corresponding class based on a set of 

measurements or predictors by finding an optimal linear transformation that maximizes the 

class separability” [140]. The discriminant function is the rule of classification in this 

classifier, and it acts as a linear classification function, which is only in the two-group class 

(Fig 3.6). 

 

 

 

 

 

 

 

3.7.2 Support Vector Machine (SVM)  

SVM is a strong binary classifier, with a large volume of simplification. It is one of the most 

popular supervised learning algorithms for explaining classification problems, which is 

based on a linear model [141]. A discriminative classifier is defined by a separating 

hyperplane. In other words, “given labelled training data (supervised learning), the 

algorithm outputs an optimal hyperplane which categorizes new examples” [142].   

 

 

 

 

 

 

 

Figure 3.6. EEG features before and after using the LDA classifier 

Figure 3.7. SVM classification process visualisation 
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3.7.3 ANN Classifier 

The classification network selects the category based on which output response has the 

highest output value. Classification neural networks become very powerful when used in a 

hybrid system with the many types of predictive neural networks. There are three important 

types of neural networks that form the basis for the classification process: Artificial Neural 

Networks (ANN), Convolution Neural Networks (CNN), and Recurrent Neural Networks 

(RNN). In this project, ANN are used for the classification part of the second proposed 

method. Once the EEG signals were recorded from participants, EEGLAB, BCILAB, 

Matlab Classification Learner, Wavelet Analysis Toolbox and Neural Network Toolbox 

were used to process the signals in order to filter, extract features, and develop a 

classification model. This was all performed to establish what level of accuracy the proposed 

methods will provide. This was measured by utilizing FAR and FRR as follows: 

 

𝐹𝑅𝑅 =
False Rejections

Unauthorized Attempts
 × 100%             (3.1) 

𝐹𝐴𝑅 =
False Acceptances

Unauthorized Attempts
 × 100%              (3.2) 

 

An additional key metric is EER, which is the value where FRR and FAR are equal. The 

actual processing steps included: load data, specify computational approach, specify 

parameters, learn a model, visualize a model, and apply the model to a new data set. The 

recorded EEG file contained corresponding markers (i.e., AUTH and NOTAUTH) reprise.  

BCILAB used the second data set to evaluate discrepancies and calculate loss measure. As 

an additional capability, EEGLAB was independently used to pre-process the raw EEG data, 

including verifying and placing AUTH and NOTAUTH markers, resampling, and 

appending or deleting content, among other tasks. This enabled the cost-effective validation 

and enhancement of EEG signals obtained from participants. 
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3.8 Phase 6: Results & Evaluation 

The last phase of the methodology of this project presents al the results from both proposed 

methods. According to the differences between the algorithms and strategies that were used 

for each method, there are two sections that include the results, evaluation and conclusion 

for each method separately. After all, both results are evaluated and compared to other 

studies and following that is the conclusion, limitations and future works for the whole 

project.  

3.9 Conclusion   

This chapter presents proposing two new methods using different user strategies to record 

the data for signal acquisition phase. The Emotiv Epoc+ brain device and its functions to 

record human brain signals was explained. Different pre-processing, feature extraction and 

classification algorithms, techniques and the tools that were used to improve the process of 

BCI authentication process were all explained. The first proposed method is to improve the 

security and usability of the process and the second proposed method is to improve stability 

and permanency of the brain’s security pattern. In general, this chapter presents the 

methodology that we have chosen to achieve all the objectives in this project. In the next 

chapter, the execution of each method will be presented to achieve the appropriate results.  
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4.1 Introduction 

This project proposes two methods to improve the shortcomings in brain-based 

authentication methods as mentioned in the previous chapters. The first one is an improved 

brain-based biometric authentication in terms of performance, usability and security level of 

the process.  

The second method is system that improves the permanency and stability of the brain-based 

security pattern through time. Each method presents a new user strategy for signal 

acquisition and uses enhanced techniques and algorithms for signal processing, feature 

extraction and classification of the BCI system. This chapter covers the third, fourth and 

fifth objectives of this thesis.         

4.2 SaS-BCI Method 

SaS is for the Signal Acquisition Strategy, which is for a user to register the unique brain 

pattern on a system for the process of authentication. According to the literature, some 

research studies achieved results with high accuracy rates for their proposed methods by 

applying different signal acquisition techniques, feature extraction, and classifications using 

BCI. One of the important parts of any BCI processes is the way that brainwaves could be 

acquired and recorded. A new algorithm is presented in this method to acquire the brain 

signals for the process of authorisation and authentication.  

This is to predict image memorability from the user’s brain to use mental imagery as a 

picturising pattern for security authentication. Therefore, users can authenticate themselves 

by visualising a specific picture in their minds. In conclusion, we can see that brainwaves 

can be different according to the mental tasks, which it would make it harder using them for 

authentication process. There are many signal acquisition and signal processing strategies 

for brain-based authentication that, by using the right tecqniques, could achieve a higher 

level of accuracy which is suitable for using brain signal as a biometric security 

authentication method. 
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4.2.1 SaS-BCI Stages  

SaS-BCI is divided into 4 stages as presented in algorithm 4.1. 

 Algorithm 4.1: SaS-BCI algorithm 

Stage 1: Users look at a specific picture and memorise it in their mind  

Stage 2: Users Picturise that specific image in their mind  
User Str = Looking at a Specific Picture + Memorising        

Stage 3: The brain signal will be recorded in a database as a brain ID.  
 

Brain ID = User’s Unique Pattern Made by Picturising the Specific Image 

Stage 4: Users can authorise themselves by picturising the same image in their minds.  
  

  Authentication Method = Receive the Brain ID + Comparing to the Recorded ID in Database           

Register the User 

 Get User Code 

 Get User (Brain ID = = Picturized Image Pattern) 

Register Successful 

 

System Login 

Login ID = = (Get User Code + Get User Brain ID) 

If (Login ID = = User Code && User Brain ID) Then 

 Login Successful 

Else 

 Login Failed 

End If 
 

The proposed method is divided into three stages. The first stage is to record EEG signals 

obtained from human participants (Brain ID). In the next stage, these signals will be pre-

processed using the data filtering methods for noise removal. The last stage will be 

classifying the data and testing the user ID to achieve the accuracy of the method for the 

authentication process (Fig 4.1).  

 

 

 

 

 

 

 

 
Figure 4.1. New Signal Acquisition Strategy using Brain-Computer Interface 
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In this method, the acquired data are divided into three portions: training data, cross-

validation data and testing. The training data is utilized to ensure the machine perceives 

image paradigms in the data, and the cross-validation data is utilized to guarantee the 

effectiveness of the algorithm used and a better accuracy for the trained model. At the end, 

the test data is utilized to perceive how well the images can be predicted based on its training.   

To acquire the EEG data for the purpose of this method, twenty healthy individuals between 

25-45 years old participated. This was done by advertising the experiment and asking for 

participants in the university. As mentioned in the first chapter, the whole ethical protocol 

to do this experiment were considered and all official works and participation forms signed 

and received from everyone. This experiment was done in different time periods according 

to the availability of each participant. All data acquiring was done in the same place with a 

quiet environment and the same situation for everyone in two different session-days. It took 

about an hour for each participant to record the EEG data. It included using the brain device 

and fixing it on their scalps to acquire the strongest signals according to the device’s 

software.     

In the first part of the experiment of the first session-day, the participants were asked to sit 

in front of a white wall and look at it. The EEG data was recorded for 1 minute. Following 

that, they were asked to look at 10 geometric 2D (Fig 4.2) single colour pictures printed on 

a paper and attached to the wall separately. The EEG data recorded for 30 seconds per 

picture. It starts with 2 seconds closed eyes, 5 seconds looking at the picture, and repeating 

the same process for 5 times.  The second part of the experiment was the same process as 

the first part but looking at 10 colourful 3D geometrics in real life pictures. These two types 

of pictures were selected according to the memorability of the human mind for different 

types of pictures. The first group are easy to memorise, and the second group are harder to 

memorise.  
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In the final part of the experiment for the first session, participants were asked to picturize 

each specific image in their minds while looking at the plain white wall. The EEG data 

recorded for 30 seconds per image in a way that the participants should have picturized the 

required picture in their mind. This part of the experiment is the prediction of images by 

picturising them in the mind and counts as the user-ID for the main part in training the 

system. The second session-day of the experiment was in the same environment and the 

same situation. The participants were asked to look at the plain white wall and try to picturise 

the 2D and 3D pictures that they memorised in the first session. They should have picturized 

and recalled the pictures they were asked to do separately. The EEG data were recorded 

from each participant from both session-days and saved in the computer system for the next 

stage of the method for processing.          

A data set was provided that contains historical data from which to learn patterns. It needs 

the outcomes to determine the features that best predict the outcomes. However, the main 

purpose of this method is testing the picturising paradigm and predicting the pictures by 

recalling them which can be used as a user-ID biometric authentication. 

 Measurements were taken by the Emotiv EPOC+ device from the 14 channels that were 

placed on the participant's scalp. You can see three different positions in two sessions have 

been exerted as a user strategy for signal acquisition part of the project (Fig 4.3). 

Figure 4.2. The 20 different 2D and 3D images that was used in the experiment 
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All the raw EEG data were collected from the participants and saved on the computer by the 

Emotiv software as EDF files. As you can see in Figure 4.4, the raw data were recorded onto 

the computer via the Emotiv Pro software. The software allows the user to play the recorded 

signals, comment on them and save them in two different file types such as EDF and CSV. 

The EEG data were saved in the computer to start the next part of the project methodology, 

which is pre-processing. 

 

 

 

 

 

 

 

 

 

Figure 4.3. The user-strategies and signal acquisition from the participants in two sessions 

Figure 4.4. A screenshot from the EMOTIV Software while recording the data with 14 channels 
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4.2.2 Pre-Processing (Enhancement) 

The pre-processing section was done for data enhancement and noise removal. The raw EEG 

data needed to be processed to get closer to the true neural signals and obtain specific 

features which can be used to train the model. Matlab software was used including EEGLAB 

and BCILAB toolboxes to process the data. These toolboxes are for the prototyping, 

designing, experimentation, testing, and evaluation of BCI systems.  

4.2.2.1 Visual inspection 

At first, the EEG data were imported on EEGLab. Before starting any process, the 

brainwaves data were visualized to check the differences and the shape of the waves to find 

out the specific parts and the obvious differences according to the recording time frames. 

First, we needed to locate the channels used in the EEGLab tool according to the signal 

acquisition method and the Emotiv device that we used for capturing the raw data. 

To do this, the necessary information of each channel was acquired from the Emotiv website 

that could be added to EEGLab tool to determine the location of all 14 channels on the scalp 

accurately. Figure 4.5 shows a created CED file that includes all information for each 

channel to locate them accurately (Figure 4.6) to visualize the brain activities correctly.  

 

   

 

 

 

Figure 4.5. Emotiv EPOC channel location details. 
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It allowed us to scroll the data received by each channel separately. The channel scrolling 

helped us to check the activities of signals from the channels and we were able to see the 

significant signal movement and possible noises in each channel that needed to be removed. 

In Figure 4.7, you can see the list of all 14 channels in the left side, the signals that were 

recorded by each channel and the time for recording each signal, which in this figure is per 

second.  

 

 

 

 

 

 

 

 

 

After checking each channel’s activity, the spectra plotting, and mapping were done to have 

a clear view of brain activities through the experiment. Figure 4.8 is an example of spectra 

plotting on EEG data. Each coloured bit signifies the spectrum of the activity of one data 

Figure 4.7.A visualisation of each channels including the signals that recorded by them 

Figure 4.6. Channel locations on the scalp by name and by number 
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channel. For example, the leftmost scalp map shows the scalp distribution of power at 6 Hz. 

The other scalp maps indicate the distribution of power at 10, 16, 22 and 60 Hz. Plotting 

channel spectra and mapping computed the specific time windows in the data. Each channel 

has a coloured line, which shows their signal characteristics. The characteristics and the 

distances between each line show that this data needs to be filtered and reject artifacts to be 

analysed in the further works. 

 

 

 

 

 

 

 

  

4.2.2.2   Removing Artifacts and Bad Channels 

Having a few sensors that are recording values is common during data capturing, which will 

not be used for data examination. In EEG, sometimes to record anything interesting, the 

quality of the connection between the electrode and the scalp is too low. It is important to 

identify the sensors with weak signal quality because the artifact removal will be more 

efficient. This process started with examining the data visually to reject the abnormal 

activities of signals. This was done very carefully to not delete the useful information needed 

for the purpose of the method. Some artifact’s frequency rates are very high and abnormal 

that would not have any specific brain data that could be useful. These types of data were 

detected visually and removed from the data. In many cases it is better to reject these data 

manually according to the specific time frame of the recorded data during the experiment. 

For example, the researcher knows which time in the data includes the important information 

so they can reject any artifact outside of that timeframe. Regarding to this matter, it might 

be better to remove artifacts from the data manually by visualising it. Stretches of continuous 

data were marked for rejection by dragging the left mouse button on them. Figure 4.9 shows 

Figure 4.8. Plotting channel power spectral density of the recorded EEG 
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an example of the recorded signal from each channel in the time of the recording per second. 

You can see that a part of the data selected by the green colour shows some abnormal 

activities, which are some artifacts and noises that could be rejected by selecting them and 

taking them off from the data.  

 

 

 

 

 

 

 

 

Sometimes, the recorded data show that some channels did not record the signals properly 

which doesn’t have any useful data and should be removed. These bad channels were 

detected by scrolling the data and seeing the characteristics of the recorded signals. Figure 

4.10 shows an example of two bad channels in a data set. As you can see channel AF3 

recorded a continuous same shape signal noise and channel F7 did not record any data at all.   

 

 

 

    

 

 

 

 

 

Figure 4.9. Continues data rejection by eyes in EEGLab 

Figure 4.10. An example of two bad channels in a part of the recorded data 
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Figure 4.11 shows the components of two different channels (Channel 3, Channel 13) in 

another data set which, in this case, channel 3 identified as a bad channel. You can see three 

areas that show the differences between a bad channel and good channel.  Area number 1 

shows the activity power spectrum of each channel which in channel 3 is a smooth line, and 

it means that it is not a good data. Area number 2 shows the range of continuous data, for 

which there is no data in channel 3 and nothing is visible but the green background. It means 

there is about zero range activities, but on channel 13, you can see some information 

recorded with different colours that are for the range of the continuous data. Area number 3 

shows the range amount of the continuous data in which you can see that the range for 

channel 13 is normal (-38.6 Mv to 38.6 Mv) but channel 3 shows a large number (-3722 Mv 

to 3722 Mv) that means it is out of range. According to the information above, channel 3 

counted as a bad channel and was removed. 

 

4.2.2.3  Signal filtering 

Filtering the continuous EEG data reduces the outline of filtering artifacts at epoch 

boundaries. A high-pass filter is often necessary to remove linear trends of the data. The 

reason for using the high-pass filter is removing slow and possibly large amplitude drifts in 

the signals. In this case, a basic Finite Impulse Response (FIR) filtering technique  was used 

for high-pass filtering. FIR was used to implement almost any sort of frequency response 

digitally, which is usually implemented by using a series of delays, multipliers, and 

calculations to create the filter's output. For the lower edge of the frequency passband and 

Figure 4.11: Comparison of a bad channel and a good channel 
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the higher edge of the frequency, 0.5 Hz and 50 Hz was exerted respectively. The amount 

of 0.5 Hz for lower edge bandpass means everything below that frequency will be removed 

which is needed for Independent Component Analysis (ICA) that will be exerted in the next 

step. This analysis algorithm is very sensitive to the lower shifts frequencies. Figures 4.12 

and 4.13, show the filter response after applying FIR filtering method on the data recorded 

by one of the channels in a data set. You can see that it filtered everything lower than 0.5 

Hz passband and everything above 50 Hz passband and it removed sharp line noises. This 

filtering method is doing both the forward and backward phase shift on the signals. As you 

can see in Figure 4.12 the original signal invludes a noise higher than 50Hz which by using 

the band-pass filter, the noise got removed from the data as shown in figure 4.13. 

4.2.2.4 Independent Component Analysis (ICA) 

ICA is excellent for identifying and removing blink artifacts because they are large in 

amplitude, have a discrete source and are extremely reliable from blink to blink. Blinking is 

a very common muscle movements which are happening mostly unintentionally by humans. 

Therefore, it is important to remove the artifacts created in any brain data by blinking which 

does not include and useful information for the purpose of this study. After filtering the data 

and removing the artifacts and bad channels for each data set, the ICA technique is applied 

on each data set. ICA extracted the components in each data set and got ready to plot the 

component map of the scalp. Figure 4.14 shows the component map of a participant’s 

recorded data set in two dimensions for all 14 channels from IC1 to IC14. The red area on 

the scalp shows higher frequencies that could be artifacts or a specific brain activity. The 

Figure 4.12: The original power spectrum in 

frequency 
Figure 4.13:The Filtered data with High-Pass filter 

technique 
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yellow parts are showing brain activities in a lower frequency rate and green is without any 

specific activities while blue colour shows the frequencies with lower power spectrum range.   

 

 

 

 

 

 

 

 

 

Each component was plotted separately to see the component properties and check 1-scalp 

topography of the components, 2-spectrum of the components and 3- Event-Related 

Potential (ERP) images. Figure 4.15 shows the component plot for channel 3 of the data set  

 

 

 

 

 

 

 

The decomposition of the components was checked by inspecting and labelling components 

by maps. There are different components that can be detected by ICA. Components such as 

eye, muscle, heart (cardiac), bad channels and brain. The ICA algorithm detected different 

types of components in each data set which allowed us to visualize and reject them from the 

data. Although the majority of the big artifacts were removed by visualizing and filtering 

techniques in previous sections, ICA found the unnecessary components in the data which 

Figure 4.14. ICA component plots for all 14 channels in a dataset 

Figure 4.15. ICA components properties plot for channel 3 of a dataset 
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weren’t rejected by previous sections. Figure 4.16 shows an example of the components 

detected by ICA on the data set. 

 

 

 

 

 

 

 

 

The ICA technique was applied on all data sets to remove artifacts and noises as the last part 

of EEG data pre-processing. The processed data sets were listed and separated according to 

each participant and each task that was done in the experiment. The data was prepared to 

extract the features according to the purpose of the first method in this research. 

4.2.2.5 Biometric Data Pre-processing 

The raw EEG was processed to properly add event markers AUTH and NOTAUTH. AUTH 

marks an epoch aligning with picturising a specific image (2D/3D) while NOTAUTH aligns 

with epochs containing closed eyes. Figure 4.17(a) shows the parameters used to perform 

the initial EEG data loading. Due to Emotiv Research SDK EDF file format, a subset of 

channels between 3 and 16 was used to capture the 14 available channels. The data range in 

seconds was kept as the default. After inserting the appropriate markers, as shown in Figure 

4.17(b), the full description of the EEG dataset is updated (Figure 4.17(c)). 

 

 

 

 

 

(a) 

Figure 4.16. Series of components that detected by ICA algorithm which can be rejected after investigation 
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(b) 

 

 

 

 

 

 

 

 

 

 

(c) 

 

Finally, after removing the DC offset from the signal, the data scroll view reveals the pre-

processed EEG signal ready for feature extraction (Figure 4.18). The resulting processed 

EEG signal was then saved as a new data set for the next phase, feature extraction and 

classification. 

Figure 4.17. Applying EEGdata on EEGLAB 
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4.2.3 Feature extraction  

All recorded EEG data were pre-processed and stored as separate data sets and coded for all 

participants. Each data set was analysed particularly to extract the best possible features.   

Power Spectral Density (PSD) technique was used to extract feature arrays from the EEG 

signals. This was done to surge the effectiveness due to a larger number of data points and 

potential connections between channels across the whole brain. Therefore, it is a significant 

process in interpreting an input signal to use it as an authentication key.  

PSD displays that different mental tasks have different frequency ranges with different 

powers. It defines the power distribution of a signal over frequency. To calculate the PSD 

first we needed to convert the time domain to frequency domain by using Fast Fourier 

Transform (FFT) technique. This process was done in MATLAB software using EEGLab 

Plugin.  The frequency rate for the power spectrum bands was determined according to the 

types of human brainwaves (Delta, Theta, Alpha, Beta, and Gamma) in their specified 

frequency rates as Figure 4.19. The pre-processed EEG signals are framed into 1s frame 

duration with 50% overlap to ensure a smooth trajectory of the features which has proven to 

be surprisingly effective [143].  

Figure 4.18. The respective markers on the EEG data 
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The frequency interval selected was from 4-1 to 50 (Hz) and the FFT method was applied 

on the data with the length of 1 window and 10 spectrum steps per 1 Hz. This was done to 

compute spectrum, absolute power and relative power of the signals. If a signal 𝑥(𝑡) has 

Fourier Transform 𝑋(𝑓), its power spectral density is|𝑋(𝑓)|2 = 𝑆𝑥(𝑓). Equation (4.1) 

shows the absolute spectral power in the band of frequencies from 𝑓0 Hz to 𝑓1 Hz is the total 

power in that band of frequencies, that is, the total power delivered at the output of an ideal 

(unit gain) band-pass filter that passes all frequencies from 𝑓0 Hz to 𝑓1 Hz and stops 

everything else.  

Absolute Spectral Power in Band = ∫ 𝑆𝑥(𝑓)𝑑𝑓 +
−𝑓0

−𝑓1
∫ 𝑆𝑥(𝑓)𝑑𝑓

−𝑓1

−𝑓0
.  (4.1) 

Equation (4.2) is the relative spectral power that measures the ratio of the total power in the 

band (i.e., absolute spectral power) to the total power in the signal. 

Relative Spectral Power in Band = 

∫ 𝑆𝑥(𝑓)𝑑𝑓+
−𝑓0

−𝑓1
∫ 𝑆𝑥(𝑓)𝑑𝑓

−𝑓1
−𝑓0

.

∫ 𝑆𝑥(𝑓)𝑑𝑓
∞

−∞

  (4.2) 

Figure 4.19. A screenshot of the Darbeliai Tool on EEGLab in Matlab software to determine the 

brainwaves in terms of the frequency rates. 
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 Power spectrum (Fig 4.20) shows in a figure the variation of power across all frequencies, 

while electrical power shows the power of given measure of EEG like absolute power [Fig 

4.21], relative power (Fig 4.22) in a given frequency band, like alpha. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

PSD function showed the strength of the variations (energy) as a function of frequency. In 

other words, it showed at which frequencies variations are strong and at which frequencies 

Figure 4.20. Power Spectrum image in an EEG dataset 

Figure 4.21. Absolute Power image from an EEG dataset 

Figure 4.22. Relative Power image from an EEG dataset 
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variations are weak. The unit of PSD is energy per frequency (width) and energy can be 

obtained within a specific frequency range by integrating PSD within that frequency range.  

PSD obtained over squaring of the total value of Fourier-transformed data per segment. 

Based on that, the non-dominant region of the power spectrum [144] and the concavity of 

spectral distribution [145] variance of spectral power (Fig 4.23) were considered as EEG 

features for recognition purposes.  

 

 

 

 

 

 

 

 

After spotting the maximum level of the power spectrum, its tenth part was calculated and 

implemented as a measure. The frequencies values of power spectral that were under the 

calculated measure squared and then summed (4.3) where,  𝑓𝑗
𝑢( 𝑗 = 1,2, ,3, ⋯ , 𝑁) is 

frequency values under the measure. 𝐹𝑢 is stated as a feature from the concavity of power 

spectral distribution. In the alpha band, a feature has been adopted from a power spectral 

variance which signifies the increase of spectral distribution (4-4)  

𝐹𝑢 = ∑  (𝑓𝑗
𝑢)

2
                                            (4.3)

𝑁

𝑗=1

 

𝜎2 =
1

𝐿
∑(𝑝𝑘 − �̅�)2

𝐿

𝑘=1

                                      (4.4) 

Where, power spectral values are 𝑝𝑘(𝑘 = 1,2,3, … , 𝐿) and the mean value the alpha band 

is �̅�. To distinguish individuals, the convexity of power spectral can be another key feature, 

which is defined as follows: 

Figure 4.23. The illustration of the Concavity of spectral definition 
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In the alpha band, the spectral values have been ranked and afterwards the frequencies of 

the top three values averaged respectively. This procedure is showed as in Figure 4.24(I). 

Here, the top three power spectral values and the frequencies are  𝑝1, 𝑝2, 𝑝3 and 𝑓1, 𝑓2, 𝑓3 

respectively, the mean values of which are given by formulas 4.5 and 4.6 

𝑃𝑚 =
𝑝1 + 𝑝2 + 𝑝3

3
                                (4.5) 

𝐹𝑚 =
𝑓1 + 𝑓2 + 𝑓3

3
                                (4.6) 

As shown in Figure 4.24(II), the power spectral values that are bigger than the mean are   

𝑓𝑖
𝑔

(𝑖 = 1,2,3, ⋯ , 𝑀) and their summation is equation (4.7). 

𝐹𝑔 = ∑ 𝑓𝑖
𝑔

𝑀

𝑖=1

                                                    (4.7) 

 

 

In this project,  𝐹𝑚 , 𝑃𝑚, 𝐹𝑔  from the convexity in power spectral distribution, are extracted 

as features. The spectral analysis has shown the frequency bands in which amplitude was 

different between the tasks and normal situation and especially the differences between each 

task and participants. Based on the classification method using Matlab software, we used 

the extracted feature obtained using this technique. 

  

Figure 4.24. The process of the convexity of power spectral for frequencies and power spectral values 
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4.2.4 Classification  

The Classification process was performed based on whether the picturising pattern was 

successfully recalled or not using Linear Discriminant Analysis (LDA) and Support Vector 

Machine (SVM) classifiers separately.  At this stage, a choice of good discriminative 

features is very important for getting a better classification result that influences the project’s 

intentions. Because of different environments and different experiment settings, there is no 

particular method to compare the results between different methods. LDA and SVM 

techniques are fast and less complex which makes them a good option specifically for 

authentication processes. LDA is often considered good for real-time BCIs because of its 

simplicity, speed of execution and low computational cost. 

SVM works generally well depending on a clear margin of distinguishing two classes. It will 

be more efficient in spaces with high dimensions. The main classification technique for this 

study is the SVM method. LDA has been used separately to check the possible differences 

in results and accuracy rates. However, many factors such as pre-processing, feature 

extraction and classification stage are the most important part of any BCI application 

processes, which has highly influenced the accuracy rate. Therefore, LDA and SVM 

classification methods have been used to see the differences and compare the results. But 

the main classifier for the aim of the project is SVM. LDA is one of the most well-known 

data reduction methods. By utilizing this procedure, the hyperplanes are employed to 

distinguish the data from various classes. In this process, LDA expect normal distribution 

of the data, with equivalent covariance framework for the two classes.  

The distinguishing hyperplane was obtained by looking for the estimate that maximizes the 

separation between the means of the two classes and limiting the interclass variance. For an 

N-class issue (𝑁 >  2) a number of hyperplanes are utilized in the process. Here, the 

equation (4.8) can define it, which is expanded over every linear projection, w: 

𝐽(𝑤) =
|𝑚1 − 𝑚2| 2

 

𝑆1
2 + 𝑆2

2                                       (4.8) 
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In equation (4.8), S represents a variance, m represents the mean and the subscripts signify 

the two classes [146]. LDA technique is used by Matlab software to find a linear 

transformation that discriminates between different classes. Support Vector Machine (SVM) 

is a classification technique that creates a hyperplane that separates the data set into classes 

dependent on kernel functions on a feature space with two dimensions [147] as shown in 

Figure 4.25. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(𝑥𝑖), which is the training data belonging to two separated classes (𝑦𝑖), (4.9) represented 

with the optimal hyperplane (4.10) 

{𝑥𝑖 , 𝑦𝑖} , 𝑖 = 1,2,3, … , 𝑁 , 𝑦𝑖 ∈  {−1, +1} ,   𝑥𝑖 ∈ 𝑅𝑛;                   (4.9)                                      

                                       (𝑤. 𝑥𝑖) + 𝑏 = 0;                                       (4.10)                                    

In this study, the SVM technique selected the optimal hyperplane with the biggest margin 

using Equation (4.11) and (4.12), which is equivalent to Equation (13). 

𝑥𝑖 . 𝑤 + 𝑏 ≥ +1       𝑓𝑜𝑟 𝑦𝑖 = +1                 (4.11) 

                                     𝑥𝑖. 𝑤 + 𝑏 ≤ +1       𝑓𝑜𝑟 𝑦𝑖 = −1                 (4.12)    

{
𝑤𝑇𝜑(𝑥𝑖) + 𝑏 ≥ +1,    𝑖𝑓 𝑦𝑖 = +1

𝑤𝑇𝜑(𝑥𝑖) + 𝑏 ≤ −1,    𝑖𝑓 𝑦𝑖 = −1
→  𝑦𝑖[𝑤𝑇𝜑(𝑥𝑖) + 𝑏] ≥ 1    (4.13)                           

The 𝜑() function maps the input space into a greater dimensional space. Support vectors are 

the closest training data samples to the hyperplane. SVM classification technique was 

performed using 10-fold cross-validation to find out if the EEG signals formed with a picture 

Figure 4.25. The fundamental idea of linear SVM characterized by the optimal hyperplane 
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presenting can be used to predict that image’s comprehended memorability. This 

classification was performed based on two labels of least memorable images and most 

memorable images according to whether correctly and incorrectly recalled as picturized and 

not picturized. Parameter tuning is performed empirically. The classification process was 

performed by Matlab. The extracted features from the previous section were imported to 

Matlab software for classification. The Classification Learner (CL) application in Matlab 

was used to train the data, creating the classification model to achieve the accuracy rate of 

the model by applying the test data. CL app is a statistical machine learning toolbox in 

Matlab platform. This was used to analyse the models to produce the accuracy rate for the 

given EEG data set. The features file which was prepared after the feature extraction part of 

the method, was imported to the CL app with 10 folds cross-validation. The number of folds 

is the number of parts which the training data set will be divided into. One of those parts 

will be selected for validation randomly. And the remaining parts will be used for training. 

As mentioned before, two classifiers (LDA, SVM) were used to train the model. Figure 4.26 

shows a screenshot from the CL app after importing the feature data and applying the 

classifiers to train the model. As you can see in the picture, the data classified in two classes 

of Picturized and Not-picturised and classifiers create the model based on these two classes. 

It also shows a scatter plot of the data set in the middle of the picture which shows the 

correctly predicted points as dots and incorrectly predicted as crosses. In the left side of the 

picture, you can see the result of the performance of the LDA and SVM classifiers on this 

specific feature data imported for classification.       

 

 

 

 

 

 

 

 
Figure 4.26. A screenshot of the Classification Learner Application in Matlab Software 
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Figure 4.27 shows the confusion matrix of the classifier’s result and the acquired percentages 

according to the True Positive Rates (TPR) and False Negative Rates (FNR). In this example 

you can see that 92% of observations have been classified as Not-Picturized correctly and 

14.3% have been classified as Picturized wrongly. On the other hand, 85.7% have been 

correctly classified as Picturized and 7.1% have been classified as Not-Picturized wrongly.  

 

 

 

 

 

 

 

After training the data, the created model was exported as a Matlab code to test the data from 

the second session of the signal acquisition and achieve the accuracy rate of the picturising 

pattern method for each specific picture, the system showed that the 2D pictures achieved 

higher accuracy because they were easier to remember than Real Objects pictures to specify 

AUTH and NOTAUTH for the biometric authentication. To do this the EEG data set was 

loaded in BCILAB, a new approach using Log-Bandpower paradigm was selected with the 

recommended default resampling rate, neighbours per channel, and frequency specification 

[130] [131]. The epoch time window was added relative to both target markers. The machine 

learning function was set to SVM and LDA separately (Figure 4.28). 

 

 

 

 

 

 

Figure 4.27. Confusion Matrix result of the EEG dataset after training the model 

Figure 4.28. Uploading the data on BCILAB 
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Figures 4.29, shows the advanced BCILAB paradigm parameters view used to define AUTH 

and NOTAUTH target markers. As you can see, a 10-fold cross-validation is selected to 

compute loss/performance metric and performance estimates. Once the approach was 

finalized, a new model was then created. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.30, demonstrates what the classifier results look like in BCILAB. It provides True 

Positive Rate (TPR), True Negative Rate (TNR), False Positive Rate (FPR), False Negative 

Rate (FNR), and Error Rate (ERR). It is important to note that FPR and FNR are equivalent 

to False Acceptance Rate (FAR) and False Rejection Rate (FRR) respectively. 

Figure 4.29. Applying the Log-Bandpower paradigm and creating model on BCILAB 
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4.3 Deep Breathing (DB) Method 

As mentioned in previous chapters, there are three main EEG acquisition protocols for brain-

based authentication methods: mental tasks, resting states, and tasks with external stimulus. 

Researchers experimented with different types of tasks like finger movement, sports activity, 

audio listening, colour identification, pass-thoughts, visual stimulus, and multi-tasking. 

Most of the studies achieved successful results with high accuracy rates but a majority of 

them are not reliable over a period as the human brainwaves are not stable over time. 

Brain state stability or permanency is one of the biggest challenges for any brain-based 

authentication method. Brain situations can change depending on different events that any 

human could experience through life. Some events like sickness, addiction to drugs, 

experiencing high stress, getting mental issues, being drunk from alcoholic drinks, anxiety, 

and many other situations that can affect the brain functionality. Therefore, a new method is 

needed to improve the permanency of the brain pattern and the stability of it over time, 

which could be used in different mental states of the human brain. 

Figure 4.30. The paradigm Classifier results from BCILAB 
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Method II in this project is a solution to improve the stability of any brain pattern and cover 

the permanency challenge using deep breathing, which could be used as a reliable 

authentication method over time.   

4.3.1 Deep Breath Brain Pattern  

 There are four steps in the proposed method for this project, which started with acquiring 

the brain signals from individuals for mental tasks including normal breathing, inhale, 

breath-holding, and exhale; the second step was cleaning the raw data including pre-

processing, and filtering by applying FIR high-pass filter and ICA methods. The final step 

was feature extraction and classification, DWT technique on the data for feature extraction 

and NN classifier for classification using Wavelet Transform and Neural Network toolboxes 

in Matlab software. Figure 4.31 shows the whole process of the DB method which includes 

4 stages before training and testing the data. This process starts with Signal Acquisition for 

the deep breathing task and following that pre-processing the data using FIR and ICA 

methods, Feature Extraction using DWT method, Classification using SVM and ANN 

classifiers to train and test the data for authentication and verification purposes. 

 

  

 

 

 

 

 

 

4.3.1.1 Signal acquisition  

In this method, the data were acquired by the same BCI device as method I (14 channels 

Emotiv EPOC +) in two different sessions. A period of about 30 minutes per participant was 

spent in each session. In this experiment, fifty healthy participants from 25 to 45 years old 

were examined. In the first part of each session, participants were sat on a chair with closed 

eyes and breathed normally for 2 minutes. In the second part of each session, participants 

Figure 4.31. The methodology of the DB experiment 
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started doing the deep breathing task at a rate of six breaths per minute. The time for each 

part of the deep breath was about four seconds for inhalation, two seconds for breath-

holding, and four seconds for exhalation. In each session, the EEG data were recorded and 

stored as the raw data. 

4.3.1.2 Pre-Processing 

This process was done in the same way as method I in this project, A Finite Impulse 

Response (FIR) high-pass filtering technique with a band-pass range of 0.5 Hz and 50 Hz 

was exerted to remove slow and large amplitude drifts and make the data ready for the ICA. 

And after filtering, the ICA technique was applied to the data. Figure 4.32 shows the data 

recorded from channel 11 before and after cleaning and filtering. 

 

 

 

 

 

 

4.3.1.3 Feature extraction and Classification  

In the first stage of the DWT, the signal is concurrently passed through LP and HP filters. 

The outputs from low and high pass filters are indicated as approximation (A1) and detailed 

(D1) coefficients of the first level. The output signals holding half the frequency bandwidth 

of the original signal can be down sampled by two due to the Nyquist rule [148]. The same 

procedure can be duplicated for the first level approximation and the detail coefficients fetch 

the second level coefficients.  

Through each step of this decomposition process, the frequency resolution is multiple 

through filtering and the time resolution is split through down-sampling. To achieve better 

results in feature extraction, wavelet decomposition has been used as a preprocessing level 

for EEG segments to extract five physiological EEG bands, delta (0-4 Hz), theta (4-8 Hz), 

alpha (8-13 Hz), beta (13-30), and gamma (30-60 Hz) (Figure 4.33).  

Data Cleaning

Figure 4.32. An example of a cleaned data after filtering 
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For this purpose, four levels DWT with fourth-order Daubechies (db4)[149] wavelet 

function have been utilized. Since our data set is in the range 0-60 Hz, coefficients Dl, D2, 

D3, D4 and A4 corresponding to 30-60 Hz, 15-30 Hz, 8-15 Hz, 4-8 Hz and 0-4 Hz 

respectively were extracted, that are almost standard physiological sub-bands. We have 

extracted the Maximum, Minimum, and Mean of the wavelet  coefficients in each sub-band 

[150] which is obtained by the following Equation 

𝜇𝑖 =  
1

𝑁
 ∑ 𝐷𝑖𝑗

𝑁
𝑗=1              𝑖 = 1,2, … 𝑙          (4.14) 

The last step takes care of analysing the features in order to determine what specific action 

should be taken based on the given values of the features. The backpropagation neural 

network algorithm was chosen as a classifier to find out the best accuracy. 

4.3.1.3.1 Artificial Neural Network (ANN) 

As mentioned, selected features were fed into two classifiers: Neural Network (NN), and 

Support Vector Machine (SVM) using Matlab. SVM and NN methods are the most 

commonly used techniques in EEG authentication studies. However, in a simple way, SVM 

without kernel is a single neuron inside neural networks, nevertheless with diverse cost 

function. By adding a kernel function, it will be comparable with two layer NNs. Actually, 

in terms of the model performance, SVMs are sometimes equivalent to a shallow neural 

network architecture [151][152]. Generally, an NN will outperform an SVM when there is 

a large amount of data.  

Figure 4.33. Decomposition of EEG data in four levels 
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Neural networks are complex models precisely in the manner of the human brain, which are 

designed to recognize different patterns. There are many different neuron layers in a neural 

net. Each layer receives inputs from previous layers and passes the outputs to further layers. 

NN methods have become very popular in EEG-based studies for authentication purposes 

because of the power of this classifier specifically for a larger data set.  

 Matlab Artificial Neural Network Toolbox was used in this process. The data were applied 

on the system in 3 layers of input, hidden and output layers. In this process 70% of the data 

was used for training, 15% for validation and 15% for testing. 

Fig. 4.34 presents the ANN diagram performed in Matlab. Fifteen neurons are used in the 

hidden layer; feedforward back-propagation algorithm was used where the number of 

outputs was kept as five possible outputs for each part of the task (inhale, breath-hold, and 

exhale). 

This results in five values of frequency spectrum in Decibels, provide the inputs of ANN. 

Next, the results are computed using the same weights as obtained in the training stage. 

Finally, the output is classified as 3 classes of inhalation, breath-holding and exhalation. 

During the training phase, the neural weights in ANN are calculated and they are used in the 

testing phase. The output from the testing phase is obtained and was used to find the 

biometric authentication decision ID from the values of (0 and 1); the decision parameter 

determines whether the EEG signal segment is authenticated or rejected. Specifically, if ID 

= 0, the signal segment is authenticated, and if ID = 1 indicates the segment is rejected.  

The data set was separated into two approaches of training and testing. Two main measures 

were calculated for the proposed method analysis and performance: accuracy (Acc), and F-

Score measure. These are formulated in equations (4.15) and (4.16) respectively:  

Figure 4.34. The ANN diagram for EEG brainwave segments 
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𝐴𝑐𝑐 =
𝑇𝐴+𝑇𝑅

𝑇𝐴+𝐹𝑅+𝑇𝑅+𝐹𝐴
× 100        (4.15) 

 𝐹 − 𝑆𝑐 =
2𝑇𝐴

𝐹𝐴+𝐹𝑅+2𝑇𝐴
                    (4.16) 

Where FA and FR represent False Acceptance, and False Reject respectively. TA and TR 

represent True Acceptance, True Reject respectively. A confusion matrix represented the 

classification results by its tabulating into one of four mentioned categories: TA, TR, FA, 

and FR.  

This process was done in Matlab using neural network toolbox. First, the network was 

created and configured by choosing the number of layers and the algorithms that were used 

to configure the network, following that, the weights and biases were initialized for the 

network to start training and testing the data. 

4.4 Summary 

This chapter covers the three main parts of the BCI authentication process including pre-

processing the data, feature extraction and classification. The third objective of this project 

was achieved by applying filtering techniques on the data and ICA algorithm to de-noise 

and clean the raw data and prepare it for feature extraction. The fifth and sixth objectives 

were achieved by extracting the specific features from the EEG data according to the purpose 

of this study and classified to find the accuracy of the methods and the success rate of them.  

In the next chapter, all the achieved results will be presented and compared to other research 

studies and experiments to see the advantages and weaknesses of the proposed methods.     
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Chapter 5 
 

 Results and Evaluation 
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5.1 Introduction 

This chapter is the achievement of the last objective of the project which is to evaluate the 

results for the permanency of the brain pattern, usability and security level of the proposed 

methods. It includes two parts according to the two presented methods in the previous 

chapter which shows the results achieved from each method separately. Each part includes 

the results from the classification, testing and evaluation of the method. 

In the first method, the results from each user are compared separately and the average 

accuracy rates achieved from each user for both 2D and real object pictures were saved. The 

results achieved from each picture were compared to each other and the average result was 

saved for each picture that was used as a picturising pattern. The 2D and real object pictures 

are compared in detail. At the end the average accuracy rate of the first method is compared 

to other research in detail. 

In the second method, the result from each user doing deep breathing was recorded and 

compared in detail. The deep breathing pattern was compared in its three different parts 

including inhalation, breath holding and exhalation in detail according to the accuracy rates 

achieved from each part. At the end, the average accuracy rate of this method is compared 

to other research in detail. 

This chapter covers the last objective of this thesis which is evaluate the achieved results for 

permanency of the brain pattern and both usability and security of the method.     

5.2 SaS-BCI Method 

This method proposed to improve the usability and security in the BCI process for 

authentication purposes. This was done by predicting image memorability in the human 

brain. Visualised things, we remember for a long time. It is the second memory pathway to 

the brain. Our brain processes visual information 60,000 times faster than text. The brain 

can recall images more easily than abstract thoughts. This means picturising not only would 

be a better pattern for the brain to remember in the long term, but also it would be more 

secure than muscle movement patterns and other stimul that need an external object to be 

used as a security pattern.    

In this experiment, the total recorded EEG data divided into three categories for each user 

position. Three PSD feature vectors were created and classified by SVM and LDA 

classifiers. 
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 Table 5.1 shows the average acquired accuracy rate for the pictures recalled from 20 

participants. These percentages are by image category per user. 

The results showed that the picturising of an image could be considered as a security brain-

based pattern or Brain-ID for authentication. 

Table 5.1. Image recall success percentage for both 2D and real object pictures 

User ID 2D Object Real Object User ID 2D Object Real Object 

1 100% 65% 11 98% 65% 

2 100% 63% 12 100% 54% 

3 98% 54% 13 94% 18% 

4 98% 30% 14 100% 21% 

5 98% 65% 15 98% 45% 

6 98% 23% 16 98% 33% 

7 92% 58% 17 100% 61% 

8 98% 30% 18 94% 15% 

9 96% 11% 19 100% 18% 

10 98% 45% 20 100% 38% 

 

According to the results, there might be many reasons that are producing the EEG signals to 

be higher for the image that was successfully recalled later. For instance, as identified by the 

BCI, the increase in mental activities could be credited to the user trying to mentally 

pronounce the image name.  

2D object images with higher EEG amplitudes had a higher chance of being recalled in 

comparison to the real object images with lower amplitudes.  

It is significant here that there may be various reasons why the EEG signals are higher for 

the images that were successfully recalled later. For instance, as identified by the BCI the 

ascent in mental activities could be connected to the user naming the image mentally. 

Another explanation behind this ascent could be that the image is causing mental imagery.  

It shows that real object pictures are harder to remember and recall. The 2D object pictures 

have a much higher successful recall (98%) than the real object pictures (41%). The recall 

differences between individuals can be noticed when it comes to real object pictures. About 

60% success rate was achieved for a quarter of the users for recalling the real object images. 

SVM classifiers have been used to predict image recall. The data used in this experiment is 

for both successfully and unsuccessfully recalled images averaged over the 14 channels per 
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user. After doing the experiment, the participants were asked to fill in a questionnaire to see 

each real object’s memorability and which picture was easier to remember by asking them 

about 3 main details in each image. Figure 5.1 shows the percentage of remembrance of 

participants for each real object picture separately.  

 

This data was used for feature extraction and selection in the domains deliberated earlier. 

As discussed in Chapter 3, there are two fundamental aspects that must be tested in biometric 

systems: system effectiveness and user acceptance. Biometric systems should measure FAR, 

FRR, and EER as key effectiveness metrics. The first two establish whether the system 

accurately identifies the user while the last specifies the error rate where FAR and FRR are 

equal. These values are determined as follows: 

𝐹𝑅𝑅 =
False Rejections

Unauthorized Attempts
 × 100%             (5.1) 

𝐹𝐴𝑅 =
False Acceptances

Unauthorized Attempts
 × 100%              (5.2) 

EER is defined as the point where FAR equals FRR. A lower EER indicates a more accurate 

system. Tables 5.2 describes the best results of the analysis in terms of False Acceptance 

Rate (FAR), False Rejection Rate (FRR), and Error Rate (ERR) for Log-Bandpower 

paradigm, across the chosen learning algorithms: LDA, SVM. 
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Figure 5.1. A comparison between the real object pictures in terms of difficulty to remember the details 
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Table 5.2. The results of the classifiers for picturising pattern 
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The relative accuracy of the system can also be determined using the following formula: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
TPR +  TNR

TPR +  TNR +  FPR +  FNR
            (5.3) 

Where TPR = True Positive Rate, TNR = True Negative Rate, FPR = False Positive Rate, 

and FNR = False Negative Rate. Also, FAR = FPR and FRR= FNR. From the collected data, 

it is clear that Log-Bandpower provides higher accuracy. The performance of the classifiers 

based on the extracted feature sets is shown in Table 5.3. 

Table 5.3. The average results for the performance SVM & LDA classifiers 

Classifier Feature Set Precision Recall F-Score Accuracy 

LDA PSD 0.89 0.83 0.85 0.86 

SVM PSD 0.89 0.86 0.86 0.88 

The PSD resulted in an average rate of 88% accuracy by the SVM classifier and an average 

rate of 86% accuracy by the LDA classifier. It is important to mention that the image recall’s 

prediction achieved in this experiment is only from the short-term memory, and the results 

could be different for long-term memory. This method specifically concentrated on the 

pictures that users were asked to memorize in their minds. It provides an understanding into 

how the brain observes images with different characteristics and helps provide a significant 

improvement for mental imagery security while recognising the human unique feature in the 

system. 

Most of the researchers reported that higher accuracy rates can be achieved with more 

complex tasks [22] [19] [126], but complex tasks make the system less practical, because 

both processes of system training and authentication would be very time-consuming. In 

regard to this matter, the presented authentication method with the SaS brain-based 

paradigm is simpler and faster in comparison with the other methods in different studies. 

Table 5.4 shows a comparison between this research and two other studies for brain-based 

authentication. The accuracy of the presented method is 88% which is lower than Gui et al. 

[153] with 90% accuracy. Although it is less than the results from Gui et al., the 

authentication method used in the proposed study is simpler and less complex than that of 

Gui et al.  Higher accuracy can be achieved by combining several extracted features, but the 

classification takes a long time to process and it makes the experiment more complex. Task 
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complexity makes the computational cost higher and it is more time consuming which makes 

the authentication process slow and less practical.  

Using more subjects raises the accuracy rate of classification methods. It was confirmed by 

Chen et al. [19] with execution multi and single-trial classification. Using fewer subjects 

delivers a better accuracy rate than more subjects, therefore the similar ones can be found in 

a bigger set [152]. The approaches which, demonstrate high accuracy with small numbers 

of subjects, might not represent a strong result for a large population in terms of security, 

because the risk of hacking the system would be higher. The average accuracy rate for the 

“SaS” strategy is in second place by using 20 subjects in comparison to Yeom et al. [107] 

with fewer subjects. This means that the presented authentication system achieved a higher 

accuracy with more subjects using the SaS strategy. On the other hand, brain patterns for a 

specific mental task can change over time. Specifically, accuracy of frameworks trained by 

preference-based tasks [22] can corrupt as user tastes change. It is important to note that the 

experiment performed in this study can be used for the both short-term and long-term 

memories. It means that for the long-term memory issues, the brain can produce the same 

signal amplitude by re-seeing the same picture that has been seen (memorized) as a Brain-

ID. 

Table 5.4. Comparison of three different experiments with different strategies and classifiers 

Experiments Signal Acquisition 

Strategy 

The Number 

of Subjects 

Channels Features Classifier Ave 

Accuracy 

Gui et al. 

[153] 

Read the words 

silently 

 

32 6 
Wavelet packet 

decomposition 

Neural 

Network 
90% 

Yeom et al. 

[107] 

Visual evoked 

potentials 
10 18 

Dynamic 

feature 
SVM 86% 

Proposed 

method 
SaS 20 14 PSD SVM 88% 

 

EEG brain signals are distinctive in general; however, the processes of feature extraction to 

normalize differences in time is a reason for some loss of uniqueness, which is why the 

results obtained in some parts are not without errors. There are many different ways and 

methods for signal processing such as different types of signal filtering and noise removing, 

feature extraction algorithms and many other classification methods and classifiers that 

could achieve different results but not significantly.  
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According to the literature, for this type of authentication method the alpha and beta 

frequencies are the most appropriate bands because the main stimulus is thinking and 

imagining a picture (visualising) which is active. However, in some cases, the combination 

of Beta and Alpha bands (8–40 Hz) could acquire better accuracy than the separate 

frequency bands. The differences between the accuracy rates for each user with the same 

user-strategy shows that capturing the raw signal can affect the results. It means, for some 

users the signal strength of the electrodes was not steady in the time of recording because 

some of the participants had long hair and the hair had an influence on the quality of the 

signals and on the other hand, the situation of electrodes in Emotiv device was not suitable 

for the shape of some users’ heads. What this experiment adds is specific to images that 

users are required to memorise, then, participants have been asked to remember the 

introduced images. This study gives some knowledge into how the brain sees pictures with 

various attributes, and what that can educate us concerning this image recall, which may 

help improving the security process for brain-based authentication methods. 

5.3 Deep Breathing Method 

The rhythm of breathing creates electrical activity in the human brain that enhances 

emotional judgments and memory recall. These effects on behaviour depend on whether it 

is inhale, exhale or breath holding. It means that deep breathing can bring back brain signal 

to its own normal state and help remembering, picturising memorised patterns. The human 

brain is not stable during life and, depending on different situations, it could lose its normal 

state to create any patterns. Deep breathing can improve any brain-based security patterns 

in the long term. This experiment is done to prove the effects of deep breathing on the brain 

and see if the deep breathing itself can be a security pattern for authentication purposes.    

The brain EEG data were acquired from 50 individuals doing two tasks: normal breathing 

and deep breathing. The deep breathing task was done in three parts of inhalation, breath-

holding, and exhalation. The recorded data sets were pre-processed and the necessary 

features regarding the aim of this research were extracted and selected for classification. The 

three labels, inhalation, breath-holding, and exhalation were performed for both SVM and 

NN classifiers. All 3 steps of the deep breathing task had a successful recall percentage. 

However, the results showed that the inhale and exhale part of the deep breathing task are 

harder to recall but the general trend of breath-holding had a much higher successful recall 
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than the other two. According to the results the breath-holding part of the deep breathing 

task is considered as the brain pattern for the authentication process. Table 5.5 shows the 

results of the classifiers for all 50 participants. 

Table 5.5. The average results of both SVM and NN classifiers for breath-holding pattern 

Classifie

r 

TPR TNR FAR FRR 

SVM 0.82 0.97 0.17 0.02 

NN 0.86 0.97 0.15 0.03 
 

The selected features according to the three domains discussed earlier were fed into each 

classifier as separated feature sets. The performance of the classifiers was based on the three 

selected features. The results of the classifiers for recalling the breath-holding part of the 

task were with an average accuracy of 0.89, 0.88 with the accuracy rate of 90% and 91% for 

NN and SVM classifiers respectively with a precision of 0.95 [Table 5.6]. 

Table 5.6. The average performance of the classifiers for recalling Breath-Holding vs not recalled   

Classifier Precision Recall F-Score Accuracy  

NN 0.95 0.88 0.86 0.90 

SVM 0.95 0.89 0.85 0.91 
 

Table 5.7 is a comparison between some high-results performance experiments that were 

achieved in previous works in the EEG-based authentication area. As you can see, high 

enough accuracy rates have been achieved in all experiments. Patel et al., got the highest 

accuracy rates 92.5% among all of them, following that Armstrong et al., with 89% and 

Zhendong et al. with 87.3%. Both Armstrong et al. and this thesis passed the permanency 

test, but the result achieved from this thesis using the deep breathing method is higher by 

3% with a 91% accuracy rate. In comparison to other mental tasks and brain patterns used 

in the studies, the deep breathing pattern can be performed with no equipment, no cost and 

most importantly deep breathing can be done anywhere by anyone in any situation of human 

life at any time.    

Table 5.7. A comparison between this paper and previous works 

Author Brain State Tasks Accuracy Permanency Test 

Armstrong et al. [33] Text reading  89% Yes 

Patel et al. [34] Visual stimulus  92.5% No 

Zhendong et al. [36] Visual stimulus  87.3% No 

Proposed technique Deep Breathing  91% Yes 
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The results showed that deep breathing could bring back brainwaves to a normal state. It 

also promotes alpha waves, which is the band related to mind relaxation and would be very 

helpful to create a pattern no matter what situation the person is experiencing including 

stress, fear, anxiety, sickness, and many other conditions that can distract the brain from its 

normal state. Deep breathing can also promote other brainwaves including Delta, which 

occurs in the deepest state of complete relaxation, and Theta, during extreme mind 

relaxation. Therefore, deep breathing not only could help other brain states in terms of 

permanency but also could be an appropriate option to be used as a brain pattern for 

authentication purposes. 

5.4 Summary  

This chapter includes all the results achieved from both picturising patterns and deep 

breathing patterns brain-based authentication methods. The first proposed method achieved 

a high accuracy rate of 88% which shows this could be a more practical method to heighten 

the level of security and the usability of the system. The second proposed method achieved 

a high accuracy rate of 92% which shows a great improvement in permanency of the brain 

pattern in time. The last objective of this thesis was achieved in this chapter. The results 

from both proposed methods were presented and compared to other research and 

experiments which shows improvements in the BCI authenticating process in terms of 

usability, security and permanency of a brain-based authentication pattern that can be used 

as a biometric user identification technique.         
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Chapter 6 

                   Conclusion 
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6.1   Overall Conclusion 

In the near future, biometric authentication methods will be the most useful methods for 

devices and applications because of the usability, security level, ease of use, and fast 

execution. Many brain computer interface experiments were performed using brain signals 

as an alternative biometric authentication method, where some of them achieved high 

accuracy for their experiences. However, there are several limitations such as usability, 

security level and permanency of the system through time associated to such methods which 

need to be resolved for any brain-based authentication in the future.  

Brainwaves are another human biometric that could be the most secure biometric technique. 

In comparison with other biometric techniques in terms of security, the human brain signal 

has a number of advantages. Firstly, it is the only biometric that is changeable, not visible 

to duplicate and does not have a shoulder-surfing problem. Secondly, it is more useful for 

disabled individuals of which a good example would be the famous scientist Stephen 

Hawking who was using a kind of brain-computer interface technology.    

The proposed research was initiated by investigating the use of EEG brain signals for 

biometric authentication. Two strategies were presented as brain-based authentication 

methods: SaS-BCI picturising pattern and deep breathing method. 

Earlier in Chapter 1, the research aim and objectives were set out and only a brief summary 

is presented here. The main target for this research was to propose techniques and strategies 

to improve security, usability and stability of a brain pattern in a BCI authentication process. 

Our goal was to create a user strategy using different techniques of feature extraction and 

classifications of brain signal to achieve higher accuracy rates in results, and improve the 

BCI authentication process in terms of speed, usability, security and permanency of the 

method in time.  

Seven primary objectives were specified in order to achieve the principal goal. First, 

investigating different biometric authentications, brain-computer interfaces and brain-based 

authentication techniques in previous studies, to have a better view of the whole spectrum 

of biometric authentication methods and their advantages and disadvantages. Second, 

proposing new user strategies to record the EEG signal using a BCI device which was done 

by Emotiv Epoc+ non-invasive brain device. Third, capturing a primary data set following 
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the appropriate ethical procedures from the LJMU. Fourth, applying filtering techniques and 

algorithms to de-noise the data from artifacts and unnecessary signals and clear the required 

components in the recorded data. Fifth and Sixth, using methods and machine learning 

algorithms to extract the useful features and classify them to test and achieve the desired 

result. Finally evaluating the archived results for usability, security and permanency of the 

method in time. All the objectives were met in order to achieve the research goal. 

The first three objectives which were an accurate investigation into previous experiments 

and research in this area and recording the EEG data from participants using Emotiv Epoc+ 

device, were completed, and the primary data archived according to research ethical 

regulation approved by LJM University. All the EEG raw data were saved in the university 

computer system and prepared for analysis. 

In order to achieve the fourth objective which is applying filtering techniques and the 

Independent Component Analysis (ICA) algorithm on the data for noise removal; the fifth 

objective, which is extracting the needed features according to proposed strategies to use as 

the authentication signature; and the sixth objective, which is applying the new signal 

processing and classification method on the data to achieve better results for a brain-based 

biometric authentication system, two different strategies and methods were proposed as the 

SaS-BCI method using picturising pattern and deep breathing pattern in three parts of 

inhalation, breath-holding and exhalation. The security and usability of the BCI 

authentication process improved by proposing the SaS-BCI user strategy using picturising 

pattern as a brain ID, applying the band-pass filtering technique and ICA algorithm to de-

noise the data, applying FFT, PSD methods and log-bandpower paradigm to extract the 

biometric features and finally classifying the data using SVM and LDA classifiers to achieve 

the desired results. 

The stability and permanency of the BCI authentication process was improved by proposing 

the deep breathing user strategy using breath-holding as a brain ID, and the same process as 

the first proposed method for signal pre-processing and noise removal and DWT method for 

feature extraction and finally classifying the data using SVM and NN classifiers.  

The last objective of this thesis was archived after evaluating and comparing the archived 

results from each method and classifier to other experiments and previous researches which 
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showed big improvements in terms of usability, security and stability of the method in 

comparison to other researcher works.       

Selecting each of the general protocols for recording EEG including physical tasks and 

imaginary tasks can affect the process and the accuracy of brain-based authentication 

process. 

Different mental tasks or brain-based paradigms  will have different outcomes. According to 

the literature, it is shown that better results have been achieved from imaginary tasks and 

protocols in comparison to the physical ones. Many different mental tasks have been tested 

and good results achieved. However, most of them are very complex and time-consuming 

for the authentication process. 

For a secure and fast brain-based authentication process, we need an imaginary brain 

paradigm that can be used as a brain-ID. Regarding the literature, pictures and shapes can 

be easier to memorize and choosing a good authorization paradigm could be very important 

for authentication purposes. Therefore, in this study a brain picturising pattern has been 

tested by the proposed method to predict image memorability and see which types of images 

are easier to remember and are more appropriate to use as brain-IDs 

The results showed that SaS-BCI could be a very useful way of authorization from each 

human’s brain ID. For this process, the user can look at a specific picture, memorise it and 

register the brain-ID by imagining the picture in the mind. Therefore, in terms of security, 

the combination of these two could be a new hybrid strategy to get better results for using 

the brain signals as an authentication technique. Mental imagery and using the picturising 

pattern in the mind could be a more secure brain pattern to use as a brain-based 

authentication method. Memorising a picture in the mind as a user ID would be a useful way 

in terms of security according to the fact that no one can see it in the user’s mind and the 

user can change the pattern whenever is necessary. 

The first method of this study has investigated the use of an EEG brain signal to predict 

image memorability and the possibility of using the mental imagery pattern as a biometric 

authentication method. A new strategy (SaS) was used which in comparison to other studies 

in terms of security could be one of the most useful brain-based authentication patterns. This 

method by using all the techniques and algorithms, which were for the pre-processing and 
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feature extraction and classification resulted in an average of 88% accuracy rate. It should 

be noted that the results could be slightly different by using different techniques and 

algorithms of signal processing and classification. 

The big challenge for all brain-based authentication studies is that the brain patterns can 

change depending on the brain situation. For instance, EEG data of a person can change in 

situations like being sick, being drunk, being addicted to drugs, and getting mental issues 

like anxiety, high stress, deep sadness and many other situations that any human can 

experience. Therefore, it needs a new method to improve the results, which can be useful in 

all different mental situations of the human brain, not just for specific tasks in a specific 

situation. The second method in this study is presented to cover this issue.  

The second method presented an EEG-based authentication method using deep breathing as 

a brain pattern by recording the EEG data from 50 individuals, taking deep breaths in three 

steps for each session. The result shows that deep breathing tasks could improve brainwaves, 

specifically the alpha wave in different situations no matter what the individual’s brain is 

experiencing. A deep breathing task could be the best choice to have a stable EEG pattern 

with a high accuracy rate for brain-based authentication purposes. This technique achieved 

an average of 92% accuracy rate successfully. It showed that the proposed method using a 

deep breathing pattern could improve the process of authentication in terms of permanency 

and stability of the brain pattern. This work may provide the basis for future investigations 

on EEG data to do accurate predictions for long-term memory tasks. 

6.2   Limitations and problems 

• There were some problems and limitations in the process of this project, which had 

an influence on the quality of the results and, the number of users. These limitations 

are as follows: 

• The electrode position of the Emotiv device was not suitable for some participants’ 

heads 

• The signal strength of the Emotiv device is weak and was unstable for a number of 

the participants that had long hair.     

• Emotiv EPOC+ device problems: The electrodes of this device were getting dirty 

and rusty through the experiments which meant taking out the electrodes and 

cleaning them to get better quality signals.  
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• Emotiv Pro software: As mentioned before, the Emotiv device needed special 

software (Pro Software) to capture the signals and record them to a computer. It made 

the process harder because that software was not open source and free and the device 

would not record the data without its specific licence, which had to be paid for. 

• The pandemic situation caused by COVID-19 made it harder to find individuals to 

participate in this study. 

Resolving the mentioned limitations will be the main part of our future work which is 

explained in the next section.  

6.3   Future works  

This research focused on brain signal as a new biometric authentication method. Considering 

the aforementioned limitations, a number of possible future directions can be recommended. 

According to the weakness of the brain signals recorded non-invasively, we need stronger 

BCI devices that could record brain signals with much less noise, and auto detect the 

unnecessary signals and separate them with the desired signals according to the created 

pattern. There are many different types of BCI devices to capture and record the brain 

signals. Using different devices will be another decision to acquire the brain signals and 

investigate them.  

In terms of the technology according to our fast progress world, there are new types of BCI 

devices which are more practical, stronger and faster than the device that was used in this 

research. To create a practical and suitable authentication method using brain signals, it is 

very important to use a high-tech brain device which works faster with more accuracy in 

recording the specific components of the human brain. We will use the best recent brain 

devices for our future experiments and try to see the strengths and weaknesses of different 

types of devices and design a new piece of technology that could record human brain signals 

in as efficient, easy-to-use and cost-effective way as possible.  

In terms of participants and users, in the future a larger number of users will be tested to 

achieve results with higher accuracy that would be more trustworthy to be used in real time 

life experiments.  The larger the number of users, the more reliable result would be acquired. 

In terms of user strategy or signal acquisition, the human brain is not stable depending on 

different situations that any human would experience in life. Therefore, more user strategies 
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would be used to find the best one which can be more stable through time and would be 

easier for authentication process. Different types of users will be investigated and tested, 

especially disabled individuals who are not able to use their hands and move their bodies. 

Therefore, better methods can be developed specifically for users with disability to make it 

easier for them to use the brain-based technologies. 

In terms of the signal processing feature extraction and classification of EEG data there are 

many different methods and algorithms that we would consider to use and investigate to 

select the best techniques and improve them in a way that could have a direct effect on the 

accuracy of the results. Recent machine learning methods need strong computers with a high 

specification to process the larger amount of data which makes the process of the 

authorisation and authentication slower. The other machine learning methods would be 

investigated and be updated to improve the speed and the accuracy of the process which has 

a direct influence on the authentication process.    

In terms of security level, more security-based methods will be investigated like two-factor 

authentication methods using EEG signals. It enables users to improve their pattern with the 

mental state and it can improve the level of security using brain signals. 

Our major concerns for the future work will be investigating the recent BCI devices and find 

their advantages and weaknesses to create a piece of technology which can record brain 

signals non-invasively with a stronger signal recording electrodes that can record the EEG 

data with fewer noises and artifacts. A device that could allow us to integrate different 

machine learning algorithms including the methods presented in this research, in its 

recording process that can do the steps of pre-processing, feature extraction and 

classification in real-time. 

In summary, the major goal of the proposed study was to achieve faster, easy to use, and 

secure BCI authentication system that can be integrated on security-based technologies and 

devices.  It is hoped that the present thesis might pave the way for future researchers in this 

realm and to indicate the directions in which future BCI biometric authentication research 

should proceed.     
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