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Abstract 

Microchannel heat sinks are pointed to have a great potential in cooling 

systems. This paper presents a systematic study to develop a microchannel 

heat sink to be used in cooling applications. Particular emphasis is given to 

PV panels cooling. A systematic experimental approach is used to optimize 

the heat sink geometry. Then the potential advantage of using flow boiling 

conditions is explored in both numerical and experimental approaches. The 
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two-phase flow is characterized in two different sets of conditions. In the 

experimental approach, a constrained bubble flow was observed with a stable 

pattern and bubble frequency in the narrower channel. In the wider channel 

a bubbly flow was observed with increased bubble diameters.  Numerical 

simulations were also performed in order to examine the first transient stages 

of the two-phase flow development close to the inlet of the considered 

microchannels assuming an initial arbitrary distribution of nucleation sites. 

For this purpose, a previously developed and validated numerical simulation 

framework was utilised. The proposed customized tool has been developed in 

the general context of OpenFOAM CFD Toolbox and it accounts for phase-

change (boiling/condensation) as well as for Conjugate Heat Transfer between 

solid and two-phase flow domains. The numerical predictions reveal that the 

proposed tool is sensitive enough to capture the effects of channel aspect ratio, 

applied heat flux and applied mass flux on the generated transient bubble 

dynamics and the associated heat transfer characteristics and it can 

constitute an important tool for quantifying the underpinned complex 

physical mechanisms, providing further insight into the experimental 

observations and measurements.  

 

1. Introduction 

High Concentration Photovoltaic (HCPV) Panels are one of the most efficient 

photovoltaic technologies in converting solar energy to electricity [1]. These 

allow a higher concentration of energy in a multijunction cell which can reach 

standard efficiencies of up to 40%. This higher concentration is also the cause 
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of the higher working temperatures of these cells, known to penalize 

conversion efficiency [2]. To address this, an appropriate cooling solution is 

needed in these types of panels. Currently in use, passive cooling methods are 

reliable, don’t consume system energy and are cheap to manufacture but they 

lack in performance [3]. Alternatively active cooling systems could be used to 

improve these systems. Microchannel cooling systems are one of the suiting 

options due to the small scale and high reported heat dissipation. 

Since they were first proposed by Tuckerman and Pease [4], microchannel 

heat sinks have been progressively optimized to get the most out of them. For 

instance, the geometrical optimization of these devices has been carried out 

by several authors to improve their heat transfer while keeping pressure 

losses low in the channels. These studies, such as the ones carried out by Peng 

et al. [5], Xia [6] or Wang [7] tried to establish relationships between the 

channel geometries and its performance, creating design guidelines. 

Raghuraman et al. [8] performed a numerical and experimental work where 

they studied the influence of the aspect ratio on thermal performance using a 

heat exchanger with rectangular channels. The three heat exchangers tested 

have an aspect ratio of 20, 30, and 46.6. Through experimental and numerical 

tests, the results obtained included the parameters of pressure drop, friction 

factor, Nusselt number, thermal resistance, pumping power, and Poiseuille 

number, Raghuraman et al. [8] concluded that it is preferable to implement 

the exchanger with intermediate dimensions since it was responsible for 

removing a greater amount of heat, while keeping the other parameters at a 

level that is feasible for the project. Upadhye and Kandlikar [9] carried out 
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numerical work to evaluate the effect of the heat exchanger geometry to cool 

an electronic chip with dimensions of 25mm by 25mm. For an imposed flow 

of 100 /cm2, they concluded that a channel. with smaller dimensions depicts 

a better cooling performance.  Wang et al. [7] tested microchannels with a 

rectangular, trapezoidal, and triangular section, concluding that channels 

with a higher aspect ratio and smaller hydraulic diameter have a lower 

thermal resistance but a greater pressure drop. Wang et al. [7] also concluded 

that with the increase in the number of channels, the thermal resistance 

decreases, but in return, there will be an increase in the pressure drop in the 

exchanger. Xie et al. [9] tested an exchanger with minichannels to cool an 

area of 20 mm x 20 mm, concluding that narrower channels have a better 

performance, balancing heat transfer and pressure drop, when compared to 

wider channels.  

All the aforementioned studies were performed with single-phase fluid flows. 

By allowing the refrigerant to boil, the latent heat of the fluid is used to 

increase the heat flux removed. Despite presenting this added value, 

multiphase flow is more difficult to model, predict and control. Hetsroni et al. 

[10] conducted an experimental investigation on the effect of boiling on the 

cooling of electronic devices, using Vertrel XF as a boiling refrigerant, and 

finally compared it with the results obtained using water. The temperature 

gradient using boiling did not exceed 5K, while in water cooling the 

temperature difference was 20 K. However, the growth and consequent 

collapse of the vapor bubbles caused fluctuations in the pressure drop and 

decreased the heat transfer coefficient. In the work carried out by Tran et al. 
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[11] it was concluded that in smaller channels, the nucleation mechanism is 

dominant compared to the convection mechanism, thus concluding that 

boiling in microchannels increases heat transfer.  

The brief literature review performed here shows a wide range of studies on 

flow boiling heat transfer in microchannels. However, geometry optimization 

(balancing heat transfer and pressure drops) is mostly taken by a trial-and-

error approach and the potential advantages of using boiling to enhance the 

heat transfer are not clearly presented, as they are presented against many 

obstacles.  

In this work a single channel experimental approach is used to single out the 

effects of flow boiling in the pressure drop considering different channel 

widths. A previously validated numerical simulation framework for boiling 

flows is then applied to replicate 2 experimental conditions aiming to assess 

the first transient stages of the bubble growth dynamics at the first stages of 

the two-phase flow development in each case, considering the inlet regions of 

the considered micro-channels. The local and global heat transfer 

characteristics are also exported from the numerical predictions together 

with the bubble growth dynamics, providing further insight about the physics 

and phenomena occurring inside the channels, expanding our knowledge on 

how to optimize them. It is worth mentioning that although the imposed 

working conditions are more focused on a cooling strategy to be implemented 

in PV channels, the conclusions taken here are useful in a wider range of 

engineering applications. PDMS channels are flexible, inexpensive polymeric 

material, which can be used in a growing industry of wearables. For instance, 
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thermal management strategies have been studied in applications for sports 

equipment, in airspace industry and in defense industry, namely in NBQ 

suits e.g. [12-14]. The few existing solutions based on liquid cooling address a 

complex tubes system, which requires a pump that may increase the weight 

of the equipment up to 10kg [15]. The use of flexible and inexpensive 

microchannel based heat sinks may also work as a game changer for this field 

of application.  

 

2. Experimental Methodology 

To infer on the effect of the channel width in the boiling process, single 

channel prototypes were manufactured in Poly(dimethylsiloxane) – PDMS 

and tested. The manufacturing process is described in the following sub-

section. 

 

2.1. Manufacturing the channel prototypes 

The tested channels are manufactured by pouring liquid PDMS on a resin 3D 

printed mold. Various molds were manufactured as to account for a given 

range of channel widths. For this work two different channel widths (Wchannel) 

were used, namely 0.5 mm and 1 mm. The geometry of the mold is 

represented in Figure 1. The channels section is square. 

 



 

7 

 

 

 

Figure 1 – A. Drawing of the prototype mold (dimensions in mm); B. 3D printed mold; C. PDMS single 

channel prototype 

 

After the mold is printed, it is closed with aluminum tape and filled with 4g 

of PDMS. The PDMS is then left to cure for 48h in a closed chamber, at room 

temperature. During this time air bubbles trapped inside of the PDMS escape 

and the prototype turns solid. Finally, it is cut to size and it is punctured in 

the inlet and outlet of the channel so that liquid can flow through it. 

 

2.2. Experimental Setup 

A schematic of the used setup is seen in Figure 2 a). When the prototype is 

ready, it is placed on the setup. The PDMS device (5) is placed on top of a 

stainless-steel foil (AISI 304) (8) and tightened between two acrylic plates, to 

properly seal. The stainless-steel foil is connected to a HP 6274B DC power 

source (6), to be heated by Joule effect. A detailed depiction of this part is 

presented in Figure 2 b). The flowrate is controlled using a syringe pump (1) 

that pumps the fluid to the microchannel. The working fluid is preheated 
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using a sleeve heater wrapped around the syringe HARVARD (2). The 

temperature is controlled with K thermocouples in the sleeve, connected to a 

control unit, using an on-off method (3). The inlet and outlet conditions are 

then measured using K thermocouples and absolute pressure transducers 

(Wika A-10). The pressure transducer at the inlet measures up to 250kPa, 

while the pressure transducer at the outlet measures up to 160kPa. The data 

from these sensors is read by a data acquisition board and processed using a 

house-made LabVIEW routine. The flow boiling inside of the microchannel is 

visualized and recorded during the experiments using a Phantom v4.2 High 

Speed Camera (4), working at 1000fps. The camera uses a Leica microscope 

lens with 4x magnification. For the optical configuration used here the 

calibration factor is 21m/pixel. 

Finally, the working fluid exits the system and is stored in a container at 

atmospheric pressure. 
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(a) 

 

(b) 

 
Figure 2 – a) Experimental Setup Schematic: 1. Syringe Pump, 2. Syringe Heater, 3. Temperature 

Control for the syringe heater, 4. High-Speed Camera, 5. PDMS microchannel device, 6. DC Power 

Output, 7. Container for fluid exiting the system, 8. Stainless-Steel Foil.  b) Close up of the test section. 

 

 

 

 
2.3. Surface Characterization 

To obtain closer input conditions for the simulation, both the surface of the 

PDMS and the Stainless-Steel foil were characterized using a tensiometer 
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(THETA, from Attention), which was used to measure static and quasi-static 

(advancing and receding) contact angles, using the sessile drop method. The 

values depicted in Table 1 result from an average of 5-7 measurements along 

the sample surfaces, so that the average values can be representative of the 

entire surface. Details on the measurement procedures are given in previous 

work [16,17].  

 

Table 1 - Material Surfaces Contact Angles 

 PDMS Stainless Steel 

Static Contact Angle(º) : 102.6 64.2 

 

 Quasi-static Contact Angle(º): 

  

 Advancing a 110.9 76.1 

 Receding r 75.7 34.4 

 

2.4. Experimental procedure and conditions 

Before the experiment is run, the syringe is filled with the working fluid HFE 

7100. The relevant properties of this fluid are presented in the table below 

[18]: 
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Table 2 - HFE7100 Fluid Properties  

HFE7100 

 

Saturation Temperature (ºC) 

 

61 

Surface Tension [N/m] 14 

hlv [m2/s2] 

 

125.6 

Liquid Properties:  

Density [kg/m3] 1500 

Dynamic Viscosity [mN s/m2] 0.279 

Specific Heat Capacity [J/kg K] 1183 

Conductivity [W/m K] 

 

0.07 

Vapor Properties:  

Density [kg/m3] 9,6 

Specific Heat Capacity [J/kg K] 1260 

Conductivity [W/m K] 0.063 

 

To perform the experiment, the syringe is preheated to 50ºC. After that, a 

given current is fed through the stainless-steel foil. This current is measured 

with a multimeter and calculated based on the desired heat flux. The 

temperature of the foil is controlled with a thermocouple so that one can know 

when a stable temperature is reached. Once the pump starts working, the 

fluid should reach stable pressure and temperature results. Once we have a 

stable flow, the pressure and temperature data are recorded at the same time 
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the high-speed video is. These steps are repeated for each set of conditions 

and repeated 3 times for each individual set. In this work, and in order to 

validate the numerical results, two set cases were chosen. The conditions of the 

two established experimental cases were selected so they represent two extremes, 

with considerably different heat and mass fluxes and channel width, in order to 

examine the sensitivity of the numerical simulation framework on capturing the 

difference in the resulted two-phase flow and heat transfer characteristics. These 

conditions for each set are presented in the table below: 

 

Table 3 - Test case conditions 

Case Heat Flux 

[W/m2 K] 

Flowrate  

[ml/min] 

Channel Width 

[μm] 

Re 

 

1 1695.88 10.125 500 900.00 

2 2403.46 4.56 1000 304.00 

 

2.5. Data processing and uncertainty analysis 

 

The fluid flow inside the microchannel is characterized as a laminar flow, 

with values of the Reynolds number, Re=900 and Re=304, for the flow rates 

of 10.125 and 4.56 ml/min, respectively. Here Re=uDh/, where  and  and 

the specific mass and dynamic viscosity of the working fluid and Dh is the 

hydraulic diameter. The main stream average velocity u is given by mass 

conservation, using the volumetric flow rate values. 
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The flow is within the bubbly flow regime. Bubble dynamics was addressed 

and assessed based on image analysis. To evaluate bubble velocity, the high-

speed camera videos were analyzed with the aim to find isolated bubble 

nucleations. Once the bubble has separated the surface, it is tracked until it 

leaves the camera view range. For each 15 frames, the bubble’s center position 

is registered in a spreadsheet, using its pixel coordinates. An approximate 

diameter in pixels is also registered in the spreadsheet. Both the center of the 

bubble and its diameter are extracted by visual analysis with the aid of the 

camera’s software to perform the measurements, so an accuracy of ±1 pixel 

was considered from this analysis. Before all measurements are performed a 

calibration picture is taken at the same distance. The pixel measurements 

(both the diameter and centroid position) are converted into meters using the 

calibration and the velocity is calculated by using the following equation: 

𝑈𝑛 =
√(𝑥𝑛 − 𝑥𝑛−1)2 + (𝑦𝑛 − 𝑦𝑛−1)2

15/𝑓𝑝𝑠
  

In which Un represents the speed of instance n; xn and yn represent the bubble 

position in meters in relation to the picture’s origin at instance n, and fps is 

the acquisition rate (in frames per second) setting of the high speed. For the 

presented study, 1000 fps was used.  

  Bubble diameters was evaluated in different ways, namely by considering 

an average value for specific working conditions and by following bubble 

growth rate along the channel. These values were obtained from the analysis 

of approximately 15 frames, with an accuracy of ±1 pixel. 
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As for the remaining relevant parameters, uncertainty was evaluated based 

on Moffat approach [19]. Main uncertainties of the measurements, associated 

to the equipment are provided in Table 4. 

 

 Table 4 – Main uncertainties of the measured parameters 

Parameter Uncertainty 

Flow rate (Syringe pump) ±0.035% 

  

Inlet pressure ±1.25kPa 

Outlet pressure ±0.8kPa 

Inlet/outlet temperatures ±0.5ºC 

Bubble diameter ±45μm 

Bubble Velocity ±0.0029m/s 

 

3. Experimental Results 

The experimental results section will resume the findings while analyzing the 

cases explicit in Table 3. These cases will be referenced by the numbers that 

identify them in that table. 

 

 

3.1 Qualitative Analysis of the High-Speed Images 

A first look at the high-speed images shows the main differences between the 

two distinct cases. A set of images were selected and are presented in Figure 

3. In Figure 3 a), one can observe very stable and organized flow with few 
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nucleation sites. The bubbles in this case are constrained by the channel walls 

and move at near constant speed when fully detached. A nucleation site was 

detected and is marked by the yellow arrow. Due to the physical restraints of 

the setup, the camera lens cannot move to the inlet of the channel. It is 

possible to observe bubbles already formed entering the high-speed camera 

view range. These bubbles cross the nucleation point, and a small acceleration 

is visually noticeable. A marked example is the bubble followed by the purple 

line. Additionally, one can see that the bubble also slightly enlarges due to 

the coalescence occurring in the nucleation spot region. 

Figure 3 b) depicts a slightly more complex flow. Nucleation sites are placed 

to the left and right of the channel and bubbles can freely pass through each 

other at different speeds, as a single HFE7100 bubble cannot occupy the 

whole channel [20]. In blue one can see one such case, a faster bubble collides 

and coalesces with a slower bubble, and both accelerate due to that. In purple 

two bubbles approach each other but there is no coalescence. This is probably 

because they are at different heights. A nucleation site is also visible here and 

marked in yellow. It is worth noting the higher number of nucleation 

originating from the same site when compared to the previous example. In 

this case, the provided heat flux is higher, so a higher nucleation frequency is 

expected. The main difference between both cases can be stated as the type of 

flow. Comparing both cases, it is also possible to see an increased number of 

nucleation sites, as the applied heat flux is higher. Although Case 2 is a 

textbook example of bubbly flow, Case 1 is a confined bubble flow example as 
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reported in the work of Yin and Jia [21]. The main parameters that are 

influencing this difference are clearly the bubble diameter and channel width. 

 

a)  

b)  

Figure 3 - High Speed Camera frames from the selected cases. a) Case 1; b) Case 2 

 

3.2 Bubble Dynamics during nucleation 

Bubble dynamics for both cases will be analyzed by comparing measurements 

of the bubble diameter and velocity. For both cases, nucleation data was 

sampled from the very start of nucleation. These parameters were studied as 

these bubbles reach the end of the camera view range. The study for case 1 is 

depicted in Figure 4. Isolated bubble growths without coalescence phenomena 

were picked and an average of the results is presented here. Looking at the 
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Bubble Velocity graph one can see an almost linear increase of the bubble 

velocity and then a decrease in acceleration that stabilizes the velocity near 

0.12 m/s. While the bubble velocity stabilizes, it’s diameter grows closer to the 

channel diameter until it can grow no further in diameter may transform into 

a slug if additional coalescence or phase change happens. For Case 2, it is 

possible to see that the evolution of the bubble diameter is quite similar. Both 

reach a value close to 400 μm near the 100 ms mark and the growth presents 

a linear trend. In Case 2, the velocity seems to further increase at the end of 

the analyzed segment. Here, intensive coalescence phenomena are observed, 

so the velocity at the end may be influenced by an unseen small bubble 

merging into the processed ones as the uncertainty grows. 
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Figure 3 - Bubble Dynamics analysis for case 1: evolution of Bubble Diameter and Bubble Velocity since 

the start of nucleation 
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Figure 5 - Bubble Dynamics analysis for case 2: evolution of Bubble Diameter and Bubble Velocity since 

the start of nucleation 

 

4. Numerical Simulation Methodology 

 

4.1 Governing Equations  

A customized enhanced VOF solver that has been developed within the 

general framework of the open-source toolbox OpenFOAM, has been utilised 

for the numerical simulations in the present investigation. The 

enhancements of the solver involve the implementation of: i) an appropriate 

treatment for spurious velocities dampening (a defect that characterises all 

VOF methods), ii) a more advanced dynamic contact angle sub-model for 
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wettability effects iii) an appropriate phase-change model and iv) Conjugate 

Heat Transfer (CHT) between the two-phase fluid and solid domains. The 

present sub-section, summarises the main governing equations for mass, 

momentum, energy, and phase volume fraction. Both liquid and vapour 

phases are treated as incompressible, Newtonian fluids. This solver has been 

extensively validated and applied in the past by the authors’ research team 

against various cases of adiabatic and diabatic bubble and droplet dynamics. 

Further details can be found in [22-28]. 

The continuity equation is given as: 

 

∇ ∙ (ρU⃗⃗ ) = ρ̇ (1) 

 

where U⃗⃗  is the fluid velocity and ρ is the bulk mixture density. The term on 

the right-hand side ρ̇ represents the mass source term due to phase change. 

The momentum equation is given below: 

 

∂

∂t
(ρU⃗⃗ ) + ∇ ∙ (ρU⃗⃗ U⃗⃗ ) − ∇ ∙ {μ [∇U⃗⃗ + (∇U⃗⃗ )

T
]} = −∇p + f ST + f g (2) 

 

where p is the pressure and μ is the dynamic viscosity of the bulk mixture. 

The source terms on the right-hand side account for the effects of surface 

tension (f ST) and gravity (f g) forces, respectively. The surface tension term is 

modelled with the classical approach of Brackbill et al. [29]. The energy 

balance in the fluid domain is given by the following equation: 
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∂

∂t
(ρcpT) + ∇ ∙ (U⃗⃗ ρcpT) − ∇ ∙ (λ∇T) = ḣ (3) 

 

where cp is the heat capacity of the bulk mixture, T the temperature field, and 

λ is the thermal conductivity of the bulk mixture. The term on the right-hand 

side of the equation (ḣ) represents a source term for the contribution of the 

enthalpy of evaporation/condensation that in effect results to the 

cooling/heating that is associated with the latent heat of the phase-change. 

The calculated flow field advects the volume fraction α with the use of the 

following equation: 

 

∂α

∂t
+ ∇ ∙ (αU⃗⃗ ) − ∇ ∙ (α(1 − α)U⃗⃗ r) =

ρ̇

ρ
α (4) 

 

When simulating two-phase flows of two immiscible fluids, the interface 

sharpening is very important. The sharpening of the interface in OpenFOAM 

is artificially achieved by introducing the extra compression term ∇ ∙

(α(1 − α)U⃗⃗ r) in Equation (4) where U⃗⃗ r represents the artificial compression 

velocity. Due to the local mass source terms in the case of evaporation and/or 

condensation, the velocity field is not free of divergence and therefore, a 

source term (
ρ̇

ρ
α) is needed on the right-hand side of the Equation (4). Finally, 

the properties of the bulk fluid mixture are computed as the weighted 

averages of the liquid and vapor phases. The volume fraction α of each phase 

is used as the weighting factor (i.e. ρ=αρl+(1- α)ρv).  
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As also mentioned previously, the utilised numerical solver has been modified 

accordingly to account for an adequate level of spurious currents reduction. 

More details on this implementation to the solver can be found in the paper 

by Georgoulas et al [22]. 

The energy balance in the solid domains is described by the following 

equation: 

 

 
∂

∂t
(ρscpsT) = ∇ ∙ (λs∇T) (5) 

 

where ρs and cps are the solid domain density and heat capacity, respectively. 

An iterative coupling at the interface between the fluid and solid domains is 

conducted ensuring that the following conditions are met: 

 

Tf = Ts, λf

∂Tf

∂n
= λs

∂Ts

∂n
 (6) 

 

where Tf is the temperature at the fluid side of the conjugate heat transfer 

boundary and Ts is the temperature at the solid side. Finally,  λf and λs are 

the thermal conductivity of the fluid and solid domains, respectively.  

 

4.2 Phase Change Model 

The phase change model originally proposed by Hardt and Wondra [30] has 

been also implemented in the present OpenFOAM VOF based solver. In more 
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detail, the evaporation/condensation mass flux at the interface of the two 

phases (jevap), is calculated with the following equation: 

 

 

jevap =
Tint − Tsat

Rinthlv
 (7) 

 

where Tint  is the interface temperature, Tsat is the saturation temperature, 

Rint is the interfacial heat resistance and hlv is the corresponding the latent 

heat of evaporation/ condensation.  

The interfacial heat resistance is calculated using the following formula: 

 

Rint =
2 − γ

γ
 
√2πRgas

hlv
2

Tsat
3/2

 ρν
 (8) 

 

This equation in effect represents a fitting function since there is a varying 

uncertainty of the γ parameter that is contained within the range 0 < γ < 1. 

For all cases presented in the present paper, the parameter γ, which can be 

referred to as the accommodation coefficient is taken to be equal to 1. Rgas 

represents the specific gas constant of the fluid which is calculated as R/M, 

where R is the universal gas constant and M is the molecular mass of the 

fluid. 

Then the calculated mass flux is added to the conservation equations, through 

the calculation of an appropriate volumetric source term. This volumetric 
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source term is calculated by multiplying the mass flux at the interface by the 

magnitude of the volume fraction gradient: 

 

ρ̇0 =  jevap|∇α| (9) 

 

The “Net Mass Flow” is then calculated integrating this initially calculated 

volumetric source term field, through the entire interface:  

 

ṁint = ∭ρ̇0 dV (10) 

This “Net Mass Flow” is needed to ensure mass conservation. The mass source 

magnitudes of liquid and vapour should be equal, as they represent the net 

evaporation rate. In order to avoid computational instabilities, the initially 

calculated sharp source term is artificially smeared over a finite number of 

computational cells, through the solution of a diffusion equation: 

 

ρ̇1 − ∇ ∙ [(D∆τ)∇ρ̇1] = ρ̇0 (11) 

 

An artificial time step ∆τ is utilised, and Neumann boundary conditions are 

applied in all boundaries of the domain, for the artificially smeared source 

term ρ̇1. It should be noted that despite this artificial smearing of the original 

source term, the integral values of the sharp and the smooth fields remain 

the same. The width of the smeared field is proportional to the square root of 

diffusion constant D multiplied by the artificial time step ∆τ. The selected 
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value of D is in each case adjusted to the mesh resolution, ensuring smearing 

over a finite number of cells. 

The next stage of this process of avoiding computational instabilities, is to 

take the source terms in all cells that do not contain pure liquid or vapour (α 

< 1 - αcut  and α > αcut, where αcut is set to 0.001) and artificially set them to 

zero in order for the interface containing cells not to be subjected any more to 

source terms and the interface to be able to be  transported only by the 

calculated velocity field. This makes sure that the transport algorithm for the 

volume fraction field and the interface compression can work efficiently 

without any interference with the phase-change source term field. To ensure 

however continuity, the remaining source term field needs to be scaled on the 

liquid and the vapour side using appropriate scaling coefficients to ensure 

that the mass is globally conserved: 

Nl = ṁint [∭(a − 1 + acut) ρ̇1dV]
−1

 
 

(12) 

Nv = ṁint [∭(acut − a) ρ̇1dV]
−1

 
 

(13) 

 

The final source term field is then calculated as: 

 

ρ̇ =  Nv (αcut − α) ρ̇1 − Nl(α − 1 + αcut) ρ̇1 . (14) 

 

This particular implementation has been extensively validated by the present 

Authors’ research group in the past [31].  
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4.3 Dynamic Contact Angle Treatment 

The dynamic contact angle (DCA) model originally suggested by Kistler [32], 

has also been utilised in the numerical simulation solver that is used for the 

simulations of the present investigation. The proposed implementation has 

been validated in the past against experiments available in the literature for 

droplet impact on flat surfaces with different wettability [24] as well as 

against experiments of pool boiling in biphilic surfaces [33], with excellent 

degree of convergence between the experimental measurements and the 

numerical predictions.  Furthermore, it has been recently applied for the 

investigation of the effect of wettability in flow boiling characteristics within 

microchannels by the same Authors’ team as the present paper [26].  

In more detail, the dynamic contact angle θd is given as a function of the 

contact line velocity (ucline), through the capillary number Ca and the inverse 

of Hoffman’s function: 

 

θd = fH [Ca + fH
−1 (θeq)]  (15) 

 

where  fH
−1  is the inverse function of the Hoffman’s empirical function 

calculated as: 

 

fH  = arccos {1 − 2 tanh [5.16(
x

1 + 1.31x0.99
)]

0.706

} (16) 

 

where x is given by: 
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x = fH [Ca + fH
−1 (θeq)]  (17) 

 

And the capillary number is defined as:  

 

Ca =
μucline

σ
 (18) 

 

The equilibrium angle θeq  is replaced by either a limiting advancing or 

receding contact angle θα or θr, according the sign of the velocity vector at the 

contact line position. 

 

 

 

5. Application of Numerical Model 

5.1. Computational Geometry, Mesh and Boundary Conditions 

In Figure 6, the generated computational geometry, mesh and the applied 

boundary conditions are illustrated. The computational domain has been 

discretised in two different parts; the solid domain and the fluid domain. A, 

structured computational mesh, with uniform cell sizes consisting of 

hexahedral elements is used. An element size of 4 μm was selected following 

a mesh independency study that has been performed in a recent, previous 

work [28], and therefore it will be not be further described here. Two different 

microchannel geometries are considered, a narrow channel (width to height 

aspect ratio β=0.5) and a wide channel (width to height aspect ratio β = 1.0). 

The height and length of the considered fluid and solid domains are kept 
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constant. The total number of cells of the solid domain for the β =0.5 and β 

=1.0 microchannels are 0.75M and 1.5M cells, respectively, while for the fluid 

domains 37.5 M and 75.0 M cells, respectively. The fluid domain dimensions 

(length, height, and width) are Lf = 4.8 mm, Hf = 1 mm, Wf = 0.5, 1.0 mm, and 

the solid domain dimensions are Ls = 4.8 mm, Hs = 0.02 mm, Ws = 0.5, 1.0 

mm. Only the first 4.8 mm of the corresponding experimental channels are 

considered and studied for the numerical simulations due to the increased 

computational cost.  

 

 

Figure 6 - Computational domain, boundary conditions and mesh details 

 

Apart from the inlet and outlet in the fluid domain and the bottom side of the 

solid domain, where a constant heat flux is applied, all the rest surfaces are 

considered to be adiabatic walls. At the walls, a standard no-slip velocity 

boundary condition was used with a fixed flux pressure boundary condition 

for the pressure values. Moreover, a dynamic contact angle boundary 
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condition is imposed for the volume fraction field, by assigning the maximum 

advancing and minimum receding contact angles. For the sidewalls of the 

fluid and solid domains, as well as for the top wall of the fluid domain a zero 

gradient boundary condition was used for the temperature field. At the outlet, 

a fixed-value pressure boundary condition and a zero-gradient boundary 

condition for the volume fraction were used, while for the velocity values a 

hybrid type of boundary condition was imposed that applies a zero-gradient, 

when the fluid mixture exits the computational domain and a fixed value 

condition to the tangential velocity component when the fluid mixture enters 

the computational domain. A zero gradient boundary condition for the 

temperature field was also prescribed at the outlet boundary. For the inlet, a 

uniform constant velocity value was applied as well as a fixed flux pressure 

condition. The volume fraction value was assigned as unity, as saturated 

liquid only enters from the inlet during the calculations. The temperature of 

the liquid at the inlet was also fixed at the saturation temperature. At the 

CHT interface both the temperature values as well as the heat fluxes are 

coupled, for each calculation time step, following an inner iteration process. 

 

5.2. Numerical Simulation Set-up and Procedure 

Two main stages are followed for all simulations. During the first stage, a 

specified heat flux is applied to the heated boundary of the solid domain, and 

a single-phase saturated liquid flow is considered initially with a specific flow 

rate. This is run up to a steady state condition where both the initial 

hydrodynamic and thermal boundary layers have been developed. At the 
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second stage, 60 arbitrary distributed bubble seeds are placed simultaneously 

on the conjugate heat transfer boundary, in the form of half-spheres with a 

radius of 20 μm (Figure 7). This was decided due to the absence of 

experimental information close to the inlet of the channels as the 

experimental images were recorded at a further downstream region. At this 

point it should be stated that in the future a nucleation site density, location 

and frequency sub-model must be used, in order to better account for the 

nucleation characteristics with respect to the flow conditions. 

 

 

Figure 7 - Initial condition for the second (two-phase) stage of numerical simulations for each of the 

considered channels. 

 

It should be mentioned that for both simulations the liquid and vapour phase 

properties are taken as these of HFE7100 liquid and vapour at the saturation 

equilibrium point for a pressure of Psat = 1 bar, which corresponds to a 

saturation temperature of Tsat = 334.15 K (REFPROP NIST software [37]). 
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The advancing (θa) and receding (θr) contact angles were taken according to 

Table 1. 

 

A High-Performance Computing (HPC) cluster was utilized for these two 

numerical runs. Each run required 400 computational cores. The duration of 

the computation for each of the 2 single phase stage simulations (one for each 

channel aspect ratio) was approximately 15 days, as a few seconds of real flow 

were required for a steady state condition to be reached. For the 

corresponding two-phase simulation stages, the duration of the computation 

was 7 days since just a few milliseconds of real flow were required. In total 

422,400 core-hours were utilized for the final runs. It should be mentioned 

that a variable calculation time step was utilized for all runs with the courant 

number kept constant at 0.5 for the two-phase simulations and 1.0 for the 

single-phase simulations. For the two-phase simulations, the calculation time 

step was varied automatically, ranging from approximately 10-8 up to 10-6 s 

while for the single-phase simulations it was also varied automatically, 

ranging from approximately 10-6 up to 10-5 s. 

 

6. Numerical Simulation Results 

The spatial and temporal evolution of the generated vapor bubbles for each 

channel case are depicted in Figures 8 and 9, for four successive time 

instances. The grey surface represents the liquid/vapor interface, while the 

colored contours reveal the instantaneous temperature fields. 
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Figure 8. Isometric view and top view of spatial and temporal evolution of the generated vapour bubbles 

(β=0.5) 

 

Figure 9. Isometric view and top view of spatial and temporal evolution of the generated vapour bubbles 

(β=1.0) 

It is evident that the variation of the channel aspect ratio as well as of the 

applied heat flux and mass flux has a significant effect in the generated two-

phase flow regimes. For the assumed arbitrary initial distribution of the 60 

nucleation sites, it is clear that for the narrow channel (β = 0.5) the bubbles 

grow in contact with the heated wall and coalescence into bigger bubbles, 

indicating the transition from a bubbly to a slug plug regime which is also 

evident from the high-speed images of the corresponding experimental run. 

On the contrary, in the case of the square channel, due to the higher initial 

superheat the bubbles grow faster and coalesce, indicating the transition from 

a bubbly flow regime to a churn flow regime. This has not been observed in 
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the corresponding experimental run, where a bubbly flow regime is evident 

from the high-speed images. This difference might be attributed to the initial 

assumed density and position of the nucleation sites (bubble seeds) in the 

numerical simulation that might differ significantly from the actual initial 

situation in the experiments. However, as it has been mentioned previously 

the experimental images are taken at downstream section of the channels 

and it was not possible to estimate the nucleation site density and position 

for the inlet section of the microchannels where the numerical simulations 

are focused.  Despite this fact, the proposed numerical simulation predictions 

indicate that the utilised numerical simulation methodology is able to capture 

the effects of variations in the channel cross-section, the applied heat flux as 

well as the applied mass flux in the generated bubble dynamics and heat 

transfer characteristics and it can therefore constitute an important 

investigation tool that can give additional insight in the further 

understanding of the experimental measurements. For the future, however, 

it is vital to better estimate the initial condition regarding the nucleation site 

density and position the experimental runs. 

 

In order to also quantify the effects of the variation of the channel aspect 

ratio, applied heat flux and mass flux in the heat transfer characteristics, the 

time averaged local Nusselt number is plotted against the dimensionless 

channel length in Figure 10. The corresponding single-phase curves (first 

stage of numerical simulations) is also plotted as a reference in each case. As 

it can be observed, the bubbly to slug-plug flow transition that has been 
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predicted numerically for the narrow channel case has resulted in a 

significant increase in the local heat transfer in comparison to the single-

phase stage (Fig 10 (a)). On the contrary, the direct transition from a bubbly 

to a churn flow regime for the square channel case has resulted in less 

significant increase of the local heat transfer in comparison to the single 

phase stage (Fig10 (b)). This is due to the fact that in the slug-plug flow 

regime there is a combination of contact line evaporation and liquid film 

evaporation. Additionally, in the case of the churn flow regime the existing 

liquid films between the vapour regions and the heated wall become highly 

unstable and therefore the contribution of the liquid film evaporation 

mechanism in the overall heat transfer is significantly lower than that in the 

case of slug-plug flow.  It is also evident that the single-phase stage of the 

narrow channel results in significantly higher local Nusselt numbers in 

comparison to the single-phase stage of the square channel. This can probably 

be attributed to the higher mass flow rate in the case of the narrow channel 

(Table 3).  
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(a) 

 

 

(b) 

                                                                 

Figure 10. Time averaged Nusselt number along the conjugate heat transfer boundary as a function of 

dimensionless length. (a) β=0.5, (b) β=1.0.  
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7. Conclusions 

In this work two different approaches aimed at getting a better 

understanding of the phenomena occurring in flow boiling based 

microchannel cooling at similar conditions. 

A first approach, by experimental means, aimed at observing the effects of 

the channel width, heat flux and flowrate in the flow, bubble diameter and 

bubble speed. Two types of flow were observed. The first in a smaller channel, 

constrained by the width was categorized as a confined bubble flow. The 

second, a bubbly flow, while unrestrained, showed more coalescence 

phenomena, but also higher nucleation sites by means of a lower flowrate and 

higher heat flux. While the technique used was able to provide valuable 

insight, the top view in this case is very restrictive. The detachment of the 

bubbles from the surface cannot be properly recorded and the dynamic 

parameters evaluated are influenced by unseen coalescence phenomena on 

the vertical axis. Here one can benefit from a side view as it can provide 

further information on the bubble dynamics. But it is also here where the 

numerical work can add significant value, even analyzing higher complexity 

flows that are impossible to characterize visually. 

Hence, a second approach, by numerical means, aimed therefore, to apply an 

enhanced customized VOF-based numerical simulation framework (that 

accounts for spurious currents reduction (a well-known defect of VOF 

methods), phase-change, accurate dynamic contact angle modelling and 

conjugate heat transfer between solid and two-phase fluid domains) for the 

prediction of the first transient stages of the two-phase flow development 
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close to the inlet of the microchannels. An arbitrary distribution and density 

of nucleation sites were considered, since the experimental measurements 

focus was in a further downstream part of the considered channels. The 

numerical predictions reveal that the proposed numerical simulation tool is 

sensitive enough to capture the effects of channel aspect ratio, applied heat 

flux and mass flux in the transient generated bubble dynamics and heat 

transfer characteristics. The predicted trends for the results are in good 

qualitative agreement with the experimental observations for the narrow 

channel, since a transition from bubbly flow to slug plug flow is numerically 

predicted. However, the numerically predicted transition from bubbly flow to 

churn flow is not in agreement with the experimental measurements of the 

square channel case. This is attributed to the assumed nucleation site 

distribution for the numerical runs that was not probably appropriate for the 

square channel case. Therefore, for future investigation it is vital to better 

estimate the initial condition of the numerical simulations from the 

experimental runs. This will lead in better qualitative and quantitative 

agreement between experiments and simulations that will lead to more 

quantitative conclusions regarding the bubble dynamics and heat transfer 

characteristics of such complex micro-scale flows that can eventually 

contribute to the development of accurate design correlations of industrial 

design relevance.    
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