A User-Centred Approach to Reducing Sedentary Behaviour

Chelsea Dobbins, Madjid Merabti, Paul Fergus, David Llewellyn-Jones
School of Computing and Mathematical Sciences
Liverpool John Moores University
Liverpool, UK
{C.M.Dobbins, M.Merabti, P.Fergus, D.Llewellyn-Jones}@ljmu.ac.uk

Abstract—The use of digital technologies in the administration of healthcare is growing at a rapid rate. However, such platforms are often expensive. As people are living longer, the strain placed on hospitals is increasing. It is evident that a user-centric approach is needed, which aims to prevent illness before a hospital visit is required. As such, with the levels of obesity rising, preventing this illness before such resources are required has the potential to save an enormous amount of time and money, whilst promoting a healthier lifestyle. New and novel approaches are needed, which are inexpensive and pervasive in nature. One such approach is to use human digital memories. This paper explores how the DigMem system is used to successfully recognise activity and create temporal memory boxes of human experiences, which can be used to monitor sedentary behaviour.
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I. INTRODUCTION

The deliverance of healthcare is going through a major transition. Before the 20th century, medical care was given at home, with visits from family physicians. With the advancement in technology, rare and expensive resources, such as heavy technology and specialist equipment, had to be centralized in hospitals to make utilization effective [1]. However, with the life expectancy of adults in Great Britain increasing [2], so is the occurrence of illness, disability and the demand on hospitals. The strain placed on these resources is evident, and clearly, a user-centric approach is needed, which aims to prevent illness before a hospital visit is required.

eHealth, a term often used to describe the use of digital technologies in the administration and communication of healthcare, is growing at a rapid rate [3]. England, for example, has invested at least £12.8 billion into a National Programme for Information Technology (NPfIT), for the National Health Service (NHS) [3]. Similarly, the United States (US) have committed a $38 billion eHealth investment into health care [3]. The phrase “eHealth” encompasses a variety of disciplines, including Pervasive Healthcare, Mobile Healthcare (mHealth) and Personal Healthcare (pHealth), to name but a few. Specifically, pervasive healthcare can be defined from two perspectives. Firstly, as the application of pervasive computing, or ubiquitous computing for healthcare; second, as making healthcare available everywhere, anytime, pervasively [4]. One of the most important application areas for pervasive healthcare is the support that it provides for independent living, wellness and disease management [4].

Influencing behavioural health outcomes, using eHealth platforms, has great promise. This is due to its enhanced features of interactivity, multimodality, mass customization, and the opportunity for users to also be producers [5]. In particular, reducing sedentary behaviour, utilizing these technologies has enormous potential. Sedentary behaviour is a class of behaviours that involves low levels of energy expenditure and are associated with an increased risk of obesity and cardiovascular disease [6]. The effect of the rising levels of obesity is evident throughout the NHS’s Statistics on Obesity, Physical Activity and Diet report [6]. According to their statistics, “In England, in 2002, physical inactivity was estimated to cost at least £2 billion and maybe up to £8.2 billion a year and does not include the contribution of physical inactivity to obesity estimated at £2.5 billion annually”. With these figures, combating sedentary behaviour is essential, not only for the benefit of the health services but also for our own health and wellbeing. In terms of influencing behaviour, the use of eHealth, interpersonal, approaches are effective in changing individual behaviour. However, they are often too expensive and limited in reach to have a population effect [5]. New and novel approaches are needed, which are inexpensive and ubiquitous in nature.

Addressing these issues, via Human Digital Memories (HDM), is a viable option. HDMs are vast digital archives of one’s personal life experiences and are constructed from a wide range of data sources, across various media types [7], [8]. For example, content recorded from someone’s life might include all photographs taken; videos seen; music listened to; details of places visited; physiological signals; details of people met etc. [8]. Utilizing ordinary devices, embedded with sensors, a variety of data, about ourselves and surroundings, can be captured. Bringing all of these disjointed pieces of information together enables self-reflection to occur, and we can see how our actions influence our health. HDMs provide a visual illustration of our activities and the state that our bodies were in, at any one time. In order to prevent the onset of obesity, this depiction of how our bodies have changed over the years would be the incentive that people would need to change their lifestyles. However, searching and processing this data and classifying behaviour, from this disjointed set of information, is a challenge. A new and novel platform is needed, which
addresses this and provides a way to bring together and extract relevant information from information accumulated over a lifetime. In realizing this, the DigMem system [9]–[12] utilizes distributed mobile services, linked data and machine learning to create rich and interactive human digital memories. In this way, information is structured to create temporal memory boxes of human experiences. The system is also able to answer life questions about our human digital memory data. Using this system [9]–[12], the paper aims to address these challenges and explores how activity can be recognised, in order to create memory boxes, which can be used to monitor sedentary behaviour.

II. BACKGROUND

Research into capturing and creating HDMs has received a great deal of attention, from researchers, over the last few decades. Since the Memex [13] in 1945, research into how aspects of our lives can be captured and organised, have been investigated. Over time, this vision of storing accumulated items has evolved into digitally capturing information about ourselves and our environment. The culmination of this practise has been to continually capture content, with the aid of wearable systems (lifelogging).

Microsoft’s SenseCam [14] is a revolutionary lifelogging device, which is capable of storing up to 30,000 images [14]. The device contains a digital camera, with a fisheye lens, and multiple sensors. On-board there are sensors to detect changes in light levels, an accelerometer, a thermometer, and a passive infrared sensor to detect the presence of people [14]. Originally developed as a retrospective memory aid, its application within behavioural studies, is also gaining momentum. These investigations are opening up a whole new way in which HDMs can impact our physical health.

One such approach has been Lindley et al.’s [15] study on creating ‘small stories’ based around the SenseCam images. By reflecting upon the images and discussing and re-creating memories, associated with the photos, these helped the user to reflect upon daily life and to identify periods of sedentary behaviour. This study was supported by Doherty et al. [16] who stated that “After participants looked at their images, they were prompted to change their lifestyle by, for example, cycling instead of driving, taking up exercise, and spending more time interacting with their children”. This study also emphasizes the importance that visual illustrations of behaviour play on changing our habits and has been particularly useful for developing automatic classifiers for graphical life-logs to infer different lifestyle traits or characteristics [16]. It has also been beneficial because of the amount of data that was collected and used. The study included 95,000 manually annotated images and 3 million lifelog images, obtained from 33 individuals, sporadically, over a period of 3.5 years. These images were later used to identify 22 different lifestyle traits, which were then analysed to inform individuals about their future wellbeing [16].

Mobile devices and sensor equipment are also able to capture a more comprehensive record of everyday life, as continuously as possible [17]. As people become more interested in monitoring their health, physiological devices are becoming smaller and more practical to wear on a daily basis. These devices can record a range of information about ourselves, and coupled with other collected data items, can offer a way to see how we were feeling at any point in our lives. Integrating sensors into everyday clothing, using “smart fabrics and interactive textiles (SFTT)” [18], is one such practical solution. Sensors don’t have to be placed on the body by a professional; therefore, the user can be monitored at any time [18]. One such approach, in this area, has been López et al.’s [19] LOBIN project. A combination of e-textile and wireless sensor networks have been used to provide an efficient way to support non-invasive and pervasive services [19]. The system consists of a set of “smart shirts” that monitor electrocardiogram (ECG) heart rate, angle of inclination, activity index, and body temperature and a location subsystem, which monitors the patient’s location [19]. The information is then sent to the management subsystem, which processes and stores the data. This system is quite interesting due to the parameters that can be measured and the location system, particularly as patients are tracked indoors.

As it can be seen, there are many approaches that are used to capture data. However, these methods are used in very separate fields and have rarely been combined. In order to form a more rounded snapshot of our lives these technologies need to work together. So that not only can a visual representation of experiences be recapped, but also the feelings and changes our bodies were experiencing when those events were occurring. Subsequently, by incorporating even more data, for instance, from smart objects and our environment, would reduce ambiguity further. This information could also be used to establish how different environments affect us. For example, a higher heart rate, than normal, and an increase in sweat production could be attributed to many things. Presenting only this information, as a memory, is insufficient. However, if it was known that it was a hot day, by incorporating a temperature reading and that a photo of the user doing physical activity was also obtained, then the context of the physiological data is known. Bringing together data, from separate sources, enables a finer level of detail to be achieved, as the range of accessible information is increased. In order to integrate this data into HDMs, advanced solutions are needed. A significant drawback is the ambiguity of physiological data, which can require extensive data analysis. Automatic analysis of this data would have to be performed in order to discern meaningful information to enhance our memories.

III. THE DIGMEM SYSTEM

In previous work [20], the key research challenges of utilizing HDM’s for the purpose of preventing sedentary behaviour have been discussed. One such challenge, which has been identified, was the classification of behaviour. Body sensors provide streams of data, which allow specific episodic manifestations to be monitored, e.g. sitting, walking or running. However, mapping these isolated data streams, and their relationships with others, to infer behaviour was a significant challenge.

In realising this challenge, current research focuses on classifying behaviour, in order to answer life questions about the user’s data. Based on this, temporal memory boxes of human experiences are created [10]. This approach enables the searching of HDM data to be treated as a machine learning problem, which eliminates the need to understand a
complicated language, e.g. SPARQL [21]. SPARQL is a very complex language, and if the queries are not constructed precisely then false results can occur. However, by using a probabilistic approach, an exact query match is not required. This approach enables specific questions to be answered about ourselves, such as “Have I ran before?” “Does this location make me happy?” or “Do I run enough?” The ability to answer such abstract questions is a unique feature that has not been seen before.

In order to demonstrate this idea, a sample of location, heart rate and data from 3 tri-axil accelerometers, located on the ankle, chest and hand have been used. Various activities have been undertaken to gather a diverse range of data. The activities that have been chosen are lying down, sitting, standing, walking, running, ascending/descending stairs, vacuum cleaning and ironing. Each activity has been performed for approximately 3 minutes. These behaviours have been chosen because they are a good mixture of high and low energy actions.

In demonstrating this idea, the question, “Have I sat down today?” has been answered, using the decision tree (TREEC) classifier. This algorithm has been chosen because, during initial tests, it has produced good results [11]. Table 1 illustrates the resulting confusion matrix from this test. As it can be seen, the classifier has been 100% successful in recognizing sitting. Overall, the majority of activities have been correctly identified, with only four errors occurring. In this instance, the system has been able to recognise that the user has sat down and thus has successfully answered the question. As the system learns more about the user, more probing questions will begin to emerge. For instance, emotional features can be used to determine if certain locations make us happy. This has profound implications and provokes a deeper understanding and reflection of ourselves. This aspect of the system demonstrates that activities can be recognised but not the context of those times. In this instance, a memory box is used to illustrate the user’s interactions, movements and physiological signals and to visualise any time of our lives.

Figure 1 demonstrates this idea. Each input (Location, Photos, Acceleration and Heart Beat), and examples of potential other input devices that can provide information, are displayed in the memory box. When an input is clicked on, a separate window opens, and a more in-depth illustration of the data is seen. Figure 2 a) illustrates the user’s location, whilst Figure 2 b) displays any collected photos. Figure 2 c) and d) illustrates the user’s acceleration and heart rate data.

### Table 1 Confusion Matrix Results

<table>
<thead>
<tr>
<th>True Labels</th>
<th>Lying Down</th>
<th>Sitting</th>
<th>Standing</th>
<th>Walking</th>
<th>Running</th>
<th>Walking Up Stairs</th>
<th>Walking Down Stairs</th>
<th>Vacuuming</th>
<th>Ironing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lying Down</td>
<td>11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sitting</td>
<td>11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standing</td>
<td>10</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Walking</td>
<td>11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Running</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Walking Up</td>
<td></td>
<td>10</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Walking Down</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stairs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vacuuming</td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>Ironing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Figure 1 DigMem Memory Box

Drilling deeper into this memory box, by utilizing accelerometer and heart rate information, activities begin to emerge. Using all of this information it is possible to understand and see exactly what our bodies were going through at the time. In this instance, the user was sitting at their desk, at Liverpool John Moores University, which has been validated by the memory box data (see Figure 2).

Obtaining and linking data from a variety of sources provides a greater level of detail in the creation of human digital memories. This test has successfully demonstrated how disjointed pieces of information can be brought together to form a memory box of a particular time. These boxes can pinpoint activities and help us to relive any moment of our life. As well as this aspect, memory boxes also help us to understand and see how our behaviours have changed over time. By providing, an outlet that highlights the amount of time spent in periods of inactivity is the evidence that is needed to change behaviour.
IV. DISCUSSION

In this scenario, the system identified sitting and presented this activity as a memory box. DigMem offers a new way to, as unobtrusively as possible, monitor a user, for potentially their entire lives. By providing visual evidence that a user has been spending too much time in sedentary positions it is hoped that this is all that they will need to change their behaviour. The system is also able to provide information to individuals about themselves and their behaviour patterns. This information can then be used to implement compensatory changes and view the impact this has on specific medical outcomes.

Obtaining and linking data from a variety of sources provides a greater level of detail in the creation of human digital memories. Adding as much detail as possible enables the execution of smart queries, which have the ability to search data in a multi-dimensional fashion. For example, in a home scenario, sensors attached to a user’s body are able to record any movements and physiological data, whilst static sensors, attached to the sofa, monitor the pressure that is being exerted, in particular, pressure point hotspots. A camera, hanging from their neck, is capturing photos every $x$ minutes and there are sensors in the room that are monitoring the state of the room, i.e. temperature, humidity, etc. Data from a smart TV is gathering viewing times, whilst sensors in the fridge and cupboards monitor food intake. Their mobile device is continually broadcasting messages for the automatic retrieval of data from these devices, prevalent within their environment. Using DigMem, the collected data is then transformed and added to the HDM feature space [9]. By searching this space, extended periods of inactivity can be identified and memory boxes can be created from the data.

Memory boxes provide the visual evidence that is needed in determining if a user has been sedentary for too long and if their diet is particularly poor. Any time, throughout our lives,
can be reconstructed and our feelings, from those times, reasoned over. This is a very powerful feature of the system, which makes it unique. Human memories are infinite, and their digital counterparts should not be any different. The system can track our entire lives and monitor a user for any amount of time; something that current systems are unable to do.

V. SUMMARY AND FUTURE WORK

Enabling users to take a more active role in preventing the onset of certain diseases has the potential to alleviate the strain that is placed on hospitals and care staff. As users become more interested in monitoring their behaviour and sensors become more prevalent, within the environment, a great deal of information can be collected. Moreover, the advancement in physiological devices enables users to track themselves and to monitor their health and wellbeing, with minimal effort. However, with all of this data available, there are limited channels that are able to harvest this information and transform it into meaningful material. The DigMem system addresses this limitation by enabling life questions to be answered and fragmented data to be transformed into temporal memory boxes of human experiences. In this sense, the user is able to see exactly where they were, what they were doing and how their bodies were reacting. As demonstrated in this work, life questions can also be asked about this data, such as “Have I been sitting today?” “Does this location make me happy?” or “Have I run before?” This enables us to gain a deeper insight into our behaviours and to isolate these times, to see exactly what was happening.

Future work aims to build on these user questions with the development of emotional classification algorithms. Recent research into the area of affective computing has demonstrated that emotional states of people can be recognized from their physiological signals [22]–[24]. Currently, the system utilizes this type of information, in the form of heartbeat and acceleration signals, and links this data with photographic and location information to infer emotions from events. Whilst this is a good starting point, further examination, into this point, is required so that the system knows the features of being happy, sad, angry, etc. so that data can be classified in this way. Furthermore, executing queries that require sophisticated interpretation is another interesting point, such as ‘find a picture of me playing with Peter when he was a toddler’ [25]. This type of query places considerable focus on computer vision and image understanding [26], [27]. In order to execute this query, an innate understanding of who the people in the picture are and activity recognition are required. These points are very interesting and will be propelling the research, into this, area forward.
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