
Hosenie, Z, Bloemen, S, Groot, P, Lyon, R, Scheers, B, Stappers, B, Stoppa, F, 
Vreeswijk, P, De Wet, S, Wolt, MK, Körding, E, McBride, V, Le Poole, R, 
Paterson, K, Pieterse, DLA and Woudt, P

 MeerCRAB: MeerLICHT classification of real and bogus transients using deep 
learning

http://researchonline.ljmu.ac.uk/id/eprint/21459/

Article

LJMU has developed LJMU Research Online for users to access the research output of the 
University more effectively. Copyright © and Moral Rights for the papers on this site are retained by 
the individual authors and/or other copyright owners. Users may download and/or print one copy of 
any article(s) in LJMU Research Online to facilitate their private study or for non-commercial research.
You may not engage in further distribution of the material or use it for any profit-making activities or 
any commercial gain.

The version presented here may differ from the published version or from the version of the record. 
Please see the repository URL above for details on accessing the published version and note that 
access may require a subscription. 

For more information please contact researchonline@ljmu.ac.uk

http://researchonline.ljmu.ac.uk/

Citation (please note it is advisable to refer to the publisher’s version if you 
intend to cite from this work) 

Hosenie, Z, Bloemen, S, Groot, P, Lyon, R, Scheers, B, Stappers, B, Stoppa, 
F, Vreeswijk, P, De Wet, S, Wolt, MK, Körding, E, McBride, V, Le Poole, R, 
Paterson, K, Pieterse, DLA and Woudt, P (2021) MeerCRAB: MeerLICHT 
classification of real and bogus transients using deep learning. 

LJMU Research Online

http://researchonline.ljmu.ac.uk/
mailto:researchonline@ljmu.ac.uk


http://researchonline.ljmu.ac.uk/



Experimental Astronomy

MeerCRAB: MeerLICHT Classification of Real and Bogus Transients
using Deep Learning

Zafiirah Hosenie1∗ · Steven Bloemen2 · Paul Groot2,3,4 · Robert Lyon5 · Bart
Scheers6 · Benjamin Stappers1 · Fiorenzo Stoppa2 · Paul Vreeswĳk2 · Simon De
Wet3 · Marc Klein Wolt2 · Elmar Körding2 · Vanessa McBride3,7 · Rudolf Le
Poole8 · Kerry Paterson9 · Daniëlle L. A. Pieterse2 · Patrick Woudt3

Accepted: 22 April 2021

Abstract Astronomers require efficient automated detection
and classification pipelines when conducting large-scale sur-
veys of the (optical) sky for variable and transient sources.
Such pipelines are fundamentally important, as they permit
rapid follow-up and analysis of those detectionsmost likely to
be of scientific value. We therefore present a deep learning
pipeline based on the convolutional neural network archi-
tecture called MeerCRAB. It is designed to filter out the so
called “bogus” detections from true astrophysical sources in
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the transient detection pipeline of theMeerLICHT telescope.
Optical candidates are described using a variety of 2D images
and numerical features extracted from those images. The re-
lationship between the input images and the target classes is
unclear, since the ground truth is poorly defined and often the
subject of debate. This makes it difficult to determine which
source of information should be used to train a classification
algorithm. We therefore used two methods for labelling our
data (i) thresholding and (ii) latent class model approaches.
We deployed variants of MeerCRAB that employed different
network architectures trained using different combinations
of input images and training set choices, based on classifi-
cation labels provided by volunteers. The deepest network
worked best with an accuracy of 99.5% and Matthews cor-
relation coefficient (MCC) value of 0.989. The best model
was integrated to the MeerLICHT transient vetting pipeline,
enabling the accurate and efficient classification of detected
transients that allows researchers to select themost promising
candidates for their research goals.

Keywords methods: data analysis · methods: deep
learning · techniques: image processing, surveys · stars:
general, transients: real, bogus

1 Introduction

Contemporary large-scale optical surveys such as Skymap-
per (Keller et al. 2007), the Palomar Transient Factory (PTF,
Rau et al. 2009), the Catalina Real-time Transient Survey
(CRTS, Drake et al. 2009), the Panoramic Survey Tele-
scope and Rapid Response System (Pan-STARRS1, Kaiser
et al. 2010), the All-Sky Automated Survey for SuperNova
(ASASSN, Shappee et al. 2014), Gaia (Gaia Collaboration
et al. 2016), theMeerLICHT telescope (Bloemen et al. 2016;
Paterson 2019) and the Zwicky Transient Factory (ZTF,
Bellm et al. 2019) are generating a plethora of transient
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events originating fromawide range of sources. These instru-
ments enable us to observe and explore changes in millions
of sources/candidates, thus unlocking new opportunities for
interpreting and understanding large families of sources.

The MeerLICHT facility provides a 2.7 square degree
field-of-view at a pixel scale of 0.56"/pixel (Bloemen et al.
2016) that maximises the volume of astrophysical candidates
with brightnesses appropriate for spectroscopic follow-up
using current large-aperture optical facilities. More details
regarding the survey can be found in Bloemen et al. (2016).
Both MeerLICHT and the BlackGEM array (Groot 2019)
(that is currently being installed at the La Silla Observatory
in Chile) will yield about 500 observations per night, per
telescope, thus generating hundreds of candidate alerts ev-
ery clear night that could be spectroscopically followed up.
BlackGEM’s main focus is on the detection of optical coun-
terparts to gravitational wave events andMeerLICHT is used
to co-observe the sky as seen with the MeerKAT radio array
(Jonas & MeerKAT Team 2016). MeerLICHT and Black-
GEM are technically identical with MeerLICHT being the
prototype for the BlackGEM array.

Transients and variables are sources that vary on all
timescales (from milliseconds up to years) and they vary
significantly from a reference image - either an increase or
decrease in brightness. Transients include phenomena such
as supernovae, gamma-ray bursts, tidal disruption events and
flare stars, to name a few. A successful transient follow-up
program enables the creation of a large database of transient
and variable sources. Such large databases are important for
future analyses of data collected during upcoming photo-
metric surveys such as those conducted at the Vera C. Rubin
observatory (LSST; LSSTScienceCollaboration et al. 2009).
While we possess a reasonable understanding of many tran-
sient sources, achieved via consideration of their spectra, the
main goal of surveys undertaken with MeerLICHT is to find
and select the subset of sources that are not well understood.
This will help us to increase our knowledge of the differ-
ent families of transients and variable stars. Secondly, given
that transients are rapidly fading sources due to their often
destructive nature, MeerLICHT aims to identify transients
rapidly, as they are only visible for a limited amount of time
for follow-up.

In order to have an early and rapid characterisation of
these sources, it is fundamentally important to automate sev-
eral steps within a transient detection pipeline, including the
separation of transients/astrophysical events from “bogus”
detections, which has become a bottle-neck in fast detection
pipelines. So called “bogus” detections can occur as a result
of saturated sources, convolution problems, defects in the
detector, atmospheric dispersion, unmodeled differences at
the subtraction stage and cosmic rays passing through the
detector, amongst other things.
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(a) Bogus examples.
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(b) Real examples.

Fig. 1: Examples of bogus and real transients in the Meer-
LICHT database. Each column represents the new (N), ref-
erence (R), difference (D) and significance (S) images and
the rows are the different fields.

Most surveys use three images for transient event detec-
tion and extraction: (i) an early observation of the relevant
sky (also known as the template/reference image), (ii) a cali-
brated recent image (New/Science image), (iii) the difference
image which is formed by subtracting the reference image
from the new/science image. Using the difference image,
one can, in principle, effectively detect transients, however,
in many cases, the subtracted image contains bogus sources.
Therefore to be successful, surveys require an automated

way to distinguish between real and bogus candidates. To ad-
dress this challenging task, most of the time-domain surveys
mentioned previously have adopted machine learning (ML)
algorithms to perform real-bogus classification. Convolu-
tional neural networks (CNNs, Lecun et al. 1999) have been
used in the image domain as feature extractors for automatic
vetting algorithms, for example, during the Skymapper Sur-
vey (Gieseke et al. 2017), the High cadence Transient Survey
(HiTS, Cabrera-Vives et al. 2017) and the ZTF (Bellm et al.
2019) similarly utilized deep learning techniques. Other ML
techniques such asRandomForest (RF) and k-NearestNeigh-
bour (k-NN) classification approaches have been employed
to classify light curve transients from CRTS (Richards et al.
2011; Hosenie et al. 2020, 2019).
The classification task in these surveys is usually sepa-

rated into two distinct steps. Firstly, bogus candidates are fil-
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Fig. 2: MeerVETTING web-interface used to label MeerLICHT candidates as either real, bogus or skip confused candidates.
Vetters are provided with three images (new, reference, difference) that are cut-outs of the science images.

tered out from real sources immediately after acquiring data,
that is, the classification between real and bogus. The sec-
ond stage involves assigning an astrophysical category/class
label to each detected transient based on its spectroscopic
or photometric information (e.g. Muthukrishna et al. 2019).
In this paper, we focus on the automation of the first stage,
that is, the classification of sources as either Real or Bogus
using deep learning methods developed for the MeerLICHT
facility.

We note that when using ML based automated classifi-
cation systems, we should not use models trained on data
acquired at one telescope, to make predictions upon data
acquired by another. Doing so constitutes a violation of the
i.i.d principle, which ultimately limits classification perfor-
mance and consistency. In addition, labelling mistakes are
often even more costly - especially on rare sub-classes of
transient phenomena. The performance of an ML system is
thus entirely dependent upon the quality and distributional
properties of the input data and the associated labels it is
given. For a system to perform well for a given task, it must
be built using data and labels that are distributionally simi-
lar to the data it must process in practice. In this work, we
present two labelling strategies to label our data (i) threshold-
ing which removes noisy labelling and (ii) the Latent class
model, L𝑙𝑐𝑚 (Formann 1984) which incorporates labelling
uncertainty in our model. Afterwards, we constructed three
models based on CNNs to build a new robust system that
separates real candidates from their bogus counterparts for
the MeerLICHT-transient search pipeline. In §2 we provide
an overview of the MeerLICHT telescope and we detail the

data used for training and testing the MeerCRAB algorithms.
In §3, the methods, network set-up and architectures are de-
scribed. Results and experimental set-up are detailed in §4,
followed by our main conclusions in §5.

2 The MeerLICHT facility

MeerLICHT is an optical wide-field telescope that is op-
erated robotically. The telescope is located at the Suther-
land station of the South African Astronomical Observatory
(SAAO). It consists of a 65 cm primarymirror and provides a
2.7 square degree field-of-view at a pixel scale of 0.56"/pixel
(Bloemen et al. 2016). MeerLICHT will co-observe with the
MeerKAT radio telescope on the same field. The combina-
tion of an optical and a radio telescope will enable the study
of fast transient phenomena using simultaneous observations
in two very distinct parts of the electromagnetic spectrum,
whilst eliminating the delay introduced by triggering optical
follow-up after the detection of a radio event.
MeerLICHT (and also BlackGEM) images are processed

by the BlackBOX package1 to produce image products and
catalogs of all objects detected as well as transient candidates
resulting from optimal image subtraction. The raw Meer-
LICHT images are automatically transferred from SAAO
to the Inter-university Institute for Data Intensive Astron-
omy (IDIA2) in Cape Town, South Africa, and processed by
BlackBOX.

1 see https://github.com/pmvreeswĳk/BlackBOX and
https://github.com/pmvreeswĳk/ZOGY

2 see https://www.idia.ac.za/

https://github.com/pmvreeswijk/BlackBOX
https://github.com/pmvreeswijk/ZOGY
https://www.idia.ac.za/
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‘black’ 
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‘white’ 

Stellar 
PSF: 

a ‘Gaussian’, symmetric shape 
with a width consistent with 
the ‘Seeing’ 

Artefacts: e.g. other stars, streaks, ghosts 

Fig. 3: Decision tree characterising real and bogus candi-
dates. Vetters used this guide to label each candidate and to
construct a large training set for MeerCRAB.

First, the images are gain and overscan-corrected, and
flatfielded using a set of twilight flats. Cosmic rays and satel-
lite trails are detected using the astroscrappy3 implementa-
tion of LACosmic (van Dokkum 2001) and STSDAS satdet4
modules, respectively. Subsequently, the following steps are
performed: object detection using Source-Extractor (Bertin
& Arnouts 1996), astrometric calibration using Astrome-
try.net (Lang et al. 2010), estimation of the Point Spread
Function (PSF) as a function of position using PSFEx (Bertin
2011) and photometric calibration. The latter is done us-
ing a custom-built catalog of calibration stars in the Meer-
LICHT photometric system based on fitting stellar spectral
templates toGaia, SDSS, PanSTARRS, SkyMapper, 2MASS
and GALEX photometry.
Finally, optimal image subtraction is performed, compar-

ing the new image with a reference image, closely following
the prescriptions of Zackay, Ofek & Gal-Yam, a.k.a. ZOGY
(Zackay et al. 2016). To allow for the PSF to vary across
the image, the full MeerLICHT images are divided into 8 by
8 subimages, on which the ZOGY calculations are applied
separately, before inserting the subimages back into a full
image. The following images are produced: a difference (𝐷)
image (see Eq. 13 in the ZOGY paper) and a statistics (also
known as significance / 𝑆𝑐𝑜𝑟𝑟 , 𝑆) image (see Eqs. 16 and 17
in the ZOGY paper) providing the probability of a transient
being present at a particular position. The 𝑆𝑐𝑜𝑟𝑟 image, 𝑆, is
normalized by the Poisson noise of the input images and the
error resulting from the astrometric uncertainty when remap-
ping the reference image to the new image frame; this leads to
the 𝑆𝑐𝑜𝑟𝑟 image (see Eq. 25 in the ZOGY paper), which we
also refer to as the significance image. The unit of this 𝑆𝑐𝑜𝑟𝑟
image is standard deviations (sigma) and transients above an
adopted significance threshold (we used 𝑆𝑐𝑜𝑟𝑟≥12 for the
data presented in this paper) are normally selected on the

3 see https://github.com/astropy/astroscrappy
4 see https://acstools.readthedocs.io/en/latest/satdet.html

basis that they are potentially significant. In practice, many
significant but artificial transients are present in collected
data due to cosmic rays, saturated stars, bad pixel regions or
other image artefacts; many of these can be filtered out with
some basic constraints applied to the size and shape, but for
each image, tens of transient candidates remain where we
only expect a few astrophysical transients per image.
The MeerLICHT/BlackGEM database ingests the tran-

sient catalogs produced by BlackBOX, including 1×1 ar-
cminute thumbnail cut-outs around each transient of the new
(𝑁), the reference (𝑅), the difference (𝐷) and significance
/ 𝑆𝑐𝑜𝑟𝑟 (𝑆) image as shown in Figure 1. The process of
creating a training set for MeerCRAB is detailed in the next
section.

2.1 MeerLICHT dataset and data labelling

Our goal is to automate the separation of real candidates
from bogus objects for the MeerLICHT transient detection
pipeline. The main challenge faced when building a super-
vised automated system is that we need to construct a large
labelled data set that can be used to train a ML model. In
addition, the data set needs to be representative, that is, we
should have a fairly balanced number of real and bogus can-
didates. If the latter are unavailable, ML algorithms built
from such unrepresentative data tend to be biased towards
the majority class (e.g. Hosenie et al. 2019).
We therefore construct a large representative training

dataset for the Real-Bogus challenge by manually vetting
a selection of transients, using a web-interface, known as
MeerVETTING as shown in Figure 2. Using the MeerLICHT
database, a set of 5000 transient candidates were randomly
selected from MeerLICHT data taken between 2017 and
2020. A team of 10 people ("vetters") were presented with
three 100×100 pixels images during vetting, i.e. the new
(N), reference (R), and difference (D). The properties for
real and bogus candidates were defined as a phenomenolog-
ical distinction based solely on the MeerLICHT data, not an
astrophysical distinction. In the context of MeerLICHT data,
‘positive’ implies positive pixel values and ‘negative’ points
to negative pixel values located at the centre of the 100×100
images.

– Real is any source that is of astrophysical origin, and
variable in time and/or position. A real source therefore
1. has a shape that reflects a point-source. Most Meer-
LICHT data is taken in decent focus conditions, so
it implies that the source is round, and has a (visual)
extent of ∼ 5-10 pixels,

2. is positive in either the new or the reference image,
3. can be variable in both directions, e.g. fading or
brightening between the new and reference image,

https://github.com/astropy/astroscrappy
https://acstools.readthedocs.io/en/latest/satdet.html
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Fig. 4: Thresholding method used to analyse the labelling
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the 10 vetters have agreed on the labelling. Similar strategy
applies for Atleast 5 (T5) to Atleast 10 (T10). The y-axis is
the number of candidates with a given label, either real or
bogus.

and is therefore positive or negative in the difference
image and the significance image,

4. can (dis)appear between the new and the reference
image. This means that in one of the two images
there is no source at all, and in the other there is a
clear point-source.

– Bogus is any source that is not of astrophysical origin. A
bogus source therefore generally has
1. a shape that is not a point-source: not round, not
‘Gaussian‘, with a size . 5 pixels or & 10 pixels,

2. is negative in the new image,
3. is positive in the new image but negative in the refer-
ence image.

Before using the MeerVETTING web-interface, vetters
were providedwith a visual guide of the various properties of
real and bogus candidates. By providing vetters with a guide,
we in principle create better annotators, who should produce
better labels which in turn should yield improvedMLmodels
- as long as the guide itself is not inherently biased in some
way. The above characteristics are summarised in a decision-
tree as shown in Figure 3. Using the MeerVETTING web-
interface, vetters based their decision tomanually vet a source
as either Real or Bogus by following the decision-tree.
Despite these guidelines, the decision is still subjective

whilst there remain boundary cases that are hard to label.
Therefore large training datasets will almost always contain
examples with inaccurate labels. We test the performance of
the MeerCRAB models by (i) removing confused candidates
(noisy labels) using a thresholdingmethod, and (ii) including
the entire dataset with labels based on the latent class model,

Bogus	(Label	0)
2167

Training	Set
50	%

Validation	Set
20	%

Test	Set
30	%

Real	(Label	1)
2210

623	candidates	removed

5000	Candidate	Files

Total	Candidate	Files	Left
4377

Apply	
Threshold	9
Criteria

Fig. 5: An example of the procedure for selecting the candi-
dates for training the CNN using the thresholding approach,
applied on the 5000 candidates. In this example, Atleast 9
(T9) is applied andwe note that 623 candidates are discarded.
Then, the remaining candidates (4377) are split into training,
validation and test set for training and evaluation processes.

L𝑙𝑐𝑚. In the following sections, we provide a brief discussion
of the two methods.

2.2 Labelling data with Thresholding Method

Our sample of real-bogus training samples is constructed
from a pool of 5000 candidates that has been selected ran-
domly. Each object is classified by 10 vetters as either real,
bogus or can be skipped if they are unsure how to classify
it. Each vetter’s ability to classify a particular candidate may
vary according to the class, images, criteria and experience.
This may result in very different classifications for the same
candidate. We therefore assign a probability P (𝑅𝑒𝑎𝑙) and
P (𝐵𝑜𝑔𝑢𝑠) to each vetted candidate as follows:

P (Real) = 𝑛 (𝑅)
𝑛 (𝑇) , (1)

P (Bogus) = 𝑛 (𝐵)
𝑛 (𝑇) , (2)

where 𝑛 (𝑅) is the total number of vetters who classified a
candidate as real, 𝑛 (𝐵) is the total number of vetters who
classified a candidate as bogus, 𝑛 (𝑇) is the total number
of vetters classifying a particular candidate and in this case
𝑛 (𝑇) = 10 as none of the vetters skipped a particular candi-
date. The vetters classification results are illustrated in a bar
plot as shown in Figure 4. If a candidate has P (𝑅𝑒𝑎𝑙) ≥ 0.9,
it will be given the label real or if P (𝐵𝑜𝑔𝑢𝑠) ≥ 0.9, it will
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be assigned as bogus in the bar plots with x-axis “Atleast 9”
(T9). Each bar corresponds to a threshold, e.g, the last bar
indicates that out of 5000 candidates, 3216 labelled objects
are agreed upon by all the 10 vetters, of which 1572 are bogus
and 1644 real. Therefore, there are 1784 sources remaining
forwhich vetters did not agree completely and these confused
candidates are removed from the data when usingT10. In the
“Atleast 9” (T9) case, there are 2167 sources where vetters
agreed they are bogus and 2210 sources where “Atleast 9”
vetters say they are real, and so on. Going down to T5, that
is, “Atleast 5” vetters where all the 5000 candidates have
been assigned a class, with 2384 bogus and 2616 real. In
this paper, we will analyse what happens to the classification
results when varying thresholds from T8 to T10.

2.3 Labelling data with Latent Class Model, L𝑙𝑐𝑚

Latent class model (LCM) is a statistical technique used to
classify candidates into mutually exclusive, or latent classes.
When data is in the form of a series of categorical responses,
for example individual-level voting data as in the case of
real-bogus classification, it is often an interesting technique
to identify and characterize clusters of similar cases. In this
paper, some confused sources5 were removed from the data
when using the thresholding method as shown in Figure
5. The process outlined in Figure 5, is exactly the same
irrespective of the threshold used, the only difference lies
in the number of candidates removed when the threshold
is applied. However, these confused sources are useful for
determining how the system will perform in a real-world
scenario. Therefore, confused examples will also be used
during the evaluation phase, and this is achieved by using
L𝑙𝑐𝑚 to assign them their most likely labels. Therefore, for
the L𝑙𝑐𝑚 technique we used all 5000 candidates during the
training and evaluation phase.
LCM relates a set of observed multivariate variables to a

set of latent variables. The latent variable is usually discrete.
A class is identified by a pattern of conditional probabilities
that provide the chance that variables are given certain values.
Let us take the situation of real versus bogus, we want

to use LCM to understand the labels provided by the vetters
and give a final label to each source. Imagine that class 0-1
is given to a range of candidates with characteristics a, b,
c, and d and that class 0 is associated with the presence of
characteristics a, b, and c, and class 1 with characteristics b,
c and d. LCM will try to detect the presence of latent classes
(the candidates entities), generating patterns of association in
the characteristics. Then LCM is used to classify candidates
according to their maximum likelihood class membership.
The introduction of a latent variable ensures conditional

independence within each latent class, the observed vari-

5 5 vetters labelled them as bogus and the other 5 as real.

ables, in this case the vetters’ labelling, are statistically inde-
pendent. The association between the observed variables is
explained by the classes of the latent variable (McCutcheon
1987).
The latent class model can be formulated as follows:

P𝑖1 ,𝑖2 ,...,𝑖𝑁 ≈
𝐶∑︁
𝑐

P𝑐

𝑁∏
𝑛

P𝑛
𝑖𝑛 ,𝑡

, (3)

where𝐶 is the number of latent classes and in our case,𝐶 = 2,
i.e. real and bogus classes. 𝑁 is the number of observed
binary variables (in this case, 𝑛 = 1, . . . , 10, sincewe have 10
vetters) andP𝑐 are the unconditional probabilities that should
sum to one. P𝑛

𝑖𝑛 ,𝑡
are the marginal/conditional probabilities.

3 MeerCRAB: A Real-Bogus Intelligent Distinguisher for
the MeerLICHT facility using Deep Learning

Before providing further details on the model used, we de-
fine a few important terms that will be used in this paper.
We labelled bogus examples as 0 and real examples as 1,
therefore,

– TP: true positives are real candidates correctly classified
as real,

– TN: true negatives are bogus candidates correctly classi-
fied as bogus,

– FP: false positives are bogus candidates that are classified
as real,

– FN: false negatives are real candidates that are classified
as bogus.

From the above definition, our classifier must minimize
the number of FP and FN. This is because we do not want
to lose many real candidates falsely classified as bogus (FN)
and we want to minimize contamination (FP) by any bogus
candidates in our final sample.
To overcome this challenge, we employed a Convolu-

tional Neural Network as it has been proven by various
studies to have excellent classification performance (Gieseke
et al. 2017; Cabrera-Vives et al. 2017; Bellm et al. 2019;
Vafaei Sadr et al. 2019; Lin et al. 2020). In this work, we
construct three CNN models, referred to as MeerCRAB1,
MeerCRAB2, and MeerCRAB3. The details of the CNN mod-
els are illustrated in Figure 6. MeerCRAB1 is a network with a
single convolutional layer (CL), MeerCRAB2 comprises two
CLs while MeerCRAB3 is a deeper network with three CLs.
Each CL is made of (3 × 3) pixel filters, together with a Rec-
tified Linear Unit (ReLU, Agarap 2018) function, followed
by a pooling layer with filter size of (2 × 2). After the CLs,
we used fully connected layers (also known as dense layers).
In addition, we use a dropout rate varying from (0.1 to 0.5)
after each of the pooling and dense layers as seen in Figure 6
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Fig. 6: The three network architectures considered in this work: MeerCRAB1, MeerCRAB2 and MeerCRAB3. We show
four images grouped together (new, reference, difference and significance) to form the input of the networks, followed by
convolutional layers, max-pooling, dropout and dense layers. At the end, the network outputs a probability whether a candidate
is either real or bogus during the prediction phase.

to avoid over-fitting. For the output layer, we used a softmax
function that outputs a probability value between 0 and 1.
The implementation of MeerCRAB is made using the

Tensorflow6 and Keras (Chollet & others 2018) API with
Python v3.6. For training the MeerCRAB models, we used
an Nvidia GeForce GTX 1080Ti 11GB GPU. During train-
ing, the binary cross-entropy loss function, Adam optimizer

6 https://github.com/tensorflow/tensorflow

(Kingma & Ba 2014) with a low learning rate (lr = 0.0002)
and a batch-size of 64 were used. We then split our data for
each and every experiment as follows: 50% training, 20%val-
idation and 30% testing. As input to the MeerCRAB models,
we cropped the (100 × 100) pixel images that were analysed
by vetters to (30 × 30) pixel images. We also utilized the
(100 × 100) pixel images during training, but we observed
a drop in performance and therefore only use the (30 × 30)
pixel images cropped from the centre. This pre-processing

https://github.com/tensorflow/tensorflow
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Fig. 7: Learning curves of the MeerCRAB3model with T9 and 𝑁𝑅𝐷 as input. The left panel shows the training and validation
accuracy over iterations/epochs. The right panel shows the change in negative log-likelihood/loss with epochs. It can be
observed that the training objective decreases consistently over iterations, but at some point (around 48 epochs) the validation
set loss eventually starts to increase again. An early-stopping technique is applied to avoid overfitting by terminating that
training process. At this stage, the algorithm picks the best parameters at 48 epochs.

step increases the likelihood that the models will retain use-
ful information and not be distracted by noise or spurious
patterns.
As described above, the MeerLICHT database provides

four images 𝑁 , 𝑅, 𝐷 and 𝑆. We perform several analyses
which are presented in §4, where we use a combination
of these images. This work allows us to understand which
image/s is/are important for helping the CNN to output better
classification results. We therefore use cut-outs of 𝑁 , 𝑅, 𝐷, 𝑆
and stack them to form either of these input images: 𝑁𝑅𝐷𝑆

(30 × 30 × 4), 𝑁𝑅𝐷 (30 × 30 × 3), 𝑁𝑅 (30 × 30 × 2), 𝐷
(30 × 30 × 1), or 𝑆 (30 × 30 × 1).
Afterwards, we apply data augmentation to mitigate the

risk of over-fitting which may result in poor generalisation
performance upon data outside the training set. Therefore,
at each training step, the images are augmented by flipping
them randomly in a horizontal and/or vertical direction. We
do not apply any rotation or translation to the images. This
data augmentation step is important as it helps to increase
the training sample size and the probability that the CNN
models will encounter similar images twice, will decrease.
Moreover, to further avoid any over-fitting during train-

ing, we employ an early stopping technique to stop the train-
ing process if no further decrease in validation loss is ob-
served for several epochs. The various cases and models are
trained for a number of epochs varying from 40 to 150. We
show the optimisation curves (the accuracy and loss curves)
during training and validation in Figure 7 for the best models
with 𝑁𝑅𝐷 andT9 as input.We observe that both the training
and validation accuracy reaches a range between 98.5% to

Table 1: Contigency table used as a visual aid for model
selection. The sum of A, B, C, and D represents the total
number of instances in the test set. A is the number of in-
stances correctly classified by both models. D is the number
of instances misclassified by both models. B is the number
of objects that model 1 correctly classified, but has been
misclassified by model 2. C is the number of examples mis-
classified by model 1 but being correctly classified by model
2.

Model 2 Correct Model 2 Wrong
Model 1 Correct A B
Model 1 Wrong C D

99.5% where the algorithm picks the best parameters at 48
epochs.

3.1 Evaluation Performance

We use different evaluation techniques, for instance, the ac-
curacy, the precision, the recall and the Matthew correlation
coefficient (MCC)metrics to evaluate the MeerCRABmodels.
In addition, we utilize the McNemar test for model compar-
ison.

3.1.1 McNemar’s Test

The McNemar test (McNemar 1947) is a statistical test used
to check marginal homogeneity in the context of statistical
models. It is used to compare the predictive accuracy of two
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Fig. 8: Probability distribution on test data with 1095 candi-
dates, trained with model configuration MeerCRAB3 with T9
and 𝑁𝑅𝐷 as input.

models’ predictions and it is based on a contigency table
as shown in Table 1. The latter provides insights for model
selection, in contrast to a typical confusion matrix. It shows
the number of instances/predictions model 1 andmodel 2 got
right or wrong given a fixed test set. In McNemar’s test, a
null hypothesis, 𝐻0 is formulated such that P (𝐵) and P (𝐶)
are similar or it can be interpreted as two models perform
equally well. Therefore, the alternative hypothesis 𝐻1 is that
P (𝐵) ≠ P (𝐶) or the two models do not perform equally
well. Edwards (1948) proposed a corrected McNemar test
statistic that can be computed as given below:

𝜒2 =
(|𝐵 − 𝐶 | − 1)2

𝐵 + 𝐶
. (4)

If the sum of B and C is greater than 25 or sufficiently large,
under𝐻0 the 𝜒2 value follows a chi-squared distribution with
one degree of freedom. If we set a significance threshold for
example, 𝛼 = 0.05, the p-value can be computed. Assuming
that the null-hypothesis is true, the p-value implies the prob-
ability of observing a larger chi-squared value. However, if
the p-value is less than 𝛼, then the null hypothesis is rejected,
that is, the two models do not perform equally well.
In the case where the sum of B and C is less than 25,

an exact binomial test is used instead, since the chi-squared
value may not be well approximated by the chi-squared dis-
tribution. Thus, the exact p-value is calculated as follows:

p-value = 2 ×
𝑛∑︁

𝑖=𝐵

(
𝑛

𝑖

)
0.5𝑖 (1 − 0.5)𝑛−𝑖 , (5)

where 𝑛 = 𝐵 + 𝐶 and a factor 2 indicates the computation
of a two-sided p-value. For model selection, if the p-value is
less than 0.05, we reject the null hypothesis, thus one model
is outperforming the other. However, if the p-value is greater
than 0.05, we do not reject the null hypothesis and it indicates
that both models perform equally well.
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Fig. 9: Confusion Matrix without normalisation from a
test set of 1095 candidates. The model is trained using
MeerCRAB3 with T9 and 𝑁𝑅𝐷 as input. The diagonal rep-
resents the correctly classified instances in the test. The off-
diagonals represent the number of instances that are misclas-
sified. We note that we have a very low FP and FN with this
model configuration.

4 Results and Analysis

The classification performance of the MeerCRAB models are
analysed as follows:
– The MeerCRAB models are trained on a subset sample of
input images and validated on an unseen image sample.

– During the prediction phase, the trained models are then
used to output probabilistic predictions for unseen images
in the test set as shown in Figure 8. The probability
distribution from the output of the MeerCRAB models
spanned the range of PMeerCRAB ∈

[
0; 1]. Therefore, a

candidate is predicted as bogus if PMeerCRAB < 0.5 and
as real if PMeerCRAB ≥ 0.5. PMeerCRAB = 0.5 indicates a
random guess and the MeerCRAB models are confused
between real and bogus candidates.
We investigated various scenarios for training and evalu-

ating the pipeline. We made use of three network structures:
MeerCRAB1, MeerCRAB2, & MeerCRAB3. We also varied the
number of images used as input to the three model architec-
tures. We use these combinations of input images 𝑁𝑅𝐷𝑆,
𝑁𝑅𝐷, 𝑁𝑅𝑆, 𝑁𝑅, 𝐷 and 𝑆 independently. In addition, we
investigated the effect of varying the thresholding applied on
data labelling, ie., the effect of noisy data labels as discussed
in §2.2 and §2.3.
For all the experiments considered, it isworthmentioning

that we train the networks with and without data augmenta-
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(a) Bogus feature maps (b) Real feature maps

Fig. 10: Feature maps induced by the convolutional layer in MeerCRAB3 given a “bogus” and “real” source, respectively. We
observe that the model distinguishes between background noise and the source at the center of an image.

tion. We found that employing data augmentation decreases
the number of misclassifications. Therefore, we report re-
sults with the models trained with data augmentation only
in this paper. Using data augmentation, we found the objec-
tive values steadily decreased during the fitting process on
both the training set and validation set. Figure 7 provides an
illustration of the objective functions and we observe that
both the training and validation loss are close to each other,
indicating that the models did not overfit on the training
sample. Hence, the dropout layers as well as various regular-
ization techniques used in the models are effective measures
to prevent overfitting.

4.1 Case studies

We start by providing an overall comparison of various sce-
narios used and will subsequently analyse some of the mod-
els along with certain modifications in more details. The
MeerCRAB models are evaluated on various metrics. Based
on the PMeerCRAB value, we construct a confusion matrix to
have an overview of the classification results. The confusion
matrices display the fraction of correctly classified candi-
dates as TP, TN along the diagonal. The off-diagonal values
in the confusion matrices show the misclassified examples
(FP and FN). We also evaluated the models based on preci-
sion, recall, accuracy, and MCC as discussed in §3.1. The
results for the various scenario cases are summarised in Table
2, 3, 4, 5 and Figure 9.

4.1.1 Data labelling based on Thresholding criteria

In supervised learning algorithms, the success of deep neural
networks depends highly on the availability and accessibility
of high-quality labelled training data. In this work, we found
that the presence of label errors (label noise) in the training
data greatly reduced the accuracy of all MeerCRAB models
on test data. Unfortunately, large training datasets almost
always contain examples with inaccurate or incorrect labels.
It is a challenging task to train deep neural networks (DNNs)
robustly with noisy labels (Han et al. 2018) as DNNs have a
high capacity to fit noisy labels (Zhang et al. 2016), and this
results in poorer model performance in practice.
In this paper, in order to sanity check the potential gener-

alisation performance of our models, we utilised latent class
models, L𝑙𝑐𝑚 to label our data - including those samples
for which vetters could not reach agreement. This approach
allows us to introduce labelling noise. Whilst this noise re-
duces the performance of our models causing accuracy to
drop to 0.968, it helps us obtain an impression of real-world
performance where imperfect labelling and noise cannot be
controlled for. Results show that models trained using such
data still perform very well. This indicates that the networks
are robust to noise.
Our analysis also involves comparing various threshold-

ing criteria: T8, T9, and T10 along with the MeerCRAB3
model with 𝑁𝑅𝐷 as input. The results for labelling tech-
niques are summarised in Table 2. We observe that as the
threshold increased from T8 to T10, the accuracy of the
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MeerCRAB1 Right MeerCRAB1 Wrong

MeerCRAB2 Right 1065 15

MeerCRAB2 Wrong 7 8

(a) MeerCRAB1 vs MeerCRAB2

MeerCRAB2 Right MeerCRAB2 Wrong

MeerCRAB3 Right 1080 9

MeerCRAB3 Wrong 0 6

(b) MeerCRAB2 vs MeerCRAB3

MeerCRAB1 Right MeerCRAB1 Wrong

MeerCRAB3 Right 1071 18

MeerCRAB3 Wrong 1 5

(c) MeerCRAB1 vs MeerCRAB3

Fig. 11: The contigency tables for the three models under consideration with T9 and 𝑁𝑅𝐷 as input. For model selection, we
compare the performance accuracy of each model on a similar test set. From the plots, we observe that MeerCRAB3 is a better
model compared to MeerCRAB1 and MeerCRAB2.

model increases from 0.988 to 0.998 and MCC values in-
crease from 0.976 to 0.995. However, when using the L𝑙𝑐𝑚
method, we note a significant drop in L𝑙𝑐𝑚 accuracy (0.968)
as deep networks tend to memorize training label noise, re-
sulting in poorer model performance. Therefore, it is neces-
sary to obtain fairly high-quality labels for a CNN to work
appropriately, thus removing noisy labelling from the model
yields better model performance.
However, from here on we focus on experimentation that

uses labels obtained via thresholding criteria : T9 only, and
not the L𝑙𝑐𝑚. we do this as we aim to have the best optimized
model with an adequate number of candidates along with a
good level of agreement on the labelling, such that we obtain
fewer false positives and false negatives.

4.1.2 Network architectures

We trained the MeerCRAB pipeline with three different ar-
chitectures using T9 data. MeerCRAB1 consists of a single
CL, MeerCRAB2 is trained with 2 CLs and MeerCRAB3 with
3 CLs. From Table 3, Table 4 and Table 5, we note that
MeerCRAB1 which is a shallow network yields a surpris-
ingly good performance for T8 to T10. Looking at Table 4
with T9, we note that MeerCRAB1 achieves an accuracy of
0.980 and MCC = 0.960 on the test set. When using deeper
networks (MeerCRAB2 and MeerCRAB3), we found that we
obtain a better performance. The accuracy for MeerCRAB2
and MeerCRAB3 using 𝑁𝑅𝐷 as input are 0.986 & 0.995 and
MCC values are 0.973 & 0.989 respectively.
To have a better understanding of why MeerCRAB1 yields

a good performance, we plot in Figure 10 the feature maps of
the CL for a bogus and real example. We observe that there
appears to be feature maps that activate on the background
(“dark centre”), while other maps activate on different parts
of the centre. This suggests that the network can distinguish

between the source itself and the background, thus it is able
to classify images relatively unhindered by different levels
of noise.
To determine which network performs best, we employ

the McNemar statistical test as discussed in §3.1.1. We plot
the contigency tables for the three models in Figure 11. The
sample size in the B and C cells are relatively small and
(𝐵 + 𝐶) < 25 to approximate the chi-square value from the
chi-square distribution. We therefore compute the p-value
in this case from a binomial distribution. Assuming we use
𝛼 = 0.05, if the p-value is less than 0.05, we reject the null
hypothesis that both models perform equally well on the test
set and if the p-value is greater than 0.05, we do not reject
the null hypothesis, we then conclude that the two models
perform equally well. From Table 6, we note that when com-
paring MeerCRAB1with MeerCRAB2, the p-values are greater
than 0.05, we therefore conclude that the models have an
equal performance. However, when comparing MeerCRAB1
with MeerCRAB3 and MeerCRAB2 with MeerCRAB3, the p-
vaue is less than 0.05 this indicates that one model is per-
forming better. When we analyse Figure 11(b,c), we note
that MeerCRAB3 has less instances being misclassified com-
pared to MeerCRAB1 and MeerCRAB2. Therefore, we con-
clude MeerCRAB3 is a better model compared to MeerCRAB1
and MeerCRAB2.

4.1.3 Input Images

In this section, we investigate the effect of adding and re-
moving images from the input to the CNN models. Vetters
were shown only three images during vetting: 𝑁 , 𝑅 and 𝐷

images. However, when training and evaluating the three
networks, we compare the different groups of images, to see
whether a competitive performance can be achieved with
more or less input data. Focusing on T9 and MeerCRAB3,
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Fig. 12: The false positives obtained with MeerCRAB3,
trained with T9 labelling and 𝑁𝑅𝐷 as input. These can-
didates are classified as bogus by humans. However, the best
performing network misclassified them as real.

we note that 𝑁𝑅𝐷 input yields the best performing model
with an accuracy of 0.995 and MCC value of 0.989. Simi-
lar results are obtained with T8 and T10. The second best
model inT9 is with input 𝑁𝑅𝑆 yielding an accuracy of 0.990
and MCC value of 0.980. With only 𝑁𝑅 as input, we note
that MeerCRAB3 performs equally well. Therefore, using a
reduced image input set (𝑁𝑅) yields a competitive perfor-
mance and indicates that a reduced set of images is sufficient
for separating real and bogus. However, we note that using
only 𝐷 or 𝑆 as input worsens the classification performance
and this indicates that using information only from the dif-
ference or significance imaging is insufficient.

4.2 Analysis of misclassification

With the various investigations, it is worth mentioning that
the classification performance is, in general, very similar
for the different MeerCRAB models, i.e., neither a particular
network structure nor the involved parameters seem to have a
significant influence on the final classification performance.
The conclusion one can draw at this point is that a standard
CNN model seems to be well-suited for the task at hand and
that even relatively simple networks yield a performance that
is competitive with state-of-the-art approaches.
In this section, we focus on our best model, MeerCRAB3

network with the 𝑁𝑅𝐷 configuration and T9 as input. In
Figure 12 and Figure 13, we present all misclassifications it
made.
In Figure 12, the top two rows show bogus candidates

with the presence of elongated spikes but theCNN found high
pixel values at the centre, thus got confused and classified
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Fig. 13: The false negatives obtained with MeerCRAB3,
trained with T9 labelling and 𝑁𝑅𝐷 as input. These can-
didates have been classified as real by vetters. However, the
best model misclassified them as bogus candidates. The first
two rows illustrate two real candidates with characteristics of
an extended source with > 10 pixels extent. The large extent
of the sources can be attributed to that fact that the seeing
can be very poor.

them as a real. The last row shows bogus candidates caused
by blinking tail light of planes which can be recognized
by the stripe. However, the MeerCRAB models seemingly
recognized it as real due to the presence of a strong point
source at the centre. However, we find that the decision made
by MeerCRAB fulfils our requirements as we do not feed
information related to elongated spikes and tail-light-trails
when training the ML algorithm. These are not commonly
occurring bogus events at present but may be added to our
training set in the future and it will enable MeerCRAB to
identify them.
Figure 13 shows real candidates being misclassified as

bogus. The top two rows are likely to be real point sources
because the Seeing can be very poor, thus leading to the large
extent of > 10 pixels. The fact that the source in the top row is
oriented differently in the science/new and reference image
suggests that it is not a Galaxy. However, these misclassifi-
cations are expected as these characteristics of real were not
provided when training the network.

5 Conclusions

A deep learning framework, MeerCRAB, integrated in the
MeerLICHT facility is a step forward in the automation and
improvement of the transient vetting process. In practice, by
using MeerCRAB we can significantly reduce the number of
missed transients per night and this may have a great impact



MeerCRAB: MeerLICHT Classification of Real and Bogus Transients using Deep Learning 13

on detecting and classifying the unknown unknowns of our
universe.
In this paper, we detailed the process of developing

MeerCRAB. To be able to train a deep neural network, we
construct a large, high-quality labelled and representative
dataset. To do so, we developed a vetting guidelines for vet-
ters and taught them how real or bogus candidates in the
MeerLICHT data appear. Then, a sample of 5000 candidates
were provided to 10 vetters for labelling. Based on the vetters
labels, we applied twomethods to assign the final labelling to
each candidate: (i) the thresholdingmethod (T8, T9& T10)
and (ii) latent class model L𝑙𝑐𝑚. At T9, a source is labelled
as real if atleast 9 out of the 10 vetters labelled it as real or
vice-versa. We found that T9 is a good threshold criteria to
be used since we have enough samples for training and test-
ing the models, hence providing high quality labelled data.
We found that going lower than this (i.e. T7, T8) or using
L𝑙𝑐𝑚, added noisy labels. When used to train the network,
such data decreased the performance of the models.
Moreover, we demonstrated that by increasing the depth

of the network, (MeerCRAB1 to MeerCRAB3), the perfor-
mance of the model increases as well. McNemar’s statistical
test showed thatMeerCRAB3 performs better thanMeerCRAB1
and MeerCRAB2. In addition, we used a combination of input
images (new (𝑁), reference (𝑅), difference (𝐷), significance
(𝑆)) as input to the three networks. We found that with only
𝑁𝑅, we obtained competitive results. We also observed that
adding the difference and significance images improves net-
work performance.
In summary the best performing model has the following

configuration: T9 with MeerCRAB3 having 𝑁𝑅𝐷 as input.
This model yields an accuracy of 99.5 % and MCC value of
0.989. This performance achieves an acceptable false pos-
itive and false negative rate for the real-time MeerLICHT
transient detection pipeline requirements.
MeerCRAB is a crucial component of the MeerLICHT

project which aims to detect and identify transient and vari-
able sources. With the streaming data coming from Meer-
LICHT, the vast majority of astrophysical data are not only
challenging to store, but also to classify efficiently and effec-
tively. Therefore, MeerCRAB will enable the rapid identifica-
tion of promising astrophysical sources in timely-manner. In
addition, MeerCRAB can be adapted to be a system that dis-
entangles interesting objects from a noisy background. We
have already implemented similar models in radio astron-
omy that distinguish Single Pulses from Radio Frequency
Interference for the MeerKAT telescope (FRBID7: Fast Ra-
dio Burst Intelligent Distinguisher). MeerCRAB is a flexible
software system, thus we were able to easily modify it to in-
tegrate different images as its inputs and as result, achieved
high levels of performance when using it for radio astronomy

7 See https://github.com/Zafiirah13/multi_input_frbid and
https://github.com/Zafiirah13/FRBID

Table 2: The results for various labelling methods are pre-
sented in terms of precision, recall, accuracy andMCCvalues
using NRD as input to the three models.

Methods of labelling Precision Recall Accuracy MCC
MeerCRAB1

L𝑙𝑐𝑚 0.96 0.96 0.960 0.920
T8 0.98 0.98 0.980 0.958
T9 0.98 0.98 0.979 0.958
T10 0.99 0.99 0.991 0.983

MeerCRAB2
L𝑙𝑐𝑚 0.97 0.97 0.967 0.936
T8 0.99 0.98 0.977 0.953
T9 0.99 0.99 0.986 0.973
T10 0.99 0.99 0.994 0.988

MeerCRAB3
L𝑙𝑐𝑚 0.97 0.97 0.968 0.936
T8 0.99 0.99 0.988 0.976
T9 0.99 0.99 0.995 0.989
T10 1.00 1.00 0.998 0.995

Table 3: The results with Threshold 8 (T8) are presented in
terms of precision, recall, accuracy and MCC values using
various combinations of input images (new (𝑁), reference
(𝑅), difference (𝐷), and significance (𝑆)) to the three models.

Number of Images Precision Recall Accuracy MCC
MeerCRAB1

NRDS 0.98 0.98 0.980 0.958
NRD 0.98 0.98 0.977 0.954
NRS 0.97 0.97 0.971 0.942
NR 0.96 0.96 0.962 0.923
D 0.88 0.88 0.877 0.762
S 0.83 0.83 0.831 0.662

MeerCRAB2
NRDS 0.97 0.97 0.975 0.948
NRD 0.98 0.98 0.977 0.953
NRS 0.99 0.99 0.986 0.973
NR 0.99 0.99 0.987 0.975
D 0.91 0.91 0.910 0.825
S 0.89 0.89 0.887 0.777

MeerCRAB3
NRDS 0.98 0.98 0.983 0.966
NRD 0.99 0.99 0.988 0.976
NRS 0.98 0.98 0.983 0.968
NR 0.98 0.98 0.981 0.963
D 0.92 0.92 0.921 0.843
S 0.89 0.89 0.891 0.786

images. Given the performance of MeerCRAB on both optical
and radio image sources in astronomy, the method may have
utility for those working in related areas.
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Table 4: The results with Threshold 9 (T9) are presented in
terms of precision, recall, accuracy and MCC values using
various combinations of input images (new (𝑁), reference
(𝑅), difference (𝐷), and significance (𝑆)) to the three models.

Number of Images Precision Recall Accuracy MCC
MeerCRAB1

NRDS 0.98 0.98 0.980 0.960
NRD 0.98 0.98 0.979 0.958
NRS 0.98 0.98 0.978 0.956
NR 0.97 0.97 0.972 0.946
D 0.86 0.83 0.823 0.690
S 0.86 0.85 0.853 0.708

MeerCRAB2
NRDS 0.99 0.99 0.988 0.976
NRD 0.99 0.99 0.986 0.973
NRS 0.99 0.99 0.986 0.973
NR 0.99 0.99 0.989 0.978
D 0.91 0.91 0.912 0.827
S 0.89 0.87 0.865 0.751

MeerCRAB3
NRDS 0.99 0.99 0.987 0.974
NRD 0.99 0.99 0.995 0.989
NRS 0.99 0.99 0.990 0.980
NR 0.99 0.99 0.989 0.978
D 0.93 0.93 0.931 0.863
S 0.89 0.87 0.868 0.760

Table 5: The results with Threshold 10 (T10) are presented in
terms of precision, recall, accuracy and MCC values using
various combinations of input images (new (𝑁), reference
(𝑅), difference (𝐷), and significance (𝑆)) to the three models.

Number of Images Precision Recall Accuracy MCC
MeerCRAB1

NRDS 1.00 1.00 0.995 0.990
NRD 0.99 0.99 0.991 0.983
NRS 0.98 0.98 0.985 0.970
NR 0.99 0.99 0.986 0.973
D 0.92 0.92 0.920 0.841
S 0.93 0.93 0.934 0.868

MeerCRAB2
NRDS 1.00 1.00 0.995 0.990
NRD 0.99 0.99 0.994 0.988
NRS 0.98 0.98 0.984 0.968
NR 0.99 0.99 0.992 0.985
D 0.94 0.94 0.944 0.888
S 0.94 0.94 0.940 0.881

MeerCRAB3
NRDS 0.99 0.99 0.990 0.980
NRD 1.00 1.00 0.998 0.995
NRS 0.99 0.99 0.994 0.988
NR 0.99 0.99 0.985 0.970
D 0.94 0.94 0.939 0.878
S 0.94 0.94 0.943 0.886

Table 6: McNemar’s Test using T9 and NRD results for
model selection. MeerCRAB3 has the best performance than
MeerCRAB1 and MeerCRAB2 as the p-value is less than 0.05.

Models P-value
MeerCRAB1 vs MeerCRAB2 0.13400
MeerCRAB2 vs MeerCRAB3 0.00390
MeerCRAB1 vs MeerCRAB3 0.00008
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