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ABSTRACT The significant increase in drug abuse cases prompts developers to investigate techniques
that mimic the hallucinations imagined by addicts and abusers, in addition to the increasing demand for
the use of decorative images resulting from the use of computer technologies. This research uses Deep
Dream and Neural Style Transfer technologies to solve this problem. Despite the significance researches
on Deep Dream technology, there are several limitations in existing studies, including image quality
and evaluation metrics. We have successfully addressed these issues by improving image quality and
diversifying the types of generated images. This enhancement allows for more effective use of Deep Dream
in simulating hallucinated images. Moreover, the high-quality generated images can be saved for dataset
enlargement, like the augmentation process. Our proposed deepy-dream model combines features from
five convolutional neural network architectures: VGG16, VGG19, Inception v3, Inception-ResNet-v2, and
Xception. Additionally, we generate Deep Dream images by implementing each architecture as a separate
Deep Dream model. We have employed autoencoder Deep Dream model as another method. To evaluate
the performance of our models, we utilize normalized cross-correlation and structural similarity indexes
as metrics. The values obtained for those two quality measures for our proposed deepy-dream model are
0.1863 and 0.0856, respectively, indicating effective performance. When considering the content image, the
metrics yield values of 0.8119 and 0.3097, respectively. As for the style image, the corresponding quality
measure values are 0.0007 and 0.0073, respectively.

INDEX TERMS Deep dream image, neural style transfer, gram matrix.

I. INTRODUCTION

The transformation of artistic images has increased signif-
icantly with the development of deep learning techniques.
Deep Dream (DD) and Neural Style Transfer (NST) are two
of these techniques that have drawn a lot of interest due to
their capacities to produce captivating, dream-like images
and transfer the artistic style from one image to another [1].
Deep Dream generates new images that mimic the images
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that schizophrenic patients and drug addicts imagine. These
techniques try to reflect hallucinations and delusional percep-
tions resulting from addiction to narcotics [2], where applying
Deep Dream is currently in its early phases, showing how arti-
ficial intelligence has the potential to advance the knowledge
of complicated mental health issues and enrich the lives of
individuals who are affected.

This study provides an investigation of Deep Dream imple-
mentation using five different Convolutional Neural Net-
works (CNNs) architectures; VGG16 [3], Inception v3 [4],
VGGI19 [5], Inception-ResNet-v2 [6], and Xception [7].
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In addition, Neural Style Transfer (NST) is applied using
VGG16 architecture. In this paper, we proposed a novel
hybrid deepy-dream model based on NST and CNN, as NST
with Deep Dream provides unique and artistic images by
exploiting the hierarchical nature of CNN.

Deep Dream is developed by Google, exploiting the CNN
power to visualize the neural network features by maximiz-
ing the activation of particular neurons in the intermediate
layers [8].

Neural Style Transfer method was developed by
Gatys et al. [9] which is an attractive application of deep
learning, that has been used in the entertainment industry to
generate art like images using CNNs to capture image content
while applying the style of another image [4], [5]. In this
case, the output of NST is a generated image consisting of
a combination of the content and the style of both content
and style reference image, respectively [11]. Deep Dream and
NST have demonstrated their artistic power while providing
valuable insights into how CNNs perform their functions.

Normalization is a generic transformation that ensures
the changed data has certain statistical features [12]. Blend-
ing images refer to composing images to create visual
content. One of the main advantages of image blending
is that a blended image depends on both the source and
destination [13].

Although Deep Dream is a recent technology, the studies in
this field are still limited and need more support. Much of the
research needs to manage the quality of the generated images
and employ metrics to evaluate the effectiveness of Deep
Dream model. In this case, we have improved the quality of
the results and maintain the performance by using evaluation
metrics.

The motivation behind this work is to propose a Deep
Dream model for generating Deep Dream images that mimic
the hallucinations imagined by schizophrenia patients and
abusers. These generated images look similar to dream-like
and/or surreal images.

The proposed deepy-dream model is tested against the
blurred images; for both an image with a single face
(Franklin’s image) and the blended image. The gener-
ated images are evaluated using three quality measures
including structure similarity index (SSIM) [14], normalized
cross-correlation (NCC) [15], and peak signal-to-noise ratio
(PSNR) [14].

Our proposed deepy-dream model provides augmentation
by enriching the dataset with new dreamed images that have
small differences from the original images. In the first stages
(where each image has a small variation from the previous
one), this assists to make the classification systems that are
trained on these datasets more powerful and able to deal with
distorted images.

In this paper, we provide the following novelties:

1) Generating Deep Dream images by combining the fea-
tures of five CNN architectures. As far as the authors
are concerned, this is the first time that such a combi-
nation is performed.
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2) For the first time, a hybrid model of both Deep Dream
and Neural Style Transfer and its application for gen-
erating images to support schizophrenia patients is
implemented.

3) The generation of Deep Dream images using blurred
images.

Il. RELATED WORK

A. NEURAL STYLE TRANSFER (NST)

Chen, et al. [16] proposed a unique way for increasing the
stability and efficiency of video-style transfer networks by
employing knowledge distillation and low-rank distillation
loss. Accordingly, smaller student network that has an optical
flow module for increased stability is trained to replicate
the output of a bigger instructor network. The student net-
work is encouraged to learn the residual between output
stylized movies generated by the teacher network. A low-
rank distillation loss is used to stabilize the student network
output by imitating the rank of the input videos. The sug-
gested method is assessed and contrasted with cutting-edge
video-style transfer techniques. The authors claimed that their
outcomes perform better than the state-of-the-art methods in
terms of temporal inaccuracy and running speed.

Choi et al. [17] proposed a model in which they claimed
that it created the best arbitrary image style transfer method
using second-order statistics of the encoded characteristics;
representing correlation among various feature maps to
control the style of the resulting image. They made two
contributions to their study; the first was the suggestion of
a method for correlation-aware loss and feature alignment.
The capacity of the decoder network style is increased using
a regular blending of loss and feature alignment algorithms,
which reliably match the statistics of the second order of the
content features and the target style features. They suggested
a component-wise style regulating method in the second
contribution. Using style-specific components from second-
order feature statistics, their method could produce several
styles based on single or multi-style images. They claimed
that their methodology increases decoder network style diver-
sity and capacity without compromising its ability to process
in real-time on GPU devices (under 200 ms). For the encoder,
a pre-trained VGG16 network was employed to extract the
features of both content and style images, while a trainable
VGG16 network was used for the decoder to show the effect
of the independent style on the resulting image. A dataset
of 22 photos was utilized to represent style images, and
the MS-COCO dataset [18] was used for content images.
To quantify the losses of the networks, they relied on aug-
menting the training data.

Al-Khazraji et.al. [19] proposed a model that combines
both Deep Dream and NST to improve the art and produce
pictures that mirror the hallucinations experienced by psy-
chiatric patients and drug addicts. The pre-trained VGG-19
and Inception v3 networks were used. The Gram matrix had
a significant role in the process of transferring styles. Using
gradient descent and gradient ascent, the loss was minimized
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during style transfer and maximized during a deep dream. The
authors indicated that an image lost value was decided by how
clear it was. Deep Dream loss values were decreased and neu-
ral style transfer loss values were higher for distorted visuals.
The opposing patterns appeared in contrast when there were
no muddled lines, circles, colors, or other shapes. So, this
state of art differs from our current study in that the two works
(previous and current) implement Deep Dream and NST but
in reverse order, where the previous work implements NST
then the stylized images become the input of Deep Dream
model. While in the current work, the Deep Dream process
is implemented first then the resulting Deep Dream image is
the input to the NST model. Also, the current study maintains
the quality of generated images since it was implemented by
mixing the features of many CNN architectures, while the
previous work implement Deep Dream by using Inception v3.
Although both the two works used VGG-19 for NST but with
different layers. In addition, the current study uses evaluation
metrics while the previous work did not.

B. DEEP DREAM

Yin et al. [20] proposed an approach for creating images
using deep neural networks. Their approach, known as the
Deeplnversion, consists of two components: teacher logits
and student logits; the first component represents the unnor-
malized results of a trained neural network for a particular
input image, while the second component represents the
results of training a different neural network to emulate the
teacher. Without using any Deep Dream extra data from
the training data set, the teacher depicts the inverted trained
network that starts from random noise. They used Deep
Dream to construct Deeplnversion by enhancing the image
quality of Deep Dream and extending the concept of image
regularisation to include the concept of feature distribu-
tion regularization. Their model was tested using ImageNet
and CIFAR-10 datasets [21]. Although their great efforts to
build this approach, their study was built only by using two
CNN architectures: VGG-16 and ResNet while they were
able to implement their work with multiple other variants.
This method is time-consuming and very large resources are
required. Also, they did not use evaluation metrics to measure
the values of similarity or connectivity between the original
images and the generated images.

Arthi et al. [22] proposed a biometric authentication sys-
tem that employs Deep Dream to extract important features.
They used gradient ascent to maximize specific layers in
the CNN to exclude irrelevant features. The resulting images
from the Deep Dream system are matched with the database
that contains the biometric images of the authorized person.
If matched correctly, the system grants permission, otherwise,
no permission will be allowed, and a security control trigger is
generated by the system. The authors did not mention the type
of architecture they used to build their model, although they
used Deep Dream only to extract the features, and building
a model that generates dream images was not their purpose.
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So, they did not concern with the quality of images or
anything else, just extracted the features by implementing
Deep Dream.

Kiran [23] introduced a new algorithm for computer vision
known as Deep Inceptionism learning or the Deep Dream
algorithm. As the picture enters the network and causes the
neurons to activate, the algorithm training phase starts. The
idea behind their suggested technique is to alter the input
image to increase the firing of specific neurons (through the
boosting or activation of the neurons). With the help of Deep
Dream, users can decide which neurons they’re willing to
fire more noticeably. Such a procedure is repeatedly carried
out until an input image has all the attributes needed by a
specific layer. As images are fed to the network, recognizing
and highlighting unusual elements in the original image are
improved. In this case, the first stage of the process is to
submit an image to a trained CNN, ANN, ResNet, etc. The
next step is to select a layer and describe the activations (or
output) that are generated by the layer of interest. The next
steps involve calculating the activation gradient for the input
image, modifying the image to increase those activations,
improving network-detected patterns that produce a trippy
hallucinatory visual, and repeating the process across vari-
ous sizes. Although his good work in implementing Deep
Dream algorithm, he did not add or change anything but
implemented the original algorithm by using two CNN archi-
tectures: Inception v3 and ResNet. So, the quality of the
images nor measuring the degree of the quality is his interest.

El-Rahiem et al. [24] used Deep Dream to present a
multi-biometric cancellable scheme (MBCS) for the genera-
tion of cancellable patterns of the fingerprints that are secure
and effective, as well as biometric modalities based on eye
iris and finger veins. To create a multi-exposure deep fusion
module that produces a fused biometrical template collected
as the Deep Dream module final cancel-label template, they
harnessed the power of e deep learning models. Inception
v3 network that had already been trained is utilized. The
loss value is increased during the gradient-ascent phase to
visualize the filter. Filter visualisation is used to increase the
number of filter activations and maximises the value of a
single filter in a certain layer. The gradient ascent method
is governed by three primary parameters: gradient step “S”,
maximum loss “Lmax’’, and numerous iterations “I’’, which
are used to adjust the loss gradients of the successive layers.
Optimization of Deep Dream algorithm performance is based
on these factors. The authors introduced a good study, but
in the case of Deep Dream, they only used Deep Dream for
cancellable patterns of the fingerprints and did not make any
comparison of the results with other models. The quality of
the resulting images was not their concern.

Al-Khazraji et.al. [25] conducted a study that shows how
to use CNN to create images that are representative of deep
dreams. The procedure entails looking at the layers in each
network block, choosing the necessary layers, and maximiz-
ing their features. Entire loss is calculated and the last Deep
Dream image is recovered, in which this process is performed
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recursively. The authors repeated the procedure twice, once
on the low-level layers and then on the high-level layers.
High-level layers create profound dream visuals that are more
distinct than low-level layers. The loss values of photos from
the higher layers range from 20.0704 to 32.1625, and the loss
values for images from the lower layers range from 31.1435 to
54.6134. Although the great work introduced by the authors,
they did not compare their results with any results of other
models. Also, the evaluation was not measured in the case
of the quality of images and correlation between pixels of
original and generated images.

Sahu et al. [26] proposed a hybrid model that combines
the features of both deep learning and machine learning.
They implemented the original Deep Dream algorithm using
Inception-v3 on the images that have been collected from
farms to extract important features of disease lesions existing
in the leaves of crops. By maximizing the activations of
the selected layers on the Inception v3, the features have
become more prominent. Gradient ascent is used to maximize
the activations. The authors focused only on extracting the
important features but not generating Deep Dream images.
Deep Dream was a secondary process employed to achieve
another goal.

Table 1 illustrates the limitations of Deep Dream studies.
Table 1 shows the limitations of the Deep Dream in literature.

In this study, we implemented Deep Dream in various
methods with layers and tested the results in different con-
ditions. The difference from the previous studies are:

« Improving the quality of generated Deep Dream images.

o Comparing the results with the results of the other
models.

« Reserving the quality of images by employing evalua-
tion metrics to measure the quality of the results based
on similarity and connectivity between the original and
generated Deep Dream images which are ignored in the
previous studies.

« In addition to the CNN variants, we also implemented
the Deep Dream by using the autoencoder Deep Dream
model.

« Proposed a hybrid Deep Dream model named proposed
deepy-dream model to generate Deep Dream images by
mixing the features of all the five CNN architectures that
were used in this study.

o Examining the proposed deepy-dream model against
blurred and unblurred (pure) images.

Ill. THEORETICAL BACKGROUND
This section is divided into two patrts, in the first part, we will
go through various CNN structures utilized in this research.
While in the second part, we will move to data augmentation.
Machine learning technology [27] includes deep learning,
which is mostly used when dealing with image data [28], [29].
Deep Dream and NST are deep learning techniques, that
utilize CNN pre-trained architectures to build various models.
CNNs are deep neural networks created primarily to pro-
cess image data; they can be benchmarked to feed-forward
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TABLE 1. The limitations of the previous deep dream studies.

Study Model Limitations
They did not explain how their model is built,
on which CNN variant they trained the system,
[22] Thereisno and which layers they maximized. No

obvious model comparison with any other models, so this is

unfair. Also, they did not use any metric to

evaluate the resulting Dream image.

It uses only one workstation for execution, in

addition to the small number of biometric
[24] Inception v3 modalities employed for evaluation, and the
absence of comparison with other cutting-edge

cancellable biometric schemes.
The work did not add any modification to the

original algorithm and it just reimplemented
the original DD algorithm.

ResNet

(23] Inception v3

The produced images may have identical
colors and backgrounds due to the usage of a
standard Gaussian distribution to initialize
[20] VGG every one of the pixels. It took a lot of time and
ResNet resources to make these images. The style of
synthesized images may vary depending on the
optimization hyperparameters used. The
article just provides a cursory analysis of the
proposed method.

This study only focused on particular layers to
maximize their activation functions and
ignored the other important parameters like
learning rate, and the architecture of the
network itself such as depth, width, and layers
connectivity.

This study implements the original Deep
Dream without modifications. Also, in the
section where Deep Dream is used, there is not
any comparison with other models that
implement the same task.

[25] VGG-16

[26] Inception v3

ANNs with a variety of convolutional and subsampling
layers [30], [31], [32], [33], [34]. By using deep CNN,
the most representative features are extracted from the
images [35], [36]. In a CNN, the layers that extract features
get input from neighbouring layers. The features such as
ending points, edges, and corners are pooled by the upper
layer [37].

A. CNN STRUCTURES USED IN THIS STUDY

1) VGG-16

VGG16 (Visual Geometry Group) is a 16-layer neural net-
work that consists of three fully connected (FC) layers, five
blocks of convolutional layers, and one max-pooling layer.
In order to guarantee that the final map has the same dimen-
sions as the activation map from the preceding layer, the
convolutional layers employ a 3 x 3 kernel with padding
and a stride of 1. The spatial dimensions of the activation
map from the preceding layer are cut in half using the max-
pooling layer, which has a 2 x 2 kernel size, no padding,
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and a stride of 2 [27]. The spatial dimension is decreased by
using a rectified linear unit activation after each convolutional
and max-pooling block. For the final classification, three FC
layers are utilized.

2) INCEPTION V3

Inception-V3 is a well-known deep neural network
with 11 Inception modules, each of which has an activation
layer, a convolutional layer, a batch normalization layer, and a
pooling layer. In order to maximize feature extraction, these
modules, which have been expertly built, are concatenated
in the Inception-v3 model. Each module takes advantage of
the multi-scale notion and has several branches with various
kernel sizes, including 1 x 1,3 x 3,5 x 5,and 7 x 7. In each
module, a 1 x 1 convolution is employed before the compu-
tationally demanding 3 x 3 and 5 x 5 convolutions to reduce
dimensionality and improve performance. Factorization is
used by the network’s sub-networks (Mixed0O to Mixed10)
to lower the total number of deep neural network (DNN)
parameters [38].

3) VGG-19

The VGG-19 neural network is a sophisticated system that
has 19 connection layers, 16 convolution layers, 1 ReLU layer
after each of these layers, and 3 completely connected layers.
In the case of a classification process, the convolution layers’
primary goal is to extract the features from the input images.
These features are then used by the fully connected layers
to classify the images. Five max-pooling layers are used to
reduce dimensionality and avoid overfitting [39].

4) INCEPTION-RESNET-V2

Inception and ResNet, the two most popular deep convolu-
tional neural networks (CNNs), are combined to generate
Inception-ResNet-V2. Batch normalization, however, does
not apply to summations; it is only applied to the conventional
layers to make the training process faster. The number of
Inception blocks and the network’s overall depth is increased
by using the residual modules [40].

5) XCEPTION

Xception is a modified version of the Inception architecture
created by Google researchers [ref.]. For classifying images
in a dataset, Xception combines pointwise and depthwise
convolution layers, which have been shown to increase accu-
racy. The feature extraction network of Xception is composed
of 36 convolution layers divided into 14 modules. All of these
modules, except the first and last, contain linear residual con-
nections. Because Xception is made to be easily adaptable,
users can modify its parameters [7].

B. DATA AUGMENTATION

Data augmentation is the process of expanding the quan-
tity of data by employing various tactics (such as scaling,
flipping, zooming, rotating, translation, noise injection, etc.).
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As a result, the size of the training data will be increased
as necessary. Data Augmentation plays a significant role in
developing a better Deep Learning model [41], [42].

As the Deep Dream model generates images at each itera-
tion that has a small difference from the previous one, it can
be employed as an augmentation to increase the images in the
dataset.

The augmentation process with Deep Dream is similar
to the noise injection process except that noise injection
has some limitations such as high computational cost, time-
consuming, and additional memory required [42].

IV. METHODOLOGY
Our proposed system is built based on three techniques;

image blending, deep dream, and neural style transfer.
Figure 1 shows the diagram of the proposed model.

Blending
- | images
Input ]
| images Apply Deep

Dream model

¥
[ Resizing F Apply NST |
- model

Final Stylized
dreamed image

Final Deep l
i Es
Dream image

FIGURE 1. Proposed model diagram.

At first, the images are resized to (224 x 224) or
(299 x 299).

Then, the images are used by the model, and they are
blended. Equation 1 shows how the blending operation is
performed [43].

Ipiended = Isource ¥ M — Liistination * (M - 1) (l)

where Ipjengeq 1s the output image, Iy ce is the first image,
Liistination 15 the second image and M is the binary mask for the
objects’ location, while (M —1) is the inverse of the mask M.

Deep Dream model is implemented into two separate
models, the first is named deepy-dream model which gener-
ates dream-like images by combining the extracted features
of all five CNN architecture models (VGG-16, VGG-19,
Inception v3, Inception-ResNet-v2, and Xception). While
the second is to implement each one of those five models
individually.
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Figure 2 shows our proposed deepy-dream model while
Figure 3 illustrates the diagram of every individual compo-
nent of our model.

Input blended
image )

Resizing

image

Input blended ’

5 -

=1 o

© oo

¥ N £ >

= o®

Resizin ] =

9 £ B

5 5

- = & E

Normalization

Y Maximize

activation function

these steps

Specify target
layer(s)

h J

\J
[ Feature extraction ]

v

Detect the required
iterations

For every model implement

Feature
extraction

=

extracted from the five models

v

r—l-‘ Maximize activation ’

Pre-trained model

Combine the features J

functions

'

Gradient

o
<
=
@
ot
S
2
E
o
O

Compute the
loss

v

[ Denormalization ]

Compute loss
Compute the
Gradient

Generate &
display DD image

1]
o
o
E

Iterations =1000

Generate DD
Saved image

FIGURE 3. Diagram of the individual five deep dream models.

VGG19 models because these models have been built to
accept those sizes of images.

Normalization is performed to the image (0-255) and the
three colors are limited in the range between (0-1) [44], [45].
FIGURE 2. Diagram of our proposed deepy-dream model. During pre-trained, we monitor lower and upper layers

for low-level and high-level features Table 2 illustrates the

The images are resized to minimize their size into targeted layers in each one of the CNN architectures.

(299 x 299) in the case of Xception, Inception v3, Inception- We extract the most crucial features from the pre-trained
ResNet-v2 models, and (224, 224) when using VGG 16 and/or models after maximizing the loss of the specified layers.

Final loss

Generate & save
DD image
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TABLE 2. The targeted layers in each architecture of the CNN networks.

C NN variant
VGG-16

The activated layers

block5 convl, blockS conv2, block5 conv3

Inception v3 mixed4, mixed5, mixed6, mixed7, mixed8

(block5_convl, block5 conv2, block5 conv3,

VGG-19 block5_conv4

block35 5 mixed, block35 6 mixed,
block35 7 mixed, block35_ 8 mixed,
block35 9 mixed

Inception-ResNet-V2

block7_sepconv3_bn,

Xception block9 sepconv2 act, block8 sepconv3

In every CNN architecture, the features are extracted by
combining convolution, activation functions, and pooling
procedures. First, the convolution process is implemented.
The activation function and max pooling layers extract the
network features. Feature extraction starts by applying the
convolution process as shown in Equation (2) [46].

F(i,j)=A*xK)i,j = X2A3G — m,j — n)K(m, n)nm
2

where A is the input image, K indicates the 2D filter of size
m X n. F stands for the 2D feature map resulting from
convolving A with K, expressed by A *x K, i and j represent
the positions of the row and column in the output feature map
F or the input image A.

Rectified Linear Unit (ReLU), which is a hidden layer
activation in a deep neural network, is among the most com-
mon activation functions. It eliminates the negative values
and gives the algorithm non-linearity through computing the
activation by thresholding input at zero [47]. In the max
pooling operation, only the strongest activations are selected
from the pooling region by applying Equation (3) [48].

Jfmax = max {xi}é\;l 3

where x is the input, i represents the pixel’s number inside
the block of pixels with a range from 1 to N, where N is the
number of overall items. F is the output result of the max
pooling operation.

In Deep Dream, the features are extracted by running the
input image through the CNN up to the desired layer(s),
after which the image is optimized to magnify the patterns
associated with the features.

A total of 1000 iterations were employed in this study.

Our proposed deepy-dream model is implemented by
applying each one of these five Deep Dream models individ-
ually, the overall pre-trained models are combined into one
hybrid Deep Dream model to generate different Deep Dream
images. At each iteration, the loss is computed independently
for every model, and these losses are summed and utilized for
updating the image. Hence, the features of all these models
are combined, and this gives each model a fair contribution
to the gradients to be used for updating the image.
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Also, we have implemented an autoencoder network to
generate Deep Dream images, where the features have been
extracted from specific layers of the VGG-19 network, and
then built an autoencoder, which is made of encoder lay-
ers that perform various convolutional operations to reduce
the input image representation. However, decoder layers use
transpose convolutions to attempt to recover the original
image from the compressed version. The ‘same’ padding
technique helps maintain spatial dimensions, while the ‘relu’
activation function is employed to introduce non-linearity.

The NST model is used to produce a newly decorated
image. The input to this model must include at least two
images, one of which must reflect the style image produced
by the Deep Dream process and the other must represent the
content image. The NST model is shown in Figure 4.

In the pre-trained model, the layers (the same layers that
were detected in Table 2 ) of both content and style images to
extract their features by applying the CNN operations includ-
ing convolution, activation function, and pooling operations
are selected.

For both images (content and style), the Gram matrix is
computed for each layer to extract the high-level features of
these images. The purpose of the Gram matrix is to compute
the correlation between features in each layer.

The style information is kept while the content-specific
information is removed using the Gram matrix. As a result,
the recovered features from the CNN can be used by the Gram
matrix to help create information about the texture.

The gram matrix is computed using Equation (4) [9].

U |l
Gij= > FiFj @)

where, ij is the inner product between vertices i, and j in
layer /, and at each layer /, F denotes a collection of features
related to the vertices of a graph.

The new image is generated from the content image and
the style image. Then the content and style loss are computed
to ensure that the new image has the content of the content
image and the structure of the style image

The loss of the content image is computed by applying
Equation 5.

- 1 / 12
Leonent (B, %, 1) = 5 > (Fy; = Py) ()

Here Lonrens refers to the loss in the content image, p, X are
the original image, F’ é is the activation of the i’ mask at. the
position j in the layer /. While F!, P! are the representative
feature of both X and p, respectively. The style loss of the
style image is computed by applying Equation 6.

N L
Loyie @.%) = D~ Wik ©)

where Ly is the style loss of the style image, w; represents
the weighting factors that each layer contributes to the total
loss, and &, X are the original and generated image, respec-
tively. While E; denotes the style loss at every single layer in
the network.
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FIGURE 4. Diagram of the proposed NST model.

In order to optimize the output image and allow it to match
the input image content and the reference image style, the
total loss is calculated. The weighted content and style losses
are added to determine the overall loss. The total loss is
obtained by applying Equation 7.

Liotal (ﬁy &7 }) = “Lcontent@, }) + ﬂLstyle(&» 7_5) @)
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« and B represent the weighting factors for the content and
style representation, respectively.

Gradient descent is used to reduce overall loss by modify-
ing the generated image’s pixel values. By reducing the total
loss, this process is repeated until the generated image has a
style that is similar to or convergent with the style of the style
image and content that is similar to or convergent with the
content image.

The gradient descent is computed using the Adam
optimizer. The Adam optimizer is calculated using
Equation 8 [49].

®)

Wil = Wr —

~

Vi
where w41 is the updated weight, w; is the previous weight,
 is the learning rate, [i; and v, represent the bias-corrected
estimate of the first and second moments of the gradient at
time step t, respectively.

V. RESULTS

The input images are resized, as indicated previously. The
input images were downloaded from Google Images. Figure 5
shows the images after resizing.

=

A (224x224)

~nill Bz ssmce..

B (224x224)

FIGURE 5. Resizing A and B images.

The resized images are blended to obtain one blended
image. Figure 6 shows the blended image.

Table 3 shows the values of hyperparameters used in our
experiments to generate Deep Dream images.
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FIGURE 6. The blended image.

TABLE 3. The values of hyperparameters that are used in the deep dream
experiments.

HYPERPARAMETER value
Learning rate 0.01
Number of iterations 1000
Steps per iteration 50
As mentioned in

Targeted layers’ name Table I

The blended image in Figure 6 is the input to the Deep
Dream model. Figure 7 (a and b) shows the resulting
Deep Dream images when using Xception and Inception v3,
respectively. Figure 8 shows the resulting Deep Dream image
when using Inception-ResNet-v2. While Figure 9 (a and b)
shows the resulting Deep Dream images when using VGG16
and VGG19, respectively. Finally, Figure 10 shows the
resulting Deep Dream image when applying our proposed
deepy-dream model.

Table 4 shows the loss values that results based on each
used model.

TABLE 4. The loss of the CNN architectures used to generate deep dream
images.

Pre-trained network Loss value
Xception 1.3086
Inception v3 4.4899
VGG16 7.8752
VGG19 16.1402
Inception-ResNet-v2 4.6213
The Our proposed deepy-dream 23.2599

Further experiments were conducted in which we tested
our proposed deepy-dream on blurred images, in two cases;
in the first case, a pure image of Franklin and blurring the
same image as shown in Figure 11. While in the second case,
the same blended image is blurred as in Figure 12.

Franklin’s image is tested to show the difference between
the blended image and the single image when our proposed
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FIGURE 7. The Deep Dream images that result when applying: a. Xception
network, b. Inception v3 network.

FIGURE 8. The Deep Dream image results when applying the
Inception-ResNet-v2 network.

deepy-dream model is applied. The resulting images are
shown in Figures 13 and 14. While Figure 15 shows the
resulting Deep Dream image after applying our proposed
model to a single pure Franklin’s image.
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FIGURE 11. The blurring of Franklin’s image, A) the original image, B) the
blurred image.

Blurred Image

FIGURE 12. Blurring the blended image.
FIGURE 9. The Deep Dream images that result when applying: a. VGG-16

network, b. VGG-19 network.

. . FIGURE 13. The Deep Dream image results when applying our proposed
FIGURE 10. The Deep Dream image results when applying our proposed deepy-dream model on a blurred blended image.
deepy-dream model.

The loss of the Deep Dream images results from applying In the case of implementing Deep Dream with autoencoder,
our proposed deepy-dream model on the blurred and pure after 1000 iterations, we got the Deep Dream image shown in
images are shown in Table 5. Figure 16, with a loss of (0.5007293820381165).
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FIGURE 14. The Deep Dream image results when applying our proposed
deepy-dream model on a blurred Franklin’s image.

FIGURE 15. The Deep Dream image results when applying our proposed
deepy-dream model on a pure Franklin’s image.

TABLE 5. The loss values of our proposed model on blurred images.

Name of the image Loss value
Pure blended image 23.2599
Blurred blended image 23.9267
Pure Franklin’s image 229816
Blurred Franklin’s image 23.4761

We implement the neural style transfer. NST takes two
images as input, one of them represents the content image,
while the other is the style image. The Deep Dream image
is taken as the style image. VGG16 network is used as a
pre-trained model in NST. The NST model is applied five
times, each time one of the resulting Deep Dream images is
used as a style image, while the content image is the same for
all five times. Figure 17 shows the content image that is used
in the NST model.
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FIGURE 16. The Deep Dream image results when applying an
autoencoder model.

FIGURE 17. The content image.

Figure 18 (a and b) shows the stylized images that
result from using the Deep Dream images of Xception and
Inception v3, respectively as style reference images. While
Figure 19 shows the stylized images that result from using
Deep Dream image of Inception-ResNet-v2 as a style ref-
erence image, and Figure 20 (a and b) shows the stylized
images that result from using Deep Dream images of VGG16
and VGG19, respectively as style reference images. Figure 21
shows the stylized images that result from using Deep Dream
image of our proposed deepy-dream model as a style refer-
ence image. Finally, the stylized images resulting from using
the image generated by the autoencoder Deep Dream model
as a style image are shown in Figure 22.

The loss of the NST model of each stylized image is
computed, as shown in Table 6. This process is computed for
each one of the five pre-trained models.

VI. EVALUATION METRICS

Deep Dream and NST models are typically evaluated using
the SSIM, PSNR, and Normalized Cross-Correlation (NCC)
metrics. The similarity in the structure between the two
images (the generated and target images) is computed by

101453



IEEE Access

L. R. Al-Khazraji et al.: Hybrid Artistic Model Using Deepy-Dream Model and Multiple CNNs Architectures

FIGURE 18. The resulting stylized images from applying style reference
images from a. DD Xception network, b. DD Inception v3 network.

FIGURE 19. The resulting stylized image from applying style reference
images from the DD Inception-ResNet-V2 network.

SSIM metric which takes the structure, brightness, and con-
trast into consideration. Higher values of SSIM, indicate that
the matching between these images is better [50]. A greater
PSNR indicates a smaller disparity between the generated and
target images in terms of pixel values [37]. While the NCC
metric is used for measuring the correlation between pixels
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FIGURE 20. The resulting stylized images from applying style reference
images from a. DD VGG-16 network, b. DD VGG-19 network.

FIGURE 21. The resulting stylized image from applying style reference
image from our proposed deepy-dream model.

in the source and generated images [15], [51]. These criteria
can be used to assess how well Deep Dream and neural style
transfer models do at creating images that reflect the desired
style or content. In determining the quality of generated
images, it is crucial to consider the subjective evaluation and
visual inspection as equally significant. Equation 9 calculates
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FIGURE 22. The resulting stylized image from applying style reference
image from an autoencoder deep dream model.

TABLE 6. The loss values of the NST model.

Pre-trained network Loss value
Xception 9042.4072
Inception v3 1889.0823
VGG16 10937.8564
VGG19 12055.8174
Inception-ResNet-v2 5392.1963
The Our proposed deepy-dream 49232.36
An autoencoder Deep Dream 37897.71

the SSIM [37].

Cpypy + €200y + )
SSIM (x,y) = ——5— L
(n2u2 + C)(o2o2 + Co)

C))

where (1, and puy are the local means, oy and o, are the stan-
dard deviations for images x and y respectively, C1 and C2
are small constants to avoid instability.

Equation 10 is used to calculate PSNR [14].

PSNR = 10log, (peakval®)/MSE (10)

where peakval is the maximum possible pixel value, and
MSE is the mean squared error between the color Deep
Dream image and the reference image in the case of NST,
and between the generated Deep Dream and the original input
image.

Equation 11 is used to calculate NCC [51].

zm,n r(i,j)s@+m,j+n)
\/Zm,n r(i,j)2 Zm,n s(i+m,j+ n)2

where I and j are the indices of the pixels in image r. while m
and n represent the displacement that is applied to the indices
of the pixels in image s.

In the case of NST, the measurements (PSNR, SSIM, and
NCC) are computed two times; one is based on the content
image and the other is based on the style image.

Equation 12 is used to calculate the MSE value [14].

NCC (m,n) =

(11)

1 A
MSE = 2o 30 S gt m) = g m)P - (12)

where g(n, m) is the first image and g(n, m) is the generated
image.
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By applying the SSIM, PSNR, and NCC metrics on the
generated Deep Dream images, we get the results shown in
Table 7.

TABLE 7. The SSIM, PSNR, AND NCC values based on the images
generated from each Deep Dream pre-trained model.

The DD images based on the SSIM PSNR NCC
pre-trained models value value value
Xception 0.1495 27.2024 0.3684
Inception v3 0.4207 27.5370 0.7311
VGG16 0.1118  27.1759 0.4384
VGG19 0.1117  27.1863 0.4502
Inception-ResNet-v2 0.2347 27.3182 0.5083
Our proposed deepy-dream 0.0856 27.1919 0.1863
Autoencoder Deep Dream 0.4336 26.5813 0.6785

The SSIM, PSNR, and NCC values of the Deep Dream
blurred images are shown in Table 8.

TABLE 8. The values of SSIM, PSNR, AND NCC values of the deep dream
blurred images.

The image name PSNR SSIM NCC
Pure Franklin’s image 27.8592 0.0680 0.1399
Blurred Franklin’s image ~ 27.8314 0.0262 0.1293
Pure blended image 27.1919 0.0856 0.1863
Blurred blended images  27.2545 0.0561 0.1361

In the case of NST the SSIM and PSNR are computed
twice; one is based on the content images and the other is
based on the style images. There is only one content image,
and while there are five style images; one Deep Dream image
is generated from every pre-trained model.

Tables 9 and 10 contain the values of SSIM and PSNR
of the stylized images based on content and style images,
respectively, where the NST images are resulted by taking
the Deep Dream images as style images.

TABLE 9. The values of SSIM and PSNR of the stylized images are based
on the content image.

The style image of the PSNR SSIM NCC
pre-trained model value value value
Xception 28.1523 0.1110 0.6989
Inception v3 27.9137 0.1339 0.6732
VGG16 28.1344 0.0885 0.6625
VGG19 28.1627 0.0889 0.6693
Inception-ResNet-v2 27.9854 0.1243 0.7043
our proposed deepy-dream 29.1082 0.3097 0.8119

0.5399 0.8900

An autoencoder Deep Dream 30.1347

In the case of augmentation, Figure 23 depicts the Deep
Dream image that is generated after 50 iterations. So, all
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TABLE 10. The values of SSIM and PSNR of the stylized images are based
on the style image.

The style image of the PSNR SSIM NCC
pre-trained model value value value
Xception 28.0279 0.0119 0.0013
Inception v3 27.9532 0.0297 0.0793
VGG16 28.0288 0.0103 0.0183

VGG19 28.0344 0.0089 0.0261
Inception-ResNet-v2 27.9479 0.0170 0.0628
our proposed deepy-dream 27.9427 0.0073 0.0007
27.9600 0.0155 0.1514

An autoencoder Deep Dream

FIGURE 23. The resulting deep dream image from the proposed
deepy-dream model using 50 iterations.

the previous images can be saved in the dataset to avoid
overfitting problems and increase the system experience.

This experiment is conducted according to the hyper-
parameters’ values listed in Table 3, and by a trial-and-
error method, we found that the optimal result is met at
iteration 550.

VIl. DISCUSSION

Deep Dream and neural style transfer are the most recent
techniques which are used for multiple applications such
as simulating the cases of schizophrenic patients and drug
addicts, the entertainment industry, and generating images
like art, in addition to increasing the size of the dataset in
the case of saving the resulting images in the same dataset
as every image has small variation from the previous one.
In this study, a hybrid model that combines both a Deep
Dream and NST models was developed. For the Deep Dream
model, at first, five CNN architectures are used to gener-
ate Deep Dream images, which are VGG16, Inception v3,
VGG19, Inception-ResNet-v2, and Xception. Then we
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proposed a new deepy-dream model to generate Deep Dream
images by combining the features that are extracted from
the above-mentioned CNN architecture models. While only
VGG16 is used for NST.

All models produced various Deep Dream images, which
are different visually and have different evaluation metrics
values like loss, PSNR, and ISSM.

For the VGG-16, VGG-19, Inception v3, Inception-
ResNet-v2, and Xception models, the differences in the
resulting Deep Dream images and loss values are due to
some factors including the different architectures that are
used to build CNN variants such as residual connections,
Inception modules, and depthwise separable convolutions,
in the case of Inception-ResNet-v2, Inception v3, and
Xception, respectively. While VGG16 and VGG19 structures
start with a convolutional layer followed by pooling and the
fully connected layers producing various images and different
loss values. The second factor is the trained parameters,
where each one of those models is developed for particular
tasks and also trained on a specified dataset in a special
pattern. The third factor is choosing the layers to extract
their features, where the ability of each model to extract the
features is different from the others. For example, the VGG16
and VGG19 are deeper than the others and can capture further
spatial hierarchies. The fourth factor is the type of pool-
ing layer, where some architectures use max pooling, while
others use average pooling. Finally, the type of activation
function, where there are many types of activation functions
like ReLLU, Leaky ReL.U, ELU, etc.

In the case of our novel deepy-dream Deep Dream model,
using this model led to generating dream-like images with
visually high robustness, creativity, and diversity, where each
one of those mentioned models has its specific learned fea-
tures, and when those features are combined by using our
deepy-dream method resulting in different and interesting
visualization that shows wide features by exploiting the
strong points of each model.

Our proposed deepy-dream Deep Dream model generates
dream-like images that have a high simulation degree to
the imaginary images that schizophrenic patients and drug
addicts may imagine.

The same factors that caused the variations of the loss
when using the VGG-16, VGG-19, Inception v3, Inception-
ResNet-v2, and Xception models, caused the PSNR values of
the images generated by the VGG19 model to be higher than
the others, and the values of SSIM for VGG19 images are
lower than the others because this network has more layers
than VGG-16, while the design of Inception v3, Inception-
ResNet-v2, and Xception models have different designs that
are focused on the image classification and are less effective
in generating dream-like images.

The loss of our proposed deepy-dream model has a higher
value compared to the five CNN models because of the
diverse representation of each model, where each model
is trained differently and learned with a various number
of parameters. So, our proposed deepy-dream Deep Dream
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results from all these different models, causing its loss value
to be higher than the others’ values. While the loss value
of the autoencoder Deep Dream model is the lowest value
with a very wide variation compared to others. The PSNR
value of our proposed deepy-dream Deep Dream model
makes a compromise between the VGGs’ and inceptions’
families, where its value is higher than VGGs’ values and
less than Inceptions’ values. The PSNR of the autoencoder
Deep Dream model is the lowest among all models. While the
SSIM value of our proposed model is the smallest compared
to the values of the other five CNN models, and its highest
value is with the autoencoder Deep Dream model because of
the high similarity between the original and generated Deep
Dream image. The variation in the SSIM value is back to the
same reasons that make the variation in the loss values.

In the case of the NCC, we found that its value is the lowest
on our proposed deepy-dream model, while it is the highest
on the Inception v3 Deep Dream model, and this reflects
how the generated Deep Dream image is modified in our
proposed model, while the change is small in the case of the
Inception v3 Deep Dream model.

The proposed deepy-dream model is implemented with
blurred images for both a single Franklin’s image and blended
images and proves that the loss value of both the single and
blended blurred images are higher than their values for the
same pure images.

For Neural Style Transfer (NST), when using the stylized
images generated by employing images resulting from the
Deep Dream based on the Inception family (Inception v3,
Inception-ResNet-v2, and Xception) as style reference
images, higher loss values are observed compared to using
images resulting from the Deep Dream based on the VGG
family (VGG-16 and VGG-19). This is because the VGG
networks are deeper, and as the image passes through deeper
layers, the loss value is minimized.

The loss values of the stylized images generated using
our proposed Deep Dream model are the highest loss value
among all other values of the loss of other models.

The PSNR, SSIM, and NCC values for the stylized images
are computed twice; the former is based on the content
images, while the latter is based on the style reference images.
When computing the values of the metrics based on the
content image, we found that all the metrics are the highest
in the case of the stylized image is generated by employing
style images resulting from autoencoder Deep Dream model
then those generated from our proposed deepy-dream Deep
Dream model, since their stylized images is more complex
in case of style and/or overlapping colors. When relying on
style reference images to compute the metrics values, it is
obvious that the values of SSIM and NCC are the lowest
in the case of stylized image is generated by employing
style images resulting from our proposed deepy-dream Deep
Dream model, while PSNR is the highest in the case of the
autoencoder Deep Dream model.

In summary, the proposed deepy-dream Deep Dream
model proved creativity and stability in addition to the
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diversity of the visualized features in the dreamed images,
but it still has limitations such as time-consuming and large
space complexity of the model. Where mixing the features
from many networks adds high complexity and consumes
more time.

VIIl. CONCLUSION

Recently, Deep Dream and neural style transfer emerged and
developed as important techniques in the computer vision
field. This study presents a hybrid model which integrates
those two techniques. First, the input images are blended into
particular weights. Deep Dream model is built and imple-
mented using five pre-trained models, which are VGG16,
Inception v3, VGG19, Inception-ResNet-v2, and Xception.
A novel deepy-dream Deep Dream model is developed by
combining those five CNN architectures, taking advantage
of their properties which results in higher stability, creativity,
and diversity. The generated images from this model mimic
the imaginations of schizophrenic patients and drug addicts.

A new autoencoder Deep Dream model is developed based
on VGG-19 features to generate Deep Dream images, the
images generated from this model are less effective and have
the smallest loss values from all other Deep Dream models.

The proposed deepy-dream model is also tested against
blurred images for both blended and Franklin’s images, and
the results show that the loss of the pure Franklin’s Deep
Dream image is higher than the blurred Deep Dream of the
same image, while in the case of blended Deep Dream image,
we got the opposite.

The NST model is implemented by using VGG16 pre-
trained model. The loss in the Deep Dream is computed using
gradient ascent; which works to maximize the loss value.
In NST the loss is computed using gradient descent; which
works to minimize the loss value using, Adam optimizing
algorithm. Xception pre-trained network gives the lowest loss
value in a deep dream, while our proposed deepy-dream Deep
Dream model gives the highest value. In NST, the stylized
images that take the output of our proposed deepy-dream
Deep Dream images as style images are the highest loss value
and the stylized images resulting from the style images of
the Inception v3 have the lowest loss values. The evalua-
tion metrics used in this study are SSIM, PSNR, and NCC.
These metrics indicated that our proposed deepy-dream Deep
Dream model gives the lowest values in the case of using
SSIM and NCC metrics, and the generated Deep Dream
images have the highest difference from the original image
that is input to this model. PSNR is used to measure the
quality of the generated Deep Dream images, where the
inception v3 provided the highest value and VGG-16 had the
lowest PSNR value. In the case of the NST, the NCC, SSIM,
and PSNR of the stylized image resulting from our proposed
deepy-dream Deep Dream model have the highest values
when benchmarked with the content image and the lowest
values when compared with the style image. Furthermore,
as shown in Figure 23, we have observed that images gener-
ated during the initial 50 iterations can be strongly considered
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as an augmentation technique. Where these images are clear,
preserving the most important features while introducing
alterations that aid in improving the classification process
across various scenarios.

Future direction will involve the use of average bagging
ensembles to reduce the space complexity of the model.
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