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ABSTRACT 
The issue of complex sources, difficult to understand and share security threat intelligence, this paper realizes deep 

learning of threat intelligence features based on Restricted Boltzmann Machine, which graphs the original threat 
intelligence features from high dimensional space to low dimensional space layer by layer, and constructs the cyberspace 
security threat knowledge graphs. The deep learning used to build a multi-level and structured knowledge graph of 
cyberspace security threats can reflect the structural characteristics of the knowledge graph, making the graph have a 
lower dimension and a higher level of abstraction. The experiment verifies the feasibility of constructing the cyberspace 
security threat knowledge graph, and verifies the security threat perception method based on the knowledge graph is more 
suitable for the perception of high-intensity security threats by comparing with traditional threat detection methods. 
Keywords: knowledge graphs; threat intelligence; Restricted Boltzmann Machine; security threat perception; threat 
detection 

1. Introduction 
Cyberspace security threat intelligence data comes from a wide 

range of sources, resulting in serious data redundancy and even errors, 
and the relationship between different security entities is complex and 
hidden. Therefore, it is necessary to carry out security knowledge 
fusion. That is to build a security knowledge specification, form a 
unified and complete basic knowledge expression, and on this basis, 
perform operations such as debug, deduplication, association, 
verification, and update on multi-source data, and finally form a high-
quality and understandable cyberspace security threat knowledge 
graph. under the new situation, cyberspace security threats are 
developing towards intelligence, automation, and scale. The types and 
harms of security threats are also growing rapidly, and their impact is 
getting bigger and wider. 

After a long-term systematic and targeted development, 
traditional security protection technologies have become mature, such 
as access control, attack detection, malicious code prevention, which 
have played an important role in network security protection, greatly 
reducing network damage caused by the attack. However, under the 
new situation of cyberspace attack and defense confrontation, security 
threats are changing with each passing day, and the development of 
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traditional security protection methods has not kept up with the update of attack technology. Traditional 
network security protection focuses on passive defense, which belongs to static protection. Pure passive and 
static protection can no longer meet the needs of cyberspace security. It is urgent to innovate security concepts, 
and develop dynamic active security defense technologies combined with knowledge graphs, big data, and 
security threat intelligence. 

Knowledge graph technology can clearly display the logical relationship between various information 
subjects in cyberspace, such as the relationship between different attacks, the relationship between attacks and 
vulnerabilities, the relationship between vulnerabilities and vulnerabilities, and the relationship between 
different security threats. Knowledge graph is essentially a semantic network, which consists of nodes and 
edges, where nodes represent entities/concepts, and edges represent semantic relationships between 
entities/concepts. Using the knowledge graph, through the analysis of various security subjects, attributes of 
security subjects and the relationship between security subjects, the deeper relationship between security 
subjects can be judged and reasoned. 

2. Related work 

2.1. Knowledge graph 
Knowledge graph is one of the important research contents of artificial intelligence technology. The 

knowledge base built on it has efficient and open semantic processing capabilities, and has been widely used 
in scenarios such as intelligent recommendation and intelligent question answering[1]. Furthermore, the follows 
authors are Huang et al.[2] and Li et al.[3]. Carried out research on human-computer interaction model and 
recommendation model based on knowledge graphs, evaluating the probability of user-entity interaction, and 
recommending interested parties to those involved in the interaction content. In the field of network security, 
knowledge graphs have also been widely used. Foreign researchers were the first to put forward and 
continuously improve the network security ontology, defining the ontology types such as goals, methods, 
results, vulnerabilities, threats, products, services, and processes[4,5], and clarified assets, risks, threats, attacks, 
Ontology definitions such as defense and influence[6], the attributes of the ontology are extended, and the 
relationship between the ontology is analysed and fused[7]. 

Domestically, Yan et al.[8] conducted in-depth research, proposed methods and deduction rules for 
building a network security knowledge graph, and used machine learning and Stanford NER to build a network 
security knowledge base[9–13], applied knowledge graphs to content security, flow rule evolution and 
Application, security situation prediction, network security data organization, DDoS attack source detection, 
etc., have achieved relevant results in network security monitoring and situation awareness, network security 
knowledge learning and data analysis technology[14,15] proposed a network security knowledge graph model, 
which represented the complexity of the knowledge graph through information entropy, and proposed a 
knowledge graph selection technology based on fuzzy sets. In the field of threat intelligence, Dong et al.[14] 
and Wang et al.[16] carried out related research, designed a knowledge graph construction framework for threat 
intelligence, and proposed a deep learning model for entities and entity relationships for threat intelligence 
knowledge graphs, and visualized using a graph database. Security threat intelligence plays an increasingly 
important role in the network security defense system, but there are current sources of security threat 
intelligence complex, difficult to understand, difficult to share and other issues. In response to these problems, 
this paper implements deep learning of threat intelligence features based on Restricted Boltzmann Machine 
(RBM), graphs the original threat intelligence features from high-dimensional space to low-dimensional space 
layer by layer, and builds cyberspace security threat knowledge graph, depicting the relationship between 
cyberspace security threat characteristics and security threat intelligence; then using the cyberspace security 
threat knowledge graph, combined with the current context, based on event stream processing, security threat 
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path evolution and traceability, accurate perception of cyberspace security threats. 

2.2. Structure RBM network 
RBM is a two-layer neural network mode[17–21], including visible layer and hidden layer, which can 

effectively complete the encoding from high-dimensional space to low-dimensional space. In view of the fact 
that the construction of cyberspace security threat knowledge graph needs to graph the original threat 
intelligence features from high-dimensional space to low-dimensional space, and to achieve multi-layer graphs, 
this paper uses multiple stacked RBMs to implement deep learning models to obtain cyberspace security, threat 
knowledge graph. The schematic diagram of the RBM network structure is shown in Figure 1. 

 
Figure 1. Schematic diagram of RBM network structure. 

There are 𝑛𝑛 visible nodes and m hidden nodes (𝑚𝑚 < 𝑛𝑛), and each visible node is only related to m hidden 
nodes. The RBM network includes the following parameters: the weight matrix 𝑊𝑊𝑛𝑛 × 𝑚𝑚 between the visible 
layer and the hidden layer, the offset set 𝑉𝑉 = [𝑣𝑣1,𝑣𝑣2, . . . , 𝑣𝑣𝑛𝑛]  of the visible nodes, the offset set 𝐻𝐻 =
 [ℎ1,ℎ1, . . . ,ℎ𝑚𝑚]. These parameters determine what kind of 𝑚𝑚 dimensional sample the RBM network encodes 
an n-dimensional sample into. Multiple layered RBMs are used to reduce the dimension of high-dimensional 
threat intelligence features, and the threat intelligence feature output of each layer of RBM is used as the input 
of the next layer of RBM. Specifically, the first layer of RBM is trained, and the uncelebrated threat intelligence 
data is input. The visual layer of this layer has n1 nodes, and m1 nodes are generated after processing. If 𝑚𝑚1 <
𝑛𝑛1, then enter the second layer of RBM training, otherwise end the training; when training the second layer of 
RBM, the output of the first layer of RBM is used as the input, the visual layer of this layer has 𝑛𝑛2 nodes (𝑛𝑛2 
= 𝑚𝑚1), after processing, generate 𝑚𝑚2. If 𝑚𝑚2 < 𝑛𝑛2, enter the third layer of RBM training, otherwise end the 
training. By analogy, the input dimension of threat intelligence features is reduced through continuous training. 
Finally, the output of the 𝑘𝑘 − 1 layer of RBM is used as the input of the 𝑘𝑘 layer of RBM to train the 𝑘𝑘 layer. 
The visual layer of this layer has nk nodes (𝑛𝑛𝑘𝑘 =  𝑚𝑚𝑘𝑘−1), and 𝑚𝑚𝑘𝑘 nodes are generated after processing 𝑚𝑚𝑘𝑘 <
𝑛𝑛𝑘𝑘. From this, the parameters of each layer are obtained. 

3. Proposed method 
The construction process of cyberspace security threat knowledge graph is shown in Figure 2, which 

mainly includes the following two processes: 

1) Security knowledge extraction. Knowledge elements such as security entities, relationships between 
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security entities, and security entity attributes are extracted from semi-structured and unstructured data of 
cyberspace security threat intelligence. 

2) Security knowledge integration. Including security data integration, security entity alignment, security 
knowledge reasoning, security ontology construction, security ontology quality assessment and other steps, 
eliminate the ambiguity between security entities, relationships between security entities, security entity 
attributes and other elements and actual objects, and finally form a high-quality. The knowledge graph of 
cyberspace security threats. 

 
Figure 2. Proposed construction model. 

The construction of cyberspace security threat knowledge graph is an unsupervised automatic feature 
learning process, and its deep learning model is shown in Figure 3. The model contains multiple hidden layers, 
from the first hidden layer to the kth hidden layer is trained individually layer by layer, and the number of 
nodes decreases layer by layer. There is a connection relationship between nodes in adjacent layers, and there 
is no connection between nodes within and across layers, and the connection strength is represented by 
connection weight. 

 
Figure 3. Deep learning model of cyberspace security threat knowledge graph. 
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4. Experimental result 
4.1. Network simulation environment 

Build a network simulation environment, and deploy some business systems and security 
equipment/systems in the network. Based on the big data basic platform, the global security logs, terminal logs, 
audit logs, etc., in the network are collected, normalized and stored, and the knowledge graph of cyberspace 
security threats is constructed, and security threats are analysed, predicted and visualized. Deploy network 
attack tools in a simulated environment, simulate network attack threats, compare the accuracy of the security 
threat perception method based on knowledge graph and traditional threat detection methods proposed in this 
paper, and present it to users in a visual way. The network simulation environment is shown in Figure 4. The 
list of equipment and systems involved in the simulation environment is shown in Table 1. 

 
Figure 4. Network simulation environment. 

Table 1. List of simulated environment equipment/systems. 

Serial number Device/system name Function Configure Quantity 

1 Server 1 Build and store cyberspace 
security threat knowledge graph. 

P920-2 × Intel Xeon4214R 2.4 GHz, 
main frequency; 12-core processor; 
128 GB DDR4. 
RAM; 64 TB HDD; RTX3090 GPU 
graphics card. 

1 

2 Server 2 Deploy a knowledge graph-
based security threat perception 
method. 

P920-2 × Intel Xeon4214R 2.4 GHz, 
main frequency; 12-core processor; 
128 GB DDR4. 
RAM; 64 TB HDD; RTX3090 GPU, 
graphics card. 

1 

3 Simulate a threat 
endpoint 

Store various threat samples and 
simulate security threats. 

- 2 

4 Intrusion detection 
equipment 

Implementing traditional threat 
detection methods. 

- 1 

5 Firewall Isolate the analog network and 
the service network to prevent 
the service network from being 
polluted. 

- 1 

6 Business system Simulate typical B/S architecture 
business. 

- 1 
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4.2. Construction a knowledge graph of cyberspace security threats 
Select the Internet open source threat intelligence dataset malware traffic-analysis as the data source. The 

dataset contains all threat intelligence from 2015 to 2022, a total of 1837 textual threat intelligence collections 
and more than 30,000 threat intelligences. The structured and unstructured intelligence in malware-traffic-
analysis is cleaned and processed, which takes 13 min/32 s to form a completely independent security threat 
knowledge graph 1137. It covers all 1837 textual threat intelligence collections and more than 30,000 pieces 
of threat intelligence, and mines 3564 new security threat features through association rules. This paper focuses 
on the detection accuracy under high intensity and high speed, that is, the continuous replay the threat sample 
set. Replay CICIDS 2017 multiple times at different rates. They are normal rate, 2X, 4X, 8X, 16X and 32X 
respectively. The security threat analysis method based on event stream processing constructed in this paper 
and the traditional threat detection method are respectively used for detection, and the detection accuracy is 
compared, as shown in Figure 5. 

 
Figure 5. Comparison of detection accuracy. 

From Figure 5, it can be seen that the detection accuracy of the method in this paper is slightly lower 
than that of the traditional method in the case of threat simulation under 4 times the rate. In the case of threat 
simulation with a rate of more than 4 times, the traditional method is based on linear rule matching, and the 
detection accuracy declines seriously, less than 70% at 16 times the rate, and even less than 50% at 32 times 
the rate. The method in this paper is close to 85% at a rate of 16 times, and still higher than 70% at a rate of 
32 times, indicating that the matching based on the knowledge graph of security threats can meet the perception 
requirements under high-intensity security threats. 

5. Conclusion 
The cyberspace security threat perception technology based on knowledge graph can graph the original 

threat intelligence features from high-dimensional space to low-dimensional space layer by layer, realizing 
efficient and accurate perception of security threats, and the perception results are highly understandable, 
which provides a new idea for security threat detection under the new situation of cyberspace confrontation. 
The security knowledge extraction is mainly for semi-structured and unstructured data of security threat 
intelligence, using machine learning and other technologies to extract available elements. Future works will 
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explore the combination of evidence theory and security threat knowledge graph construction algorithm, and 
further expand hardware resources to improve the accuracy of threat perception in the actual environment and 
perceive higher-intensity security threats. 
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