A framework for initialising a dynamic clustering algorithm: ART2-A

Simon J. Chambers, Ian H. Jarman and Paulo J. G. Lisboa
School of Computing and Mathematical Sciences
Liverpool John Moores University
Liverpool, L3 3AF, UK

Abstract—Algorithms in the Adaptive Resonance Theory (ART) family adapt to structural changes in data as new information presents, making it an exciting candidate for dynamic online clustering of big health data. Its use however has largely been restricted to the signal processing field. In this paper we introduce an adaptation of the ART2-A method within a separation and concordance (SeCo) framework which has been shown to identify stable and reproducible solutions from repeated initialisations that also provides evidence for an appropriate number of initial clusters that best calibrates the algorithm with the data presented. The results show stable, reproducible solutions for a mix of real-world health related datasets and well known benchmark datasets, selecting solutions which better represent the underlying structure of the data then using a single measure of separation. The scalability of the method and it’s facility for dynamic online clustering makes it suitable for finding structure in big data.

I. INTRODUCTION

The ability of modern computers to collect and store information has lead to increased challenges for those whose role it is to make use of this information. This is particularly the case for medical data which is collected and stored but rarely exploited and the result is that much of it lies unused [1]. It is important therefore that strategies and methods are developed which allow clinicians and other healthcare professionals to make the best use of this resource where possible. This puts the healthcare field at the forefront of big data analysis, where it is critical that robust techniques are developed to deal with the need to inform clinical and public health decision making.

Traditional clustering techniques such as k-means are not necessarily appropriate for big data which is assessed by the application of the 5 Vs:

- Volume
- Velocity
- Variety
- Veracity
- Value

In such a context the static nature of k-means and other hierarchical clustering methods mean that once the initial clusters are identified it becomes unwieldy to update such a model for new data as it arrives. To better approach this a dynamic partitioning algorithm which continually updates it’s prototypes and identifies new groupings of observations as they occur is important, especially for big data and health where new observations are constantly arriving and may even be discarded immediately after use mean that iterative clustering techniques such as k-means are inappropriate choices.

The use of unsupervised clustering techniques is therefore vital in the context of big medical data as these form the groundwork of any large scale exploratory analysis for understanding of the structure of the data. An appropriate example for big healthcare data is the UK Hospital Episode Statistics (HES) data maintained by the NHS [2] which is a massive dataset of patient hospital visits in the UK over an extended time frame. The data is made available to researchers healthcare professionals alike and is regularly updated with over 125 million records annually, meaning that it is a candidate for the use of dynamic clustering algorithms which allow for updates rather than requiring a complete re-run of any analysis.

The Adaptive Resonance Theory (ART) family of algorithms are neural networks designed to mimic the way the human brain recognises patterns [3], with the ART2 [4] method specifically designed to handle continuous analogue inputs. The motivation for the use of the ART family of algorithms in health data is to handle the stability-plasticity dilemma, which relates to how a neural network can learn about new patterns in data without being forced to discard information previously stored. This is a problem which affects many artificial and biological neural learning systems [5]. The ability of ART methods to dynamically update and identify new prototypes as data structure changes over time gives it an advantage over static methods such as k-means.

The ART2-A method is a derivative of ART2 and models the essential dynamics whilst improving computation efficiency and allowing for dynamic learning rates and prototype growth [6]. Surprisingly it has been often ignored in favour of other better understood and perhaps unsuitable clustering techniques such as k-means. It’s usage has largely been limited to signal processing datasets.

Unlike in ART2 [4], for it’s successor ART-2A there is no constraint on the number of prototypes and it can dynamically increase the number of groups. Importantly once the initial training phase is complete the method can continue to identify new structure and allocate prototypes to new data as it arrives, continually assessing whether the existing prototypes are appropriate choices. This plasticity means that the method is highly suitable for situations in which the underlying structure...
of the data is unknown or subject to change over time.

The model is initialisation dependent as the order of input presentation affects the outcome, although less so than the standard ART2 model [6]. This variability of solutions does mean that a strategy is required for ensuring that the solution is both robust and reproducible. To address this shortcoming, a previously introduced separation and concordance framework (SeCo) [7] which uses measures of separation and concordance to produce a map of results. This map allows for the identification of a robust solution whilst also giving a visualisation of the structure of the solution space giving potential guidance of an appropriate number of prototypes.

This paper introduces an adaptation of the SeCo framework [7] for ART-2A where the dependence on presentation order is used rather than the initial selection of centres as previously to explore the solution space. The new framework is evaluated using a number of publicly available datasets and one synthetic breast cancer dataset to demonstrate the potential for a health and big data scenario. The results section presents an in-depth review of the synthetic breast cancer data and an overview of the results for the other datasets.

II. METHODS

The proposed framework comprises two components, the ART-2A algorithm which is incorporated into the SeCo framework where the separation and concordance map is produced.

There are two methods for ART-2A described, the first of which is the standard ART2-A method proposed by Carpenter and Grossberg [6] followed by a variation on ART-2A [8], both of which produce an output set of two cluster indices for each row \( M \) and \( m \times n \) matrix of observations \( M \) and have the stability-plasticity characteristics fundamental to ART-2. A filter is applied to these solutions where prototypes having less than a proportion \( r \) of \( n \) observations assigned will be discarded and the data points allocated to the nearest alternative prototype. This has the effect of stabilising the number of prototypes produced for a given vigilance parameter \( \rho \) over multiple re-initialisations and thus giving fewer but better populated indices. These results are used in the SeCo framework described here to identify stable and reproducible solutions.

A. ART-2A: Method 1

ART-2A is a derivative of ART-2 which approximates the dynamic nature of the original whilst improving the computational efficiency by an order of magnitude.

The ART2-A algorithm takes as it’s input a matrix \( M \) with \( m \) observations of \( n \) features, in addition to three control parameters \( \rho \) the vigilance parameter, \( \alpha \) a threshold variable satisfying the constraint (5) and \( \beta \) which controls the learning rate of the method. A fourth parameter \( \theta \) is referenced in the paper as a means of suppressing noisy signals in the data, but is unused here. The matrix \( P \) represents the prototypes and is initialised as an empty set and populated as the method progresses.

Each element of the matrix \( M \) is presented to the algorithm in sequence as a non-uniform vector \( I_0 \), and transformed with each step being followed for each presentation of the vector to the algorithm over a given number of iterations. Prototypes are dynamically updated throughout using the learning function.

1) **Presentation:**

\[
I = NF_0NI_0
\]  
(1)

where

\[
Nx \equiv \frac{x}{||x||} 
\]  
(2)

and

\[
(F_0x)_i \equiv \begin{cases} 
  x_i & \text{if } x \geq \theta \\
  0 & \text{otherwise}
\end{cases} 
\]  
(3)

subject to the constraint

\[
0 < \theta \leq \frac{1}{\sqrt{m}} 
\]  
(4)

where eqs. (1) to (4) imply that \( I \) is nonzero and normalised to unit euclidean length.

\[
0 < \alpha \leq \frac{1}{\sqrt{m}} 
\]  
(5)

2) **Choice and Resonance:** The input vector \( I \) is compared to each of prototypes \( p_j \) in \( P \) using the function (6). ART type functions use what are called committed and uncommitted prototypes, where a committed prototype is a prototype which has been previously created, and an uncommitted one is one that hasn’t been selected yet. When an uncommitted prototype is selected, it creates a new category to which subsequent presentations of input vectors can be compared.

\[
T_i = \begin{cases} 
  \alpha \sum_i I_i & \text{when } p_j \text{uncommitted} \\
  I \cdot p_j & \text{when } p_j \text{committed}
\end{cases} 
\]  
(6)

To start all the nodes are uncommitted, and the first data point presented forms the first prototype, meaning that the result is dependent upon the order in which data is presented. For each \( T_j \) calculated the maximal value is selected, and this becomes a committed node. This node \( j \) is tested (7) with constraints as in (8) if it is a previously committed node, if uncommitted, then the choice remains.

\[
T_j \geq \rho^* 
\]  
(7)

\[
0 \leq \rho^* \leq 1 
\]  
(8)

When \( T_j \) is a previously committed node, the value \( T_j \) is equivalent to the cosine distance between the two vectors.

If the selected prototype does not pass the constraint in (8) then the value \( j \) is reset to the value of an uncommitted prototype.
3) **Learning**: Once a prototype has been selected by the above method, then the prototype is updated depending on whether it is a committed or uncommitted node. If a previously committed node then the update is performed as in (9) otherwise it is set as $P_j = I$.

\[ vP_{\text{new}} = N((1 - \beta)P_{\text{old}} + \beta NI) \]  
(9)

with

\[ 0 \leq \beta \leq 1 \]  
(10)

It is important to note that the choice of learning parameter $\beta$ is significant as the extreme of each will result in different behaviour. Setting $\beta$ to 1 will result in ART-2A having fast-learn properties whereas the other extreme will result in learning more like a leader algorithm, with the prototype remaining fixed after commitment. Small values of $\beta$ will result in a slow-learning rate. This method will produce varying numbers of prototypes with varying separation for each reinitialisation with the same given parameters, meaning some decision on which solution is most appropriate is necessary.

**B. ART-2A: Method 2**

The second method for ART-2A [8] uses the same normalisation functions as does the first with L2 Normalisation occurring through eqs. (1) to (3) differing in the way choice and resonance occur. The use of the parameters (11) is also slightly different from the originally proposed method [6] with the $\alpha$ parameter having a slightly different purpose and the $\beta$ parameter having a changed constraint.

As with Method A, $P$, which contains the prototype vectors is initialised as empty and populated over time, and the vector $I$ represents the normalised pattern under presentation.

1) **Parameters**:
- $\alpha$ positive number $\leq \frac{1}{\sqrt{m}}$
- $\beta$ small positive number
- $\theta$ normalisation parameter, having $0 < \theta \leq \frac{1}{\sqrt{m}}$  
(11)
- $\rho$ vigilance parameter, having $0 < \rho \leq 1$

2) **Choice and Resonance**: Choice of prototype is determined by finding the prototype vector $P_j$ which maximises (12), as before any ties at this point are solved arbitrarily.

\[ P_j \cdot I \]  
(12)

Following this, $P_j$ is tested to see if it is sufficiently similar to the presented data point (13), if it fails this test, then a new prototype is created as before with $P_{\text{new}}$ set to $I$.

\[ P_j \cdot I \geq \alpha \sum_i I_i \]  
(13)

If the prototype is similar then it is tested to ensure that the value is greater than the vigilance parameter $P_j \cdot I \geq \rho$, if failing then a new prototype is again created. If the prototype matches then the method proceeds to the learning stage.

3) **Learning**: During the learning stage, the prototype is updated to be a combination of the existing prototype and the presented data vector, using $\beta$ to control the update rate (14).

\[ P_j = \frac{(1 - \beta)P_j + \beta I}{||(1 - \beta)P_j + \beta I||} \]  
(14)

This second method has a similar result to the original method, however it also has the benefit that the $\alpha$ parameter provides additional controls over the sparsity of the solution, enforcing a minimum cosine distance below which a new prototype is created, even if an otherwise matching prototype exists.

**C. Comparison of methods**

The two methods indicated here for ART-2A based clustering are similar in that they both use the cosine similarity measure to identify how similar partitions are to existing prototypes and determine which is the most appropriate match. The main divergence is the use of the $\alpha$ parameter between each, Method A uses the alpha parameter in combination with the cosine similarity measure to determine whether the best match is a new prototype or an existing one, whereas Method B applies a test first to see whether a new prototype is the good option, and if so creates one rather than continuing to the match and resonance step. This latter approach produces a sparser clustering with more numerous prototypes than the first. Both will produce prototypes when $\rho$ is set to zero.

In the case of this study Method B has been used throughout although Method A could also have been used in it’s place.

**D. Framework**

The stabilisation framework proposed here is a variation on a method previously used for k-means [7] and uses a dual measure approach to cluster solutions stability, namely Separation and Concordance. The separation measure chosen here is the total within cluster sum of squares (SSQ) (15) and is used in combination with Cramers’ V statistic [9], a statistical score measuring the strength of the association between discrete variables shown in equation (17). However any other suitable score could be used, such as the Adjusted Rand Index [10].

\[ \text{argmin}_s \sum_{i=1}^{k} \sum_{x_j \in S_i} |x_j - \mu_i|^2 \]  
(15)

\[ \chi^2 = \sum_{p=1}^{P} \sum_{q=1}^{Q} \frac{(O_{pq} - E_{pq})^2}{E_{pq}} \]  
(16)

\[ C_v = \sqrt{\frac{\chi^2}{N \times \min(P - 1, Q - 1)}} \]  
(17)
For a given dataset the following process is followed in applying the ART2-A method

1) Perform ART2-A algorithm
2) Calculate the within Cluster Sum of Squares
3) Repeat Steps 1–2 until sufficient number of solutions for each generated number of prototypes
4) Select the top 10% of these solutions by the Within Cluster Sum of Squares.
5) Calculate the stability measure, the pairwise Cramers' V statistic for each combination of these solutions.
6) Calculate the median within group Cramers' V statistic for each solution
7) Produce the Separation Concordance (SeCo) map of these solutions.

The selection of the top 10% of solutions is important as it ensures that only well separated solutions are considered when looking at those results which are stable. Step 3 requires waiting until a sufficient number of solutions is found for each different prototype number group, so n=3, n=4 and n=5 prototypes for example. As previously [7] 500 was used as a sufficient number to select the top 10% from.

The pairwise Cramers' V concordance of each of these solutions is calculated within groups of solutions identified by having the same number of prototypes, and the median of these is taken as a representative value of the overall stability of the solution.

Finally the SeCo map is generated as a visualisation of the relative performance of the different groups allowing the user to gauge performance in selecting an appropriate solution. The maps are produced using parameters of $\alpha = \frac{0.5}{\sqrt{m}}$ and $\beta = \frac{0.5}{\sqrt{m}}$, where m is the number of columns specific to the data set. The latter parameter is a balanced option in terms of the learning rate, with that particular alpha having a reasonably broad matching parameter. The vigilance parameter being set at $\rho = 0.95$ was a deliberate choice based on evidence that the separation of solutions being produced by a range of parameters.

A. Choice of $\rho$

The choice of an appropriate value for the vigilance parameter is of importance and strategies have been developed which attempt to effectively deal with this[17], however the evidence presented here indicates that a higher vigilance will yield better solutions than one which is lower even for the same number of clusters.

Figure 1 shows box plots of the separation measure (within cluster sum of squares) for each set of results with similar number of prototypes, within the set of solutions produced using a given vigilance parameter. As can be seen the higher the vigilance parameter it is often the case that the variance of the within cluster sum of squares is lower for solutions with the same number of prototypes and the overall separation is higher also. For the lower vigilance parameters, the expected low number of cohorts is observed with only one or two different classes being generated for $\rho \in 0.7 \ldots 0.8$ which for the most part show that there are separation of the results is broadly comparable, however the large number of outliers on these indicate that the solutions are quite different.

As the vigilance parameter increases beyond 0.8 a rapid increase in the overall separation of the solutions is observed, albeit with a corresponding rise in the variability of separation, until reaching the chosen value of $\rho = 0.95$ where the solutions exhibit low variability of separation with few outlying
solutions. This would seem to confirm the choice of vigilance parameter as being prudent.

B. SeCo Map

The Separation Concordance (SeCo) maps represent stability on the y-axis in the form of the Within Cluster Sum of Squares (transformed to aid in visualisation[7]) and the internal consistency of the solutions on the y-axis. An ideal solution is one which is both well separated and self-consistent with the other produced solutions, meaning that it will be both robust and reproducible. This property allows repeated application of the framework to the same dataset to produce similar results consistently. Interpreting the map therefore means looking at the right hand edge of the plot where the solutions are most stable, and looking for a group of solutions along that edge.

Using the SeCo map to evaluate the solutions generated by the ART2-A algorithm we get the plot shown in Figure 2 which shows the results for the Synthetic Breast Cancer dataset having six different cluster numbers $k \in 2 \ldots 7$. It is known that the data was generated using an initial 10 clusters, but that it is not possible to recover the true structure as a result of a combination of sparse and mixed clusters.

Immediately it can be seen that there are two main clouds of solutions, one for $k = 3$ and one for $k \in 4 \ldots 7$, with $k = 2$ showing a grouping with poor separation and poor overall concordance. The solution set for the group $k = 3$ show a consistent block of solutions on the right hand side with another set of less consistent solutions on the left. The most interesting grouping if for those with four prototypes as these have a dense cloud of solutions on the right hand edge of the map all having good separation, these results are stable and highly reproducible.

The remaining solutions for $k \in 5 \ldots 7$ exhibit increased cluster separation but correspondingly a marked decrease in the internal stability of the solutions, this indicates that although the ART2-A algorithm is able to separate the observations into tight groupings, it is not able to do so in a robust manner; meaning that a choice of solutions here is likely to result in an unrepresentative partitioning of the data. The SeCo map therefore indicates that the best choice of solution would be with the highest internal consistency for $k = 4$ as these have better overall separation and stability than the $k = 3$ block.

It is worth noting here that strong indications are given through the SeCo map as to the appropriate number of partitions for the data, this is particularly important in the context of the ART2-A algorithm as there is no direct mechanism, as with methods like k-means, for specifying the number of clusters, and the differing partitions are generated using the same tuning parameters. This means that in an exploratory data analysis the map provides useful insights to the structure of the data.

### Table I. Summary of Results for Different Datasets

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Framework (k)</th>
<th>Separation (k)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wine</td>
<td>0.95</td>
<td>0.907 (3)</td>
</tr>
<tr>
<td>Olive Oil</td>
<td>0.95</td>
<td>0.905 (5)</td>
</tr>
<tr>
<td>Synthetic</td>
<td>0.95</td>
<td>0.862 (4)</td>
</tr>
<tr>
<td>Thyroid</td>
<td>0.95</td>
<td>0.742 (3)</td>
</tr>
</tbody>
</table>

Application of the method to the three remaining datasets give the summary shown in Table I where the solution chosen...
by the framework for each dataset is compared against the solution with the best separation overall for that dataset, using the Cramers’ V of those partitions with the reference partitions for the data. The number of clusters in each solution is indicated in brackets with the Wine dataset having 3 underlying groups, the Olive Oil having 9 groups, Thyroid 3 groups, and the Synthetic data having 10.

Partitions generated for the Wine dataset are the most similar with both the Framework approach and the best Separated solution having broadly comparable solutions at around 0.9 concordance, this is to be expected as the Wine dataset is relatively easy to partition being comprised of three reasonably distinct groups. The next most complicated dataset the Olive Oil where again the Framework approach works well having a concordance of about 0.9 again, performing slightly better than the k-Means version of the framework on the same data which obtained a concordance of about 0.83, which is equivalent to that selected by the best separated solution by for ART2-A.

The thyroid dataset shows that the best separated solution and the solution chosen by the framework both have the same concordance with the underlying solution as each other, with both having three partitions also. Closer examination of the results revealed that both solutions produced the same partition of the data, having a Cramers’ V concordance of 1. The most notable results though are for the Synthetic dataset where the dual measure approach obtained a concordance with the underlying solution of ~0.86 with the best separated solution getting ~0.75.

The competing best separated partition was obtained by looking at the complete result set and selecting the single best separated result from here, rather than looking at the best separated result for the same number of partitions as identified by the framework. This was a deliberate choice as in the absence of the framework or any additional measures there is no way to appropriately identify that number of cohorts as being an appropriate choice, so the reasonable approach was to simply select the overall most separated. It would not be appropriate to select from the same value of k as this is already a self selecting group of highly consistent solutions.

These results confirm the original hypothesis that a dual measure approach to selecting a solution is preferable to considering just a separation measure alone being equivalent or better in each case for the three datasets of varying complexity examined here. However one of the important features of the framework approach is that the solutions are robust and reproducible, so repeated application of the approach should yield results that are equivalent when comparing with the reference partitions. It is also important to comment that the solutions generated here are produced using the same vigilance parameter, despite having differing numbers of cohorts within the solution space, and absent the use of a dual measure approach to evaluating the solutions there is little indication as to which distinct number of partitions best represents the structure of the data.

To test whether the method is both stable and reproducible a check was performed by applying the framework against the data repeatedly, each time selecting the best solution and comparing it with the reference partition, the results of which are shown in Figure 3. The concordance with the reference partition is shown on the y-axis with the x-axis being meaningless, the data points simply being plotted in descending order from left to right. It can be seen here that although there is a slight drop in the concordance with the actual solutions of ~0.02 the solutions are broadly comparable,
whereas the clusters selected by SSQ alone perform worse against the reference solution with more variability.

V. CONCLUSION

An initialisation framework for ART2-A is introduced to assist in the identification of well separated and reproducible solutions using repeated random reinitialisations of the algorithm and tested on three real world datasets and one Synthetic Breast Cancer Dataset for which the ground truth is known. It has been shown previously that the use of a dual measure approach to evaluate the suitability of solutions from a clustering algorithm without using any external reference is a robust strategy for dealing with initialisation dependence [7].

The results here have shown that the method presented here provides a credible solution to the problem of initialisation dependence for the ART2-A algorithm and allows for the robust identification of reproducible solutions and also to assist in the selection of an appropriate number of solutions to represent the underlying structure of the data. The results have clearly shown that for the same initial parameters that there is a substantial variability in the resultant partitions of the data and that simply selecting a solution based on separation will not result in a reliably good partition. Using a dual measure approach to initialisation of this algorithm provides a good starting position to using the algorithm in a big data environment, allowing for robust partitions to be used to cluster incoming data whilst still allowing for the possibility of new cohorts being identified over time and in such a context ART2-A provides a realistic alternative to hierarchical, k-means or other similar Expectation-Maximisation like algorithms.

The earlier discussion mentioned the 5 “V”s of big data, and how they were commonly used to define what is meant by such. The use of ART2A to cluster data allows for a dynamic clustering where Velocity, Volume and Value are of particular concern, given the ability of this family of algorithms to adapt to new prototypes over time and where learning these new cohorts is important. Healthcare is one such field, but is widely applicable to clustering scenarios outside of this.

Identifying data which does not fit existing prototypes is not enough however, and whilst this work provides a good starting point for clustering of big data in healthcare, there is a need to ensure that such new prototypes are in fact signal and not noise, and further work is required to evaluate the performance of the method in actual big data scenarios and benchmark the effect of introducing new cohorts into a previously trained structure.

The results indicate that ART-2A within the framework approach excels at identifying gross structure within these datasets however the fine structure is still elusive as shown by the choice of 4 cohorts for the Synthetic Breast Cancer data where a previous study using k-means has identified eight with equivalent concordance to the reference partition. A further step might be to include a hierarchical application of this approach to explore the existence of substructure within the membership of these groups.
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