
Alwashmi, K, Meyer, G, Rowe, F and Ward, R

 Enhancing learning outcomes through multisensory integration: A fMRI study 
of audio-visual training in virtual reality

http://researchonline.ljmu.ac.uk/id/eprint/23179/

Article

LJMU has developed LJMU Research Online for users to access the research output of the 
University more effectively. Copyright © and Moral Rights for the papers on this site are retained by 
the individual authors and/or other copyright owners. Users may download and/or print one copy of 
any article(s) in LJMU Research Online to facilitate their private study or for non-commercial research.
You may not engage in further distribution of the material or use it for any profit-making activities or 
any commercial gain.

The version presented here may differ from the published version or from the version of the record. 
Please see the repository URL above for details on accessing the published version and note that 
access may require a subscription. 

For more information please contact researchonline@ljmu.ac.uk

http://researchonline.ljmu.ac.uk/

Citation (please note it is advisable to refer to the publisher’s version if you 
intend to cite from this work) 

Alwashmi, K, Meyer, G, Rowe, F and Ward, R (2023) Enhancing learning 
outcomes through multisensory integration: A fMRI study of audio-visual 
training in virtual reality. NeuroImage, 285. p. 120483. ISSN 1053-8119 

LJMU Research Online

http://researchonline.ljmu.ac.uk/
mailto:researchonline@ljmu.ac.uk


NeuroImage 285 (2024) 120483

Available online 2 December 2023
1053-8119/© 2023 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

Enhancing learning outcomes through multisensory integration: A fMRI 
study of audio-visual training in virtual reality 

Kholoud Alwashmi a,d,*, Georg Meyer b, Fiona Rowe c, Ryan Ward b,e 

a Faculty of Health and Life Sciences, University of Liverpool, United Kingdom 
b Digital Innovation Facility, University of Liverpool, United Kingdom 
c Institute of Population Health, University of Liverpool, United Kingdom 
d Department of Radiology, Princess Nourah bint Abdulrahman University, Saudi Arabia 
e School Computer Science and Mathematics, Liverpool John Moores University, United Kingdom   

A R T I C L E  I N F O   

Keywords: 
fMRI 
Multisensory 
Audio-visual 
Learning 
Virtual-reality 
Eye-movement 

A B S T R A C T   

The integration of information from different sensory modalities is a fundamental process that enhances 
perception and performance in real and virtual environments (VR). Understanding these mechanisms, especially 
during learning tasks that exploit novel multisensory cue combinations provides opportunities for the devel
opment of new rehabilitative interventions. 

This study aimed to investigate how functional brain changes support behavioural performance improvements 
during an audio-visual (AV) learning task. Twenty healthy participants underwent a 30 min daily VR training for 
four weeks. The task was an AV adaptation of a ‘scanning training’ paradigm that is commonly used in hemi
anopia rehabilitation. Functional magnetic resonance imaging (fMRI) and performance data were collected at 
baseline, after two and four weeks of training, and four weeks post-training. 

We show that behavioural performance, operationalised as mean reaction time reduction in VR, significantly 
improves. In separate tests in a controlled laboratory environment, we showed that the behavioural performance 
gains in the VR training environment transferred to a significant mean RT reduction for the trained AV voluntary 
task on a computer screen. Enhancements were observed in both the visual-only and AV conditions, with the 
latter demonstrating a faster response time supported by the presence of audio cues. The behavioural learning 
effect also transfers to two additional tasks that were tested: a visual search task and an involuntary visual task. 

Our fMRI results reveal an increase in functional activation (BOLD signal) in multisensory brain regions 
involved in early-stage AV processing: the thalamus, the caudal inferior parietal lobe and cerebellum. These 
functional changes were only observed for the trained, multisensory, task and not for unimodal visual stimu
lation. Functional activation changes in the thalamus were significantly correlated to behavioural performance 
improvements. 

This study demonstrates that incorporating spatial auditory cues to voluntary visual training in VR leads to 
augmented brain activation changes in multisensory integration, resulting in measurable performance gains 
across tasks. The findings highlight the potential of VR-based multisensory training as an effective method for 
enhancing cognitive function and as a potentially valuable tool in rehabilitative programmes.   

Abbreviations: VR, virtual reality; AV, audio-visual; fMRI, functional magnetic resonance imaging; BOLD, blood oxygen level-dependent; RT, reaction time; V, 
visual; 3D, three dimensional; Voluntary, voluntary eye movement task; Involuntary, involuntary visual task; Search, visual search task; ROI, region of interest; MNI, 
Montreal Neurological Institution; EPI, echo planner imaging; GLM, General Linear Model; ACT, activation; SD, standard deviation; SEM, standard error of the mean; 
IPL, inferior parietal lobe; IPS, intraparietal sulcus; SPL, superior parietal lobe; STS, superior temporal sulcus; TMS, transcranial magnetic stimulation; ITG, inferior 
temporal gyrus; SG, supramarginal gyrus; IFC, inferior frontal cortex. 
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1. Introduction and background 

1.1. Systematic audio-visual training 

In natural environments, objects and events typically generate a 
correlated input to multiple sensory modalities at once. Simultaneous 
multisensory signals are perceptually combined and can enhance 
cognitive processing. Visual search, for instance, was found to be 
speeded by adding a synchronous tone in healthy subjects (Fleming 
et al., 2020; Van der Burg et al., 2008) and stroke survivors with visual 
field loss (Keller and Lefin-Rank, 2010). Several studies on visual field 
defects also confirmed the development of compensatory strategies after 
multisensory stimulation in hemianopia patients (Grasso et al., 2016; 
Passamonti et al., 2009; Alwashmi et al., 2022). 

One of the most effective techniques in rehabilitating visual field 
defects is visual scanning training to compensate for visual field loss. 
This is a purely visual paradigm, however, the use of human multisen
sory capabilities is a promising approach to recovering from unimodal 
sensory impairments (Alwashmi et al., 2022). Systematic AV stimula
tion, for example, induced a long-lasting amelioration of visual field 
disorders (Bolognini et al., 2005). Several imaging studies in humans 
demonstrated that AV multisensory integration process involves both 
superior colliculus and posterior cortical areas, including temporopar
ietal and posterior parietal areas (Dundon et al., 2015). Since most pa
tients who have damage to the visual cortex still have intact 
multisensory brain areas, it might be possible to train retinotectal 
functions by AV stimulation during both chronic and acute stages of 
stroke (Keller and Lefin-Rank, 2010; Grasso et al., 2016; Dundon et al., 
2015). 

Multisensory AV training is more effective for visual learning than 
uni-sensory visual training: enhanced performance was reported for 
visual-only perceptual tasks when, during training, auditory signals 
were presented together with visual target signal - for motion detection 
(Seitz et al., 2006), for visual motion coherence detection (Kim et al., 
2008), and visual motion discrimination. Visual discrimination 
improved more strongly for motion directions that were paired with 
congruent sound changes during training (Seitz et al., 2006; Beer and 
Watanabe, 2009; Wuerger et al., 2003). 

There is compelling evidence for a complex interdependency be
tween spatial location and temporal structure in determining the ulti
mate behavioural and perceptual outcome associated with paired 
multisensory (i.e., AV) stimuli (Grasso et al., 2016; Passamonti et al., 
2009; Alwashmi et al., 2022; Stevenson et al., 2012; Evans and Treis
man, 2010; Meyer and Wuerger, 2001). As a general rule, the more 
temporally synchronous the paired stimuli are, the greater the multi
sensory enhancement (Stevenson et al., 2012; Evans and Treisman, 
2010; Frassinetti et al., 2002). 

There are two factors that could influence multisensory processing 
and behavioural enhancement: multisensory perceptual learning and 
cross-modal attention. 

1.2. Audio-visual perceptual learning and multisensory integration 

The brain’s perceptual ability continually evolves and changes 
throughout an individual’s lifetime. These modifications can either be 
temporary or result from long-lasting perceptual learning, which can 
take place unconsciously (Sasaki et al., 2010; Lu et al., 2011). 

Our perception of the world and our interactions with it are pro
foundly influenced by how we process sensory information. While our 
senses transduce information independently, they often work together 
to create a unified perception (Lauzon et al., 2022). Multisensory inte
gration offers various advantages in terms of quicker and more accurate 
perception leading to improved behavioural responses (Stein and Mer
edith, 1993). Interestingly, the way in which sensory inputs from 
different modalities are integrated can be dynamically altered through 
perceptual training (Altieri et al., 2015). For instance, training involving 

perceptual feedback can narrow the temporal binding window, 
enhancing individuals’ temporal precision when making judgments 
about audiovisual relationships (Powers et al., 2012; Stevenson et al., 
2013; Powers et al., 2009). In addition, the auditory-visual spatial cor
respondence in crossmodal interactions may be altered by training or 
experience (Beer et al., 2011). In a recent investigation conducted by 
Lauzon et al. (2022), a direct connection was established between 
associative learning and the ability to merge information from multiple 
sensory modalities. Their findings revealed that individuals who 
demonstrated more robust indicators of associative learning also dis
played more robust indicators of multisensory integration for the stimuli 
they had learned to associate (Lauzon et al., 2022). These examples 
underscore the adaptability of multisensory processing even in adult
hood, demonstrating the brain’s plasticity in merging information from 
different sensory channels. 

Several studies provide evidence that multisensory integration oc
curs at low-level stages of sensory cortical processing and in subcortical 
structures (Beer and Watanabe, 2009; Tyll et al., 2011). Three possible 
mechanisms were suggested: feedback influences from multisensory 
convergence zones within higher association cortices or at the border of 
sensory-specific cortices, direct cortico-cortical interconnections be
tween modality-specific areas, and integration of sensory information at 
subcortical levels, including sensory-specific thalamic nuclei (Tyll et al., 
2011; Ghazanfar and Schroeder, 2006; Driver and Noesselt, 2008). 

Common methods used to trace these mechanisms include single 
neuron recording, retrograde or anterograde tracing, functional mag
netic resonance imaging (fMRI) studies, and electroencephalogram 
(EEG) or event-related potential (ERP) studies of certain regions (Mur
ray et al., 2016). fMRI can be used in humans as well as with non-human 
animals and can provide information in vivo on a large population of 
neurons, which gives insight into high-level neural organisation (Mur
ray et al., 2016). 

Bonath et al. (2013) orthogonally manipulated temporal and spatial 
congruency of AV stimuli, subjects were tasked with judging either their 
temporal or spatial congruency. Using voxel-based fMRI, increased 
signals were observed in the posterior and central thalamus for the 
temporal and spatial tasks, respectively. These results indicate that both 
the AV stimulus configurations and task-related processing of temporal 
or spatial features can selectively modulate thalamic processing and 
influence cortical processing at an early stage (Bonath et al., 2013). 
Noesselt et al. (2010) looked at the effect of co-occurring sounds on 
behavioural visual detection sensitivity and neural responses to visual 
stimuli of varying intensities. The study’s findings suggest that the 
multisensory enhancement of detection sensitivity is mediated by a 
brain network that involves not only the established multisensory areas 
like the superior temporal sulcus, and sensory-specific cortex like the 
primary visual or auditory cortex but also the visual and auditory 
thalamus. 

Recent studies suggest that as the number of sensory inputs carrying 
significant information increases, the processing demands can be shifted 
to other cortical brain regions besides the sensory-specific cortex due to 
the increased complexity of such stimuli. Stickel et al. (2019), Porada 
et al. (2021), for example showed that activation in the left inferior 
frontal gyrus and left inferior parietal cortex was increased during 
bimodal stimulation and even more so during trimodal stimulation 
(olfactory, visual, and auditory). 

Research has also shown the cerebellum’s role in multisensory 
perceptual learning, indicating that its functional activation is linked to 
the perceptual requirements of a task. Cerebellar activation was found to 
be significantly correlated with increases in the perceptual demands of 
the task for both auditory and visual stimuli (Baumann and Mattingley, 
2010), and a combined AV motion detection led to an increase in 
cerebellar activation compared to unimodal visual and auditory motion 
tasks (Baumann et al., 2015). 
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1.3. Cross-modal attention and multisensory integration 

There are many features we can direct our attention to. One feature 
that is shared by both auditory and visual events is their location in 
space. Attentional processing can occur in a bottom–up (exogenous) 
manner, for instance, when a salient event pops out from its background 
(Van der Burg et al., 2008). In this case, an object is selected even though 
the observer was not planning to select it. In other cases, attentional 
processing operates in a top–down (endogenous) manner in which the 
observer voluntarily controls what is attended and what is not (Koele
wijn et al., 2010). Simultaneous and co-localised AV cues enhance sa
liency and attract attention when individual stimuli are less effective. 
Both spatial attention and multisensory integration can take place in 
higher hetero-modal brain areas (e.g., superior colliculus, thalamus, 
superior temporal sulcus, and intraparietal areas) but also in early pri
mary sensory areas (e.g., primary visual and auditory cortices) in par
allel fashion (Koelewijn et al., 2010; Macaluso and Driver, 2005; 
Wuerger et al., 2012). 

As attention can influence multisensory integration, it is not a purely 
automatic process (Koelewijn et al., 2010). Frassinetti et al. (2002) show 
that in multimodal brain areas, there may be an overlap between the 
physiological mechanisms responsible for stimulus-driven cross-modal 
spatial integration and mechanisms controlling stimulus-driven (exog
enous) cross-modal spatial attention. 

1.4. VR and audio-visual perceptual learning 

The typical presentation of AV stimuli has been implemented by 
using separate speakers mounted on different spatial locations, which 
aligns the acoustic stimuli with the visual stimulus locations (Stevenson 
et al., 2012; Sürig et al., 2018; Van Wanrooij et al., 2009). The inter
action between the spatial location and temporal structure of paired AV 
stimuli could be modulated by the complexity and ecological validity of 
the stimuli, which may reflect the statistical, semantic and contextual 
realities of real-world events (Stevenson et al., 2012). 

Incorporating 3D audio is a crucial component of virtual reality (VR) 
applications. By simulating the position and distance of audio sources, 
3D audio allows for more immersive and realistic experiences for users 
(MetaQuest, 2022). Audio can be played through headphones to indi
cate the location of the source in the virtual environment and direct the 
player’s attention (MetaQuest, 2022). To create a truly realistic 3D 
audio experience, it is necessary to track the position of the audio source 
and simulate its surrounding environment. One 3D audio engine, Oculus 
Spatializer, uses a generic head-related transfer function (HRTF) to 
provide auditory spatialization (MetaQuest, 2022; Beig et al., 2019). 
Meyer et al. (2005) demonstrated that AV perceptual integration re
quires very high-quality localisation cues, and for facilitation of motion 
detection to occur, it is not sufficient to have local visual signals, but that 
a high quality auditory spatial signal is also crucial. However, research 
suggests that judging the absolute position of a sound source in 3D space 
is most accurate for horizontal location (azimuth), but less accurate for 
vertical location (elevation) (Beig et al., 2019; Danevičius et al., 2021). 

Spatial and temporal coincidence are the dominant cues for inte
gration, but the brain also relies on a feature correspondence between 
the different sensory inputs (Evans and Treisman, 2010). Pitch, for 
instance, is involved in several cross-modal correspondences. Bernstein 
and Edelstein (1971) were the first to measure the cross-modal 
congruence between pitch and visual vertical position, subsequently 
replicated by many other studies (Evans and Treisman, 2010; Bernstein 
and Edelstein, 1971; McCormick et al., 2018; Chiou and Rich, 2012). 
Participants classified visual stimuli as high and low more quickly when 
the visual stimulus was accompanied by a tone that was congruent 
rather than incongruent (e.g., high pitch with high position rather than 
low). 

The brain has an ability to adapt to changes in sensory input to 
determine a sound’s position by learning and calibrating these cues, 

using accurate spatial feedback from other sensorimotor systems (Hof
man et al., 1998). Hofman et al. (1998) showed that the adult human 
auditory system undergoes ongoing spatial calibration when the spectral 
elevation cues of human subjects were disrupted by modifying their 
outer ears. This study found that although localization of sound eleva
tion was significantly reduced immediately after the modification, ac
curate performance was gradually regained, suggesting that learning the 
new spectral cues did not interfere with the neural representation of the 
original cues, as subjects could localize sounds with both normal and 
modified pinnae. Therefore, learning to use novel auditory cues to 
identify visual target’s location is of our interest. 

VR is widely used in learning and rehabilitation applications (Sey
mour et al., 2002; Cooper et al., 2021; Cooper et al., 2018; Larsen et al., 
2009; Huygelier et al., 2022). Cross-modal learning effects in a virtual 
environment can help determine how information is integrated across 
sensory modalities. The influence of sound on visual motion perception 
in a virtual reality scenario (Allue et al., 2016), AV cross-modality in the 
context of material appearance perception (Malpica et al., 2020), and 
the role of active multisensory-motor interactions when hearing in
dividuals adapt to altered binaural cues (Valzolgher et al., 2020) have 
been investigated in previous literature. 

To summarise, auditory cues aid visual learning. For optimal effect 
they need to be co-incident and co-localised with the visual target 
location (or motion). In addition, auditory stimuli can exploit natural 
feature correspondences, such as the association between sound pitch 
and perceived visual elevation. Participants can be expected to learn 
novel signal characteristics, for example the generic HRTFs used in VR 
signalling and the pitch-visual correspondence, over time. This learning 
of AV association is expected to aid faster response time in a trained AV 
voluntary eye movement task with specific eye movements strategy, that 
may also apply to untrained tasks when integrating the same auditory 
cues with different eye movement mechanisms. 

1.5. Study aims 

How multisensory perception is altered in an immersive virtual 
environment is an area that has received some interest, (Allue et al., 
2016; Malpica et al., 2020; Valzolgher et al., 2020) but many questions 
remain. This study aimed to investigate the effects of a multisensory 
training program utilising VR on brain activity and cognitive perfor
mance. Here we examined the effect of systematic AV training by 
combining horizontal auditory spatialisation and vertical pitch-position 
in congruent with visual targets. We applied pre/post-training com
parisons between bimodal and unimodal tests. In addition, we investi
gated the learning transfer of the voluntary systematic AV stimulation to 
an involuntary visual task and a visual search task. A better under
standing of neural mechanisms underlying multisensory integration in 
virtual environments and its contributions to learning can play a key role 
when implementing training protocols for rehabilitation and for the 
development of assistive technologies. 

2. Materials and methods 

2.1. Participants 

Twenty right-handed healthy participants (7 female,13 male) with 
normal or corrected to normal vision and normal hearing were recruited 
(mean age = 25.4 years, range 20–37). All participants gave informed 
consent, and the study was approved by the University of Liverpool 
Ethics Committee (reference number:6446). 

2.2. VR training-game design 

All participants followed a VR implementation of an eye movement 
training programme developed for hemianopia neurorehabilitation: 
VISION visual scanning training (Aloufi et al., 2021; Rowe et al., 2017). 
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Hemianopia is a complete or partial blindness in the visual fields of both 
eyes, commonly caused by cerebral infarction (Alwashmi et al., 2022). 
Visual scanning training is designed to help participants to scan their 
environment in a systematic fashion. To this end targets in a predictable 
sequence of positions alternate between the left and right visual hemi
fields. The basic visual training concept remained unchanged, except 
that audio cues were added, and the systematic AV training was incor
porated into a virtual reality game. 

The game was created using Unity 2018.0.3f and programmed in C#, 
designed for the Oculus Quest 2 (Meta Quest 2, 2022). The game was 
designed for the player to be in a seated position for participant safety 
and comfort. Participants were required to use the VR headset for 
training in a quiet space away from other people or objects. To obtain 
behavioural performance measures, participants were instructed to 
respond using two different buttons to two different types of targets, 
identified by geometric symbols. The game consists of two levels of 
adaptive difficulty as increasing the challenge has been shown to 
motivate the user (Cavaco et al., 2015). The goal of the game is to 
maximise the number of points obtained in a 30 min interval by main
taining high accuracy and faster response time. 

2.2.1. Visual stimuli 
During the game, different shapes are spawned and move toward the 

player. Two targets (triangle and circle) were embedded in 5 types of 
distractors (square, diamond, cylinder, vertical rectangle, and a hori
zontal rectangle). Two or more shapes appear simultaneously, but on 
opposing angles on x, y planes, one is the target, and the rest are 
distractors. 

The systematic spawning of targets is done by along three axes on the 
y plane, elevation ranges between +- 14◦, azimuth +- 45, +- 90◦ for 
levels 1 - 2, respectively, for visual field expansion. The y coordinates for 
the first axis starts from the centre of player azimuth with a small offset 
and have the same value, the remaining two axes are diagonal to the first 
and are linearly spaced apart, starting from the top left - bottom right 
and top right - bottom left of a curved rectangle, and are instantiated in a 
semi-circle around the player. A picture (Fig. 1) demonstrating how 

visual targets appear is adapted from Aloufi et al. (2021). The targets 
radiate from the inside out from 42 positions and gradually move to
wards the player at their fixed angle (Video-clip in supplementary 
material). 

The player is instructed to press two different buttons (A for circle, or 
B for triangle) on the Oculus controller. The game simulates a space 
scenario where participants are faced with a random sequence of targets. 
Circles and triangles bring rewards when identified correctly and pen
alties when errors are made. Pressing the ‘A’ button raises a red shield 
for the circle, while pressing the ‘B’ button raises a green shield for the 
triangle which pull in the target. A new set of distractors is displayed for 
every new trial. 

Players gain or lose 10 points depending on their responses, and the 
total score is displayed during the game to maintain motivation. The 
participants are placed into level two automatically after ten completed 
sessions. The game terminates after 30 min for each session. 

2.2.2. Audio cues 
The AV stimuli were spatially and temporally congruent, so that the 

audio cues were played when a target is spawned and lasted 100 ms 
(Keller and Lefin-Rank, 2010; Bolognini et al., 2005). We used proce
durally generated noisy sinusoidal tones, as Unity’s sound engine was 
not capable of generating audio cues that could be reliably localised 
(Cavaco et al., 2015). The Oculus Sound Spatializer (MetaQuest, 2022) 
was used to localise tones on the azimuth, which simulates appropriate 
interaural time and level differences, while the vertical target position 
was encoded using frequency (3000 Hz–9000 Hz). This range was 
chosen as the results from Risoud et al. (2018) indicate that sounds 
above 3000 Hz provide better localisation. Frequency on the vertical 
plane is also associated with higher-pitched tones (Evans and Treisman, 
2010; McCormick et al., 2018; Chiou and Rich, 2012; Risoud et al., 
2018; Roffler and Butler, 1968; Pratt, 1930; Mudd, 1963). Auditory 
tones were programmatically generated for each visual target position. 
To further aid in localisation, the generated signals were created with 
20 % white noise ratio. The initial signals S were generated with the 
following formula: 

Si = v(2Ni − 1) +
(

a ∗ sin
(

2πif
rs

))

Equation 1. equation representing the noisy sinusoidal waveform. 
Where i is the current time index for the signal S, v is the amplitude 

(0.20 here for a 14 dB SNR) of a uniformly distributed noise, a is the 
amplitude of the sinewave signal (1 here), f is the desired frequency for 
the signal, and rs is the desired sample rate (44,100 Hz here). The Oculus 
Sound Spatializer then modified the signal to add positional information 
that used head-related transfer functions (HRTFs), which added inter
aural time delay and interaural level differences into the generated 
signals, consequently adding in the directional information. 

2.2.3. Training paradigm 
Participants were asked to train at home for 30 min daily, five days a 

week and for four consecutive weeks (two weeks on each level) (Fig. 2). 
The decision to require participants to engage in 30 min of daily training 
at home for four weeks is based on established practices in the field, 
supported by prior literature (Aloufi et al., 2021; Rowe et al., 2017). 
Previous studies with similar training protocols have shown that this 
timeframe is effective. For example, a study on visual search training for 
individuals with hemianopia found significant improvements in search 
efficiency after four weeks of training (Mannan et al., 2010). Addition
ally, our choice of a four-week duration aligns with research showing 
early functional and structural changes after just two weeks of training, 
which subsequently correlate with behavioural improvements after six 
weeks (Aloufi et al., 2021). Performance data (response times, accuracy, 
and total score) were recorded automatically and checked after each 
level (every two weeks). 

Fig. 1. Schematic diagram of the stimulus sequence used in training: Partici
pants learn to rapidly gaze at alternating target positions, starting with 1, 
gradually moving more eccentric to positions marked 7. At each position, they 
are asked to identify a target symbol (triangle or circle). The targets are small so 
that participants have to foveate. Horizontal and diagonal movements are 
practised in sequence. From Aloufi et al. (2021). 
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2.3. Testing paradigm 

In addition to the performance monitoring that was conducted while 
participants were training at home, each participant was assessed in the 
laboratory every two weeks. A digital version of the VISION visual 
scanning training card (Aloufi et al., 2021) was implemented in Psy
choPy2 (v1.82.01; (Peirce et al., 2019)) to record the response time and 
accuracy. Recorded audio cues drawn from the VR game, and matched 
the spatial location of the visual targets, were applied to the test. An eye 
tracker (The EyeTribe – Model: ET1000), was used to monitor the visual 
performance. The data gathered at home were used to check compliance 
with the training regime and improvement over time on the VR game. 
The data recorded in the controlled laboratory environment were used 
to quantify learning gain and its effect on the other tasks (see testing 
procedure Section 2.3.1). 

2.3.1. Testing procedure 
At the first visit each subject performed a familiarisation block, 

through which participants were allowed to ask questions and practice 
all the tasks before their first MRI scan. Therefore, the first one third of 
the data was removed from the first behavioural test and the remaining 
trials was considered as a baseline. Behavioural performance and MRI 
scans were measured consecutively; pre-training, after 2 weeks of 
training, post-training (after 4 weeks of training) and at a follow-up test, 
one month after the training ended, to quantify AV learning gains 
(Fig. 2). 

All participants performed a session of the same 252 targets at each 
data collection point. The test session was performed on a laptop screen 
of 38.4 × 21.6 cm (width x height) at a viewing distance of 50 cm. A 
display mounted eye tracker individually calibrated for each test ses
sion, was used to record gaze position data. JBL Tune 750BTNC Noise- 
Cancelling Headphones were used for AV tests. 

For every laboratory session, all participants underwent three tests. 
Each test was conducted both with audio cues (AV) and without audio 
cues (visual (V)) to compare the two conditions. Multisensory integra
tion can interact with attention. Tang et al. (2016) explained that 
attention could modulate multisensory processing in two ways; the 
voluntary (endogenous or top-down) is associated with the presentation 
of cues that indicate where, when, or to what subjects should direct their 
attention (Tang et al., 2016). The involuntary (exogenous or bottom-up) 
is associated with the presentation of salient targets, particularly when 
they appear in unexpected locations. 

Here, we compared tasks that could represent both endogenous and 
exogenous ways. The first test employed was previously described as a 
voluntary systematic eye movement task (voluntary) (Fig. 1) (Aloufi 
et al., 2021), through which the subjects can direct their attention to 
targets that appeared in a predictable sequence of locations in the visual 
field. The second was the exogenous task (involuntary), where a salient 
targets either circle or triangle (gray colour shapes with random size 

variation between 0.92◦ and 1.14◦ visual angle) presented on a blank 
background in random positions. The third was the visual search task 
(search) where the same card used in the voluntary task (Fig. 1) (Aloufi 
et al., 2021) was employed, but targets appeared randomly, in one of the 
42 locations on the card, rather than in a predictable sequence. 

2.3.2. Behavioural performance measurement 
The principal behavioural performance measure was the mean 

response time (RT): the average time taken by participants to respond to 
each stimulus in the experiment. For experiment conducted in the lab, 
the number of targets in each run was fixed, so that the time spent on the 
task varied each visit. For the training on the VR runs at home, the total 
execution time was fixed (30 min) to ensure fixed training period during 
the daily session, so that the number of targets processed varied between 
participants. The fMRI experiment was a block design, with alternating 
‘task’ and ‘rest’ conditions, here the total execution time (task block 
duration) was fixed so that, as in the VR, the number of targets processed 
varied between participants and MRI sessions. Learning-related behav
ioural changes in this study were expected for response time rather than 
for response accuracy, where we expect near ceiling performance. 

2.4. Stimulus delivery in the scanner 

Participants were positioned inside the MRI scanner in a dimly lit 
room and instructed to remain still. The stimuli were displayed on an 
MRI compatible monitor (NordicNeuroLab, Model LCD 3.0.4, (Nordic
NeuroLab, 2023)). Participants viewed the stimuli through a mirror 
attached to the head coil, providing a visual field of 45◦. PsychoPy2 
(v1.82.01) (Peirce et al., 2019) was utilised for stimulus presentation 
and to document the participants’ responses through the NordicNeur
oLab fMRI Response Grips (with the right index finger being used for 
circle targets and right thumb for triangle targets). 

2.5. Functional imaging data analysis 

Our imaging analysis was divided into two parts. First, we conducted 
a whole-brain analysis to identify overall task-relevant activation pat
terns and significant changes in functional brain activity following a 
four-week training program. This analysis included all brain regions to 
detect any substantial alteration in multisensory and sensory-specific 
cortices. While hypothesis-driven voxel-wise ROI analysis can predict 
changes in training-induced activity and reduce exploratory analyses in 
a whole-brain analysis (Erickson et al., 2007), it is limited to specific 
voxels, and may not capture training-induced changes that occur in 
other regions of the cortex. Furthermore, analysing pre-defined voxels 
instead of a larger ROI may not accurately reflect changes throughout 
the rest of that region (Erickson et al., 2007). 

After this analysis, we examined the time-course of changes in the 
functional beta values (β) and focused on task-relevant regions 

Fig. 2. Data collection methodology: this chart shows the timeline of our study for the training procedure at home on the VR headset, the testing procedure in the lab, 
and the MRI scanning over five visits. (Figure is created in BioRender.com). 
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identified in the previous step. The final analysis aimed to determine if 
there was a correlation between neuroimaging measures and behav
ioural performance, and if it was feasible to predict measures over time. 

2.5.1. Functional imaging tasks 
The presentation of stimuli and instructions for the participants were 

identical to those used during the training phase. To demonstrate the 
brain functional activation changes associated with learning, three tasks 
were presented during the fMRI scans. These tasks included the AV 
voluntary task, representing the trained task, the V voluntary task for 
comparing visual and audiovisual conditions, and the AV involuntary 
task to compare between AV voluntary (endogenous) and AV involun
tary (exogenous) tasks (refer to Section 2.3.1 Testing Procedure for task 
details). Global activation patterns during the execution of the AV 
voluntary (trained) task were compared with those observed during the 
other two tasks. 

Each task was structured as 15 blocks with a block duration of 32 s, 
alternating 16 s of rest and 16 s of activity, in line with the block design 
described in Maus et al. (2010). The completion time for each functional 
task was 8 min (320 vol). Participants were asked to focus on a central 
fixation point during the rest periods. The accuracy of responses and the 
total number of responses to targets were recorded using PsychoPy2 
(Peirce et al., 2019). 

2.5.2. fMRI data acquisition 
In this study, both T1-weighted anatomical images and T2*- 

weighted functional MR images were obtained using a 3T Siemens 
Magnetom Prisma and a 32-channel receiver head-coil. The T1- 
weighted images (mprage) had a voxel size of 1.0 × 1.0 × 1.0 mm, a 
repetition time of 2000.0 ms, an echo time of 2.25 ms, and an inversion 
time of 912 ms. The functional imaging data was captured using a multi- 
slice echo-planar (EPI) pulse sequence (a T2*-weighted gradient-echo). 
The EPI iPAT (integrated Parallel Acquisition Technique) acceleration 
factor was set to 2, and the repetition time was set to 1500 ms with an 
echo time of 30 ms and a flip angle of 90◦. The acquisition covered the 
entire brain volume using 48 interleaved transverse slices with a voxel 
size of 3.0 × 3.0 × 2.7 mm and 10 % distance factor. The field of view 
was 192 × 192 mm. 

2.5.3. fMRI statistical analysis 
The functional data analysis was carried out using SPM12 (SPM-12, 

2023), a Statistical Parametric Mapping software that operates in 
MATLAB R2018b. The pre-processing of the functional data was 
completed using the default batch in SPM12 (preproc_fMRI.m) with 
some changes to meet the nature of multi-slice sequence. The procedure 
started with slice time correction and then realigned all the functional 
scans to a common image. For the slice-timing correction step, we put-in 
the slice-timing vector instead of slices order for all volumes and we 
enter the reference time in milliseconds for the reference slice. For each 
participant, the pre-processing was performed on all fMRI scans of the 
AV voluntary, V voluntary, and AV involuntary tasks that were con
ducted at each of the five visits (three runs per visit). During the 
pre-processing, each image within a session was spatially realigned to 
the first volume of the session, corrected for motion artifacts, and 
unwrapped. The T1-weighted (mprage) structural image, which was 
obtained during the baseline scan, was segmented into white matter, 
gray matter, and cerebrospinal fluid to estimate spatial normalisation 
parameters from the subject’s native space to Montreal Neurological 
Institution (MNI) space. All EPI images for each participant were then 
coregistered to this high-resolution T1 structural scan. To conclude the 
pre-processing, all the coregistered EPI images were normalised to the 
MNI space using the estimated normalisation parameters, resampled to 
1 × 1 × 1 mm3 voxels using trilinear interpolation, and spatially 
smoothed with a 6 mm full-width at half-maximum Gaussian kernel for 
group analysis. 

2.5.4. fMRI data analysis 
The analysis of the fMRI data was performed using a two-level pro

cedure with a random-effects model (Friston et al., 1999). The first level 
analysis involved modelling the fMRI signals for each participant using a 
General Linear Model (GLM) and a design matrix. The matrix included 
the onsets and durations of each block in the AV and V voluntary, and 
AV involuntary. Six regressors were used, including rest_voluntary (AV), 
act_voluntary (AV), rest_voluntary (V), act_voluntary (V), rest_involun
tary (AV), and act_involuntary (AV). From these regressors, three con
trasts were created for each visit (act_voluntry(AV) vs rest_voluntary 
(AV), act_voluntary(V) vs rest_voluntary(V) and act_involuntary vs res
t_involuntary), to determine the task-relevant brain regions in the fMRI 
data for further analysis. 

The second level, a group analysis, involved comparing the baseline 
and post-training BOLD signal activation maps using paired T-tests. This 
analysis was performed separately for each of the three functional tasks 
(voluntary_AV, voluntary_V, and involuntary_AV). The analysis con
sisted of two contrasts for each task to compare activation post-training 
(visit 4) with baseline; ACTv1 >ACTv4 and ACTv1 < ACTv4. The results 
were thresholded at pFWE < 0.05, with cluster-level probability values 
computed from a voxel-level threshold of p-unc < 0.001. 

2.5.5. fMRI data extraction for time course analysis 
The analysis of learning induced changes over time was based on 

brain regions that displayed significant functional changes at the post- 
training visit compared to the baseline in the trained bimodal AV 
voluntary eye movement task. The MarsBar ROI toolbox for SPM 
(release 0.42) (Brett et al., 2002) and REX (2023) were utilised to extract 
the mean activation in these regions across all other time points. The 
anatomical locations of these areas were determined using the 
SPM-Anatomy toolbox v.1.7 (atlas-based). The regions included the 
thalamus, cerebellar crus I regions, and the inferior parietal lobe (IPL). 
In case multiple activation clusters were present within a single 
anatomical region, they were combined. 

Repeated measures ANOVA was performed using OriginPro for 
windows (2020b Version 9.7.5.184) to evaluate brain activation change 
over time. Sphericity was tested using the Mauchly’s Test, and results 
were corrected using Greenhouse-Geisser correction when probability 
value of approximate ChiSq was less than 0.05 indicating that the 
assumption of sphericity had been violated (Singh et al., 2013). The 
correlation between changes in behavioural performance and functional 
activation patterns was also investigated. Following previous literature 
on motor and perceptual learning tasks (Yotsumoto et al., 2008; Fur
manski et al., 2004; Kourtzi et al., 2005; Tombari et al., 2004) two-sided 
t-tests were performed to test for functional activity changes with 
training. 

3. Results 

3.1. Behavioural data 

All 20 participants completed the training period with the minimum 
daily training session (30 min daily) and exceeded the minimum per
formance requirement (70 % correct target identification in each task 
session) with mean accuracy in the VR home training 95.4 % (SD ±4.3) 
and in the lab tests 94.2 % (SD ± 6.9). Thus, all behavioural data were 
included in the data analysis. Normality checks were carried out on the 
dependent variable by task, which were approximately normally 
distributed. Separate repeated measures ANOVAs with a Greenhouse- 
Geisser correction (Greenhouse and Geisser, 1959) was applied when
ever indicated by Mauchly’s test of sphericity; corrected p-values and 
degrees of freedom are reported. Bonferroni correction was used for 
multiple post hoc tests. 

3.1.1. Impact of training – VR behavioural data 
Behavioural performance improved significantly over the training 
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period. In the RT group analysis, there is a significant main effect of 
session, number of distractors, and field of view between levels of dif
ficulty in a repeated measure ANOVA (session: F(19,361) = 11.454; p < 
0.0001, number of distractors: F(19,361) = 6.84; p < 0.0001, field of 
view: F(19,361) = 11.82; p < 0.0001, respectively). Post hoc comparisons 
revealed that the mean RT decreased significantly from 1.63 (±0.4) s at 
day one to 1.35 (±0.3) at day 10, and further decreased to 1.23 (± 0.14) 
s at day 20 (t(19) = 6.7; p < 0.0001, t(19) = 9.24; p < 0.0001, respec
tively) (SupFig. 1.a). Significant increase in the mean total score was 
found from 5819.812 (±939.390) at day one to 7633.125 (±869.627) at 
day 20 (t(19) = 11.82; p < 0.0001) (SupFig. 1.b), with a significant main 
effect of session in a repeated measure ANOVA (F(19,361) =16.29; p < 
0.0001). 

Thurstone (1919), approximately a century ago, made an insightful 
observation that learning curves tend to exhibit erratic behaviour, 
necessitating the examination of overall trends across multiple obser
vations rather than individual data points (Thurstone, 1919). Consid
ering this, they proposed an exponential decay function as a suitable 
model for describing learning behaviour. Learning curves have proven 
to be valuable tools for quantifying and monitoring the performance of 
individuals engaged in novel or repetitive tasks (Anzanello and 
Fogliatto, 2011), as they capture learning behaviour and facilitate 
comparisons beyond isolated time points (Cooper et al., 2021). As the 
game visual angle was expanded from 45ᵒ to 90ᵒ moving from level 1 to 
level 2, we were interested in assessing whether the learning improve
ment was maintained in the first visual angle even when the angle been 
expanded in the second level. The mean RT in the 45ᵒ visual angle 
among the two levels was obtained and compared to the mean RT in the 
eccentric visual field in level 2. We employed an exponential decay 
function (Eq. (2)) to fit the performance data obtained from the VR over 
four weeks of training (20 sessions) on the first visual angle (45ᵒ) and 
over two weeks of training (10 sessions) on the second visual angle (90ᵒ) 
separately (Fig. 3). 

y = A1 ∗ exp − (x − x0)/t1 + y0 

Equation 2: Where x0 and y0 are the x and y offset respectively, A1 is the 
initial amplitude and t1 the time constant defining the exponential decay. 

For the first training level (all targets within 45ᵒ visual angle), the y 
offset (y0) was estimated to be 1.17 ± 0.03. The parameter A1, repre
senting the initial amplitude (time to complete the task), was estimated 

as 0.39 ± 0.02. The time constant (t1) of the decay was estimated to be 
9.79 ± 1.96. The goodness-of-fit measures indicate a high level of 
agreement between the fitted curve and the data, with a reduced chi- 
square value of 3.66e-4, an R-Square (Coefficient of Determination) of 
0.96 for the first visual angle and a reduced chi-square value of 3.91e-4, 
an R-Square of 0.9 for the second visual angle. These results suggest that 
the exponential decay model effectively captures the observed decrease 
in mean RT over the 20 training sessions and that the learning continues 
for the centric visual targets even when the visual angle expanded in the 
last two weeks of training. 

3.1.2. Impact of training – lab behavioural data 
The behavioural data were collected over five visits in the labora

tory. Subjects trained on the VR system for four continuous weeks. The 
final data set was collected one month after the end of training as a 
follow-up session. Post hoc comparisons were conducted between 
baseline and post-training, both sessions were also compared to follow- 
up (visit 5) session. Response time outliers that defined as elements more 
than three standard deviations from the mean were removed before 
carrying out the statistical analyses (MATLAB rmoutliers, 2023). In our 
analysis, the primary focus was on assessing the impact of the training 
intervention. Consequently, the baseline and post-training assessments 
were considered as the main results of interest, which were presented in 
our figures. 

Participants were tested twice before the training started, once 
during recruitment and once immediately before the first training ses
sion. Notably, when comparing mean response times between the 
baseline and pre-training assessments in the AV condition for all three 
tasks (voluntary, involuntary, and search), we found no significant 
changes (voluntary: t(19) = 2.19, p = 0.32; involuntary: t(19) = 0.7, p = 1; 
search: t(19) = 2.06, p = 0.42). As both the baseline and pre-training 
assessments occurred prior to the actual training, we only report per
formance measures for the baseline test. Behavioural figure displaying 
all five visits are included in the supplementary materials (supFig. 2) to 
provide interested readers with the opportunity to examine the data 
across all time points. 

3.1.2.1. Voluntary systematic eye movement task (AV voluntary-trained 
and V voluntary-untrained). AV and V behavioural performance 
improved significantly over the training period. In the group analysis, A 
two-way repeated measure ANOVA was conducted for the voluntary 
task, utilizing time (visits) and condition (AV and V) as factors, with 
participants serving as the repeated measure. This analysis revealed 
significant main effect of time and the interaction between time and 
condition (AV vs. V) (Time: F(2.35, 44.58)= 92.03, p < 0.0001; Interac
tion: F(2.3,43.66) = 3.11, p < 0.05). In the Post hoc comparisons for each 
condition, the mean RT decreased significantly from 0.774(±0.022) s at 
the baseline to 0.556(±0.06) s post-training (t(19) = 11.95; p < 0.0001) 
in the AV condition, compared to the non-auditory condition, where the 
mean RT decreased from 0.76 (±0.022) s at the baseline to 0.591 
(±0.01) s post-training (t(19) = 10.42; p < 0.0001) (Fig. 4). 

To directly compare the audiovisual (AV) and visual-only (V) con
ditions in the voluntary eye movement task, a pairwise t-test was 
executed. The results of this test demonstrated a significant difference 
between the two conditions after two weeks of training (mid of training) 
as well as post training, with the response time in the audiovisual con
dition being notably faster than in the absence of audio cues (Mid of 
training: t(19) = − 3.44, p < 0.01, post training: t(19) = − 6.86, p < 
0.0001) (Fig. 4). 

This result shows that contrary to the baseline phase where no sig
nificant differences were observed between the AV and V conditions 
(t(19) = 0.263, p = 0.795), there was indeed a notable difference in 
response times between these conditions in the voluntary task during 
and after the training period. This highlights the significant impact of 
audiovisual cues on enhancing task performance. 

Fig. 3. Mean completion times across two levels of difficulty in all 20 sessions 
fitted with exponential curve: The bands represent 95 % confidence intervals. 
The colours indicate the two visual angles used in each level (light blue = level 
1 & 2 with 45ᵒ visual angle, light red: level 2 with 90ᵒ visual angle). RT: 
response time. 
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3.1.2.2. Involuntary randomised task (involuntary- untrained task). The 
behavioural performance improved significantly over the training 
period. In the group analysis, a significant main effect of training 
duration was found in a two-way repeated measure (subject) ANOVA 
(F(1.75,33.22)= 25.2; p < 0.0001), with a significant effect of interaction 
between time and condition (AV vs. V) (F(2.3, 43.88)= 3.4; p < 0.05). 
However, no significant effect of condition was obtained (F(1,19)= 1.3; p 
= 0.26). Post hoc comparisons for each condition revealed that the mean 
RT decreased significantly in the AV condition from 0.6 (±0.01)s at the 
baseline to 0.518(±0.01) s post-training (t(19) = 7.38; p < 0.0001), 
compared to the non-auditory condition, where the mean RT decreased 
from 0.62(±0.03)s at the baseline to 0.525(±0.01)s post-training, where 
a significant change was, also, recorded (t(19) = 6.63, p < 0.0001) 
(Fig. 4). 

3.1.2.3. Visual search task (search- untrained task). The behavioural 
performance improved significantly over the training period. In the 
group analysis, there was a significant main effect of time in two-way 
repeated measure (subject) ANOVA (F(1.2,22.78)= 6.89; p < 0.05). 
However, no significant effect of condition or interaction was obtained 
(condition: F(1,19) = 0.087; p = 0.77, interaction: F(1.81, 34.48) = 1.86; p =
0.17). In the Post hoc comparisons for each condition, the mean RT 
decreased significantly from 0.77(±0.04)s at the baseline to 0.66 
(±0.01)s post-training (t(19) = 5.002; p < 0.001) in the AV condition. 
Additionally, a significant change was recorded in the non-auditory task, 
where the mean RT decreased from 0.756 (±0.02)s at the baseline to 
0.672(±0.01)s at post-training (t(19) = 3.78; p < 0.05) (Fig. 4). 

3.1.2.4. Follow-up behavioural measures. Behavioural performance im
provements were maintained one month after training in all of the three 
tasks (voluntary eye movement, involuntary, and visual search). Mean 

RT in the follow-up session was significantly lower than baseline but not 
different from the RT measured post-training. The AV voluntary task 
(trained) and all the untrained tasks showed that the improvement was 
maintained in the presence as well as the absence of auditory cues. 
(Fig. 4, SupTable 1). 

3.2. fMRI results 

The purpose of this fMRI study was to examine the effect of auditory 
cueing of alternating speeded voluntary eye movements on brain acti
vation. Participants underwent a baseline scan and a pre-training scan, 
with a 2, 3-week interval between the scans, before starting the training. 
As mentioned before, the primary focus was on assessing the impact of 
the training intervention. Consequently, the baseline and post-training 
assessments were considered as the main results of interest, which 
were presented in our figures. The hypothesis was that training would 
result in increased activation in task-relevant brain regions during the 
AV voluntary trained task. We, further, measured the effect of training 
on brain activation for two (untrained) tasks: AV involuntary and V 
voluntary eye movements (without audio cues). 

The results showed that both the AV voluntary and AV involuntary 
tasks elicited similar global brain activation patterns (Fig. 5). However, 
the V voluntary task exhibited a clear difference in activation, with the 
temporal gyrus including primary auditory cortex not being activated. 

After training, the AV voluntary (trained) task caused a significant 
increase in fMRI signal (Fig. 6). In contrast, no systematic training- 
induced increase in functional activity was observed in either of the 
untrained tasks. Instead, a reduction in signal activation was observed in 
different brain regions in these two tasks. No significant changes in 
signal activation were recorded between the baseline and pre-training 
scans, that performed before the training started. Therefore, for clarity 

Fig. 4. Behavioural performance during the lab tests over time: this chart represents the mean response time (RT) change in three tasks (a-voluntary eye movement, 
b-involuntary eye movement, c-visual search) over four time points (Baseline, mid of training ‘after two weeks of training’, post-training ‘after four weeks of training’, 
follow-up (FU) one month after training ended). Light red: AV task, light blue: visual task without auditory cues. Error bars standard error of the mean (SEM). 
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purposes, we only report fMRI measures for the baseline test (a figure 
including all time points can be found in the supplementary materials- 
supFig. 3). 

The results of paired T-test (baseline and post-training) revealed a 
statistically significant increase in fMRI activation in the thalamus, the 
caudal inferior parietal lobe and cerebellum (Fig. 6, Table 1), with a p 
(FWE) of less than 0.05, while participants executed the AV voluntary 
trained task. Conversely, the inferior temporal gyrus (ITG) showed a 
decrease in fMRI signal during both untrained tasks, p(FWE) < 0.05 
(Fig. 6, Table 1). Additionally, the AV involuntary task demonstrated a 
decrease in fMRI activation in the supramarginal gyrus (SG) and the 
inferior frontal gyrus (IFG), p(FWE) < 0.05 (Fig. 6, Table 1). 

3.2.1. Time course of the functional change (activation increase) 
The time course of functional activation changes for the three tasks 

was analysed using two-way repeated measures ANOVA, time (visits 
1–5) and condition (AV-voluntary, V-voluntary, and AV-involuntary) as 
factors, and participant as a repeated measure, for each of the three 
regions where the training effect showed significant activation increase 
(thalamus, cerebellum, and IPL). 

The results showed significant interactions between time and 

condition in the thalamus and cerebellum (F(4.71,89.5)=2.82; p < 0.05, 
F(8152)=2.02; p < 0.05, respectively). Meanwhile, cerebellum showed a 
significant main effect of time (F(4,76) = 3.54; p < 0.05) and IPL showed 
a significant main effect of condition (F(2,38) = 13.3; p < 0.0001) 
(supTable 2). Post-hoc, Bonferroni corrected, paired t-tests showed that 
the activation increases between baseline and post-training were sig
nificant in all three regions only for the trained AV voluntary eye 
movement task (Thalamus: t(19) = 4.01; p < 0.01, cerebellum: t(19) =

5.2; p < 0.0001, IPL: t(19) = 3.75; p < 0.001) (supTable 2, Fig. 7). The 
activation during the AV voluntary task remained significantly different 
from baseline at the follow-up test one month after training was 
completed (Thalamus: t(19) = 3.06; p < 0.05, cerebellum: t(19) = 3.5; p 
< 0.001, IPL: t(19) = 3.14; p < 0.05), which is consistent with the 
behavioural gains one month after training terminated. 

3.2.2. Time course of the functional change (activation decrease) 
The reduction in activation in untrained tasks was studied in three 

regions, inferior temporal gyrus (ITG), supramarginal gyrus (SG) and 
inferior frontal cortex (IFC). The study used the same two-way repeated 
measures ANOVA as described above. The results showed significant 
interactions between time and condition in the SG and IFC (F(8152) =

Fig. 5. Global functional activation for the trained (bimodal voluntary) and untrained (unimodal voluntary and bimodal involuntary) tasks: this figure shows the 
average global activation (p (FEW) < 0.05 cluster level) at baseline (pre-training) overlapped for the three tasks, where green represent the signal activation for the 
AV voluntary eye movement task, red: V voluntary eye movement task, and blue: AV involuntary eye movement task. 
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2.01; p < 0.05, F(8152)= 2.3; p < 0.05, respectively), and significant 
main effects of ‘condition’ (IFC: F(1.4,26.78)= 17.5; p < 0.0001, SG: F(1.4, 

26.56)= 20.7; p < 0.0001). A significant main effect of ‘time’ and ‘con
dition’ was found in the ITG (time: F(4,76) = 4.28; p < 0.01, condition: 
F(1.31, 24.96) = 9.52; p < 0.01). Post-hoc, Bonferroni corrected, paired t- 
tests showed that the activation decrease between baseline and post- 
training was significant in ITG only for the V voluntary eye movement 
task and was maintained in the follow-up session (t(19) =5.15; p < 
0.0001, t(19) =3.21; p < 0.05, respectively, SupFig. 3). The functional 
activation during the AV involuntary task showed a significant decrease 
in the SG post-training (t(19) =3.35; p < 0.05), which returned to 
baseline at the follow-up test (t(19) =1.75; p = 0.83, SupFig. 3). No 
significant change was reported in any of the three regions for the AV 
voluntary (trained) eye movement task. 

3.2.3. Correlation between fMRI and behavioural data 
A Shapiro Test (Yap and Sim, 2011) was conducted to check 

normality for each measure, followed by a 2-tailed Pearson correlation 
test. This test revealed that the change in thalamus positively correlates 

with the change in behavioural data inside the MR scanner (increase in 
fMRI signal with increase of change in response time, r = 0.61; p < 0.01, 
Fig. 8a). No significant correlation between cerebellum, IPL, or ITG 
signal change and the behavioural measures were recorded. A negative 
correlation was observed between the activation change in the SG and 
IFC, and the response time measures (decrease in fMRI signal with in
crease of change in response time, r=− 69; p < 0.001, r=− 53; p < 0.05, 
Fig. 8b and c, respectively). 

One-tailed Pearson correlation test showed a positive correlation 
between fMRI activation change in thalamus and cerebellum with the 
behavioural change in laboratory AV voluntary eye movement test 
(thalamus: r = 0.44; p < 0.05, cerebellum: r = 0.4; p < 0.05, SupFig. 4a 
and b). fMRI beta values at the baseline session correlate significantly 
with the behavioural change in thalamus and cerebellum but not in IPL 
(r = 0.54; p < 0.05 and r = 0.49; p < 0.05, respectively), which could 
predict the behavioural gains (SupFig. 5a and b). Baseline MRI activa
tion in the thalamus and cerebellum is indicative of the potential for 
performance improvements during subsequent training, whereas this 
was not the case for the initial activation in the IPL. 

Fig. 6. Training effect functional activation: Significant activation changes between baseline and the end of training (post-training) in the three tasks (voxel-level 
threshold p uncorrected < 0.001): increase signal activation is seen in thalamus, cerebellum and inferior parietal lobe for the trained task in the top row (red), 
decrease signal activation for the V voluntary eye movement task in the inferior temporal gyrus in the middle row (green), and decrease signal activation for the AV 
involuntary eye movement task in the inferior temporal gyrus, supramarginal gyrus, and inferior frontal cortex in the bottom row (blue). 
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4. Discussion 

4.1. Behavioural improvement after AV voluntary eye movement training 

The study’s main objective was to explore the correlation between 
behavioural performance on a visuomotor learning task and functional 
parameters derived from neuroimaging when adding spatial and tem
poral congruent auditory cues. Consistent with prior work on VR 
training and AV learning (Seitz et al., 2006; Kim et al., 2008; Beer and 
Watanabe, 2009; Cooper et al., 2021; Valzolgher et al., 2020; Van den 
Brink et al., 2014), all participants exhibited significant improvements 
in behavioural performance over the course of the training, with a 
substantial reduction in mean response time and high response accuracy 
rates (> 90 %). This finding is consistent with Zou et al. (2012), who 
investigated the association between oculomotor scanning behaviour 
and the impact of non-spatial sounds. They proposed that non-spatial 
sounds elicit a general freezing effect on oculomotor scanning behav
iour, thereby enhancing visual search performance through the facili
tation of extended temporal and spatial information sampling. 
Additionally, Van den Brink et al. (2014) investigated behavioural ef
fects of a concurrently presented auditory stimulus on visual target 
detection ability, found that individual’s visual search efficiency was 
improved by the presence of the synchronized auditory signal (Van den 
Brink et al., 2014). 

Our results, consistent with prior research (Van den Brink et al., 
2014; Zou et al., 2012), demonstrate that incorporating auditory cues in 
the trained AV voluntary eye movement task significantly improved task 
performance, as evidenced by significantly faster response times in the 
audiovisual condition compared to the condition without audio cues. 
The findings are in line with previous studies discussed in a recent re
view (Alwashmi et al., 2022), which applied AV training for hemianopia 
patients and showed improvements in visual compensatory functions or 
restoration (Rowland et al., 2023). Our VR performance measures ob
tained during learning task follow an exponential decline with rapid 

gains (Cooper et al., 2021; Wang et al., 2004). Furthermore, our study 
showed that the participants’ performance remained at the same level 
four weeks after the end of the training, indicating the persistent effect 
of the training as expected for motor and perceptual learning (Alwashmi 
et al., 2022; Aloufi et al., 2021). 

VR has the capability of creating a motivating and interactive envi
ronment in which feedback can be provided and practice intensity can 
be monitored with minimal supervision. Feedback in the form of scores 
was given to motivate the participants to continuously improve their 
performance, which was influenced by both response times and accu
racy rates, consistent with previous dual-task training studies (Cavaco 
et al., 2015; Bherer et al., 2005; Glass et al., 2000). 

4.2. The transfer of learning to the untrained tasks 

The study’s results indicate that visual training accompanied by 
auditory cues can lead to learning, that transfers to improvements of 
voluntary eye movements even when the auditory cue is absent. The 
transfer of learning to the untrained tasks was, also, noticed, both 
involuntary and visual search tasks showed improvement after training 
in bimodal as well as unimodal conditions. A hallmark of the perceptual 
learning is that the improvements are strongly coupled to the trained 
stimulus and task, a characteristic that could limit its utility as a ther
apeutic tool. Early studies found transfer of learning to be highly specific 
to the trained eye and strongly monocular (Karni and Sagi, 1991), with 
no transfer between similar tasks (Fahle and Morgan, 1996). Yet, other 
studies suggest that sensory improvements derived from perceptual 
learning can transfer between different visual tasks (Zhang et al., 2010; 
McGovern et al., 2012). Other dual-task training programs have 
demonstrated that trained skills can transfer to other tasks that were not 
trained and retained for several months after training (Erickson et al., 
2007; Bherer et al., 2005). This suggests that cognitive training pro
grams can improve a general dual-task ability instead of strengthening a 
specific stimulus-response relationship for the trained task. However, 

Table 1 
Brain regions table exported from SPM: this table shows the brain regions which showed significant signal activation change in the paired-T test for baseline and post 
training scans. All three tasks included (AV and V voluntary, and AV involuntary eye movement) with number of voxels for each brain region, statistical values, as well 
as the MNI coordinates.  

Condition Region Number of voxels Cluster-level Peak-level MNI coordinates(mm) 

KE p value (FWE) T X Y Z 

Voluntary (AV) Left Thalamus 337 0.001 7.18 − 24 − 18 − 2   
4.69 − 12 − 16 2   
4.68 − 24 − 4 − 2 

Right Cerebellum 185 0.013 5.44 34 − 78 − 36   
4.92 30 − 82 − 28   
4.57 34 − 64 − 40 

Left Cerebellum 200 0.01 5.2 − 38 − 68 − 40   
4.46 − 32 − 74 − 32   
4.18 − 24 − 72 − 34 

Left Inferior Parietal lobe 121 0.037 4.89 − 36 − 70 50   
4.16 − 36 − 70 40   
4.09 − 44 − 72 40 

Voluntary (V) Left Inferior Temporal Gyrus 377 0.035 4.21 − 46 − 56 − 8   
4.29 − 42 − 54 − 16   
3.92 − 36 − 50 − 10 

Involuntary (AV) Right Supramarginal Gyrus 429 0.003 6.15 56 − 24 52   
4.57 40 − 36 50   
4.33 46 − 28 46 

Right Inferior Frontal Gyrus (Opercular part) 303 0.013 4.9 46 12 24   
4.52 40 4 22   
4.06 60 16 22 

Left Supramarginal Gyrus 266 0.023 4.86 − 56 − 32 38   
4.76 − 48 − 30 42   
4.68 − 60 − 24 38 

Right Inferior Frontal Gyrus (Orbital part) 248 0.03 4.85 36 30 0   
4.73 30 28 − 6   
4.2 46 18 − 10 

Left Inferior Temporal Gyrus 155 0.017 5.92 − 48 − 62 − 10  
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the transfer of learning is still a controversial topic in literature, which 
requires more investigation. The application of training on VR AV 
voluntary eye movement task and investigating its effect on untrained 
tasks with bimodal and unimodal conditions, combined with studying 
the underlying neural changes over time in our study may provide some 
explanations for the learning transfer process from the perspective of our 
training task. 

4.3. The interaction between multisensory integration and attention 

Attention is critical for selecting actions, but its role in eye move
ments is complex due to the fact that these movements can be either 
voluntary or involuntary, and in some situations, these two actions 
compete with each other, such as during visual search (DiGirolamo 
et al., 2016). Sounds can focus attention and facilitate response times for 
both voluntary and involuntary eye movements (DiGirolamo et al., 
2016). Spatially and temporally congruent sound events with visual 
targets have been found to increase fixation durations when they occur 
and decrease the mean number of saccades in different eye movement 
strategies (Passamonti et al., 2009). Additionally, when the sound event 
is not in spatial coherence with the visual stimulus, but has a temporal 
congruency, it can facilitate the visual search mechanism. For instance, 

spatially uninformative sounds can help guide eye scanning away from 
previously viewed display regions that do not contain the target, 
improving search performance even on target-absent trials (Zou et al., 
2012). These findings as well as what was previously mentioned in the 
introduction emphasise that AV integration requires attention, particu
larly when the auditory and visual stimuli are spatially and/or tempo
rally coherent. 

Three hypotheses have been proposed to describe the interaction 
between multisensory integration and attention (Talsma et al., 2010): (i) 
the stimulus-driven or bottom-up influence of multisensory integration 
on attention, whereby temporally aligned auditory input can affect the 
representation of co-occurring visual stimuli, making them stand out 
from competing stimuli (Van der Burg et al., 2008; Zou et al., 2012). (ii) 
the influence of top-down directed attention on multisensory integra
tion, with spatial attention strongly affecting multiple stages of multi
sensory processing, indicating that spatial attention is coordinated 
across modalities, whether voluntarily or involuntarily directed, and the 
stimuli in different modalities do not have to be presented concurrently 
to be enhanced, but only need to occur in the spatially attended location 
(Talsma et al., 2010), and (iii) the spreading of attention across mo
dalities, a process that combines aspects of both top-down and 
bottom-up mechanisms, occurring on a systems-level cascade of 

Fig. 7. Time course data extraction for functional measures from the areas that showed significant changes post-training for the trained task: the charts show the 
impact of the training on fMRI data for (a) the Thalamus, (b) the Cerebellum, and (c) the Inferior parietal lobe. The extracted imaging data represent, separately, the 
mean measures (fMRI beta) of all significant clusters in the AV voluntary eye movement task. fMRI metrics increased over the training period. However, while it 
reverts towards the baseline during the month after training ceases, it remains significantly different from the baseline. Error bars the standard error of the 
mean (SEM). 
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Fig. 8. Correlation between fMRI signal change and behavioural data: this figure shows a positive correlation between the fMRI signal increase of activation in the 
trained task and the change in behavioural data post-training inside the MR scanner in the thalamus (panel a), and a negative correlation between fMRI signal 
decrease of activation in the AV involuntary eye movement task with the behavioural change post-training inside the MR scanner in supramarginal gyrus (panel b) 
and inferior frontal gyrus (panel c). 
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top-down and bottom-up influences. This cascade starts with top-down 
visuospatial attention that selects which visual stimulus to process 
selectively, and then, through an automatic bottom-up linking mecha
nism resulting from multisensory components’ temporal coincidence 
(Fleming et al., 2020; Stevenson et al., 2012; Talsma et al., 2010). 

The spreading of attention may explain the improvement observed in 
both voluntary and involuntary tests caused by the temporal and spatial 
alignment of auditory cues in our results (Keller and Lefin-Rank, 2010; 
Grasso et al., 2016; Passamonti et al., 2009; Bolognini et al., 2005). This 
improvement is evidenced by an increase in accuracy and a decrease in 
search times. The improved efficiency and speed of visual scanning 
behaviour can be attributed to the stimulation of subcortical levels such 
as the superior colliculus (SC) and thalamus, which may promote the 
integration of sensory information and the implementation of more 
efficient oculomotor strategies (Froesel et al., 2021). The improvement 
found in both voluntary and involuntary tests in our study may be due to 
similar mechanisms of AV integration and oculomotor strategy imple
mentation. To this end, the interpretation of the neuroimaging data can 
help answer the important questions of how the auditory cues facilitate 
the oculomotor process, how the transfer of learning could happen, and 
what brain regions are involved in these processes. 

4.4. Neuroplastic changes 

4.4.1. Functional activation during AV voluntary eye movement 
Most sensory information reaches the neocortex through the superior 

colliculus and thalamus (Noesselt et al., 2010; Froesel et al., 2021). The 
pulvinar, the largest and most posterior thalamic nucleus, has strong 
feedforward and feedback connections with the cortex as well as with 
the superior colliculus (Froesel et al., 2021). Spatial deficits in localising 
visual targets were reported following damage to the human thalamus 
(pulvinar) (Ward and Arend, 2007). Previous neuroimaging studies 
(Tyll et al., 2011; Bonath et al., 2013; Noesselt et al., 2010; Van den 
Brink et al., 2014; Baier et al., 2006; Komura et al., 2005) showed the 
important role of the thalamus in multisensory integration both in 
humans and animals. Komura et al. (2005) found that visual cues in the 
rat thalamus influence auditory responses, demonstrating that 
cross-modal cueing modulates gain in the sensory thalamus, potentially 
providing a priming influence on the choice of optimal behaviour. In
crease functional activation in the thalamus has been reported by 
Bonath et al. (2013) after AV training on spatial and temporal congru
ency judgment (Bonath et al., 2013). Noesselt et al. (2010) tested 
whether a co-occurring sound could enhance visual target detection 
sensitivity and depicted functional activation in the thalamus when 
combining visual and auditory stimulation. These results are in line with 
our finding of the change we found in the thalamus after training. 

The inferior parietal lobe (including supramarginal gyrus and 
angular gyrus), inferior frontal cortex, and superior temporal cortex are 
known to play important roles in visual-spatial localisation, spatial 
attention, and cognition, with damage to these regions resulting in 
spatial neglect (Perry and Zeki, 2000; Shapiro et al., 2002; Lunven and 
Bartolomeo, 2017; Meyer et al., 2013). Previous research has shown that 
a common network in the parietal, frontal, and temporal lobes is acti
vated during tasks involving both attentional and saccadic shifts to pe
ripheral visual stimuli, indicating tight integration between attentional 
and oculomotor processes (Corbetta et al., 1998). 

One fMRI study by Bolger et al. (2014) found that auditory and visual 
detection tasks involving metrical rhythm with its relatively strong and 
weak beats modulated attentional resources over time, leading to 
increased signal activation in the left IPL. Furthermore, two other 
studies have reported heightened activation in the inferior frontal gyrus 
and left inferior parietal cortex during bimodal and trimodal stimulation 
(olfactory, visual, and auditory) (Stickel et al., 2019; Porada et al., 
2021). 

These findings suggest that multisensory integration plays an 
important role in attentional processes and that the left IPL may be 

particularly important in processing auditory and visual information in 
an oculomotor context. Our task involves both components of attention 
(auditory cues) and oculomotor functions (systematic eye movement), 
and we found an increase in activation in the inferior parietal lobe, 
which is in line with these previous findings. 

Upon closer examination of our findings, we observed that the 
inferior parietal lobe (IPL) initially showed a deactivation during the 
performance of the voluntary AV task at baseline, but this deactivation 
decreased significantly over time as evidenced by the extracted beta 
values. Mofrad and Schiller (2022) investigated functional connectivity 
during a cognitive control task, found negative functional associations 
between the left caudal IPL and the lateral occipital cortex, indicating 
enhanced cognitive performance. The authors suggest that the absence 
of the positive functional connectivity effect reported in the literature 
between the IPL and visual regions could be due to the deactivation of 
the caudal IPC during visual task performance (Mofrad and Schiller, 
2022). Nevertheless, the decrease in deactivation we found may be 
attributed to the visuospatial function of the IPL, which is recruited 
through the learning of the congruency between the auditory and visual 
stimuli to achieve faster response times in our trained AV voluntary task. 

It’s worth noting that, in our investigation, we reported alterations 
within the IPL, which may overlap with the IPS depending on the MNI 
coordinates, as it has been previously characterized as both IPL and IPS 
in existing literature (Matejko et al., 2019). Recent findings indicate that 
patients afflicted with lesions in the right inferior parietal lobule (IPL), 
including the right intraparietal sulcus (IPS) and the underlying white 
matter, exhibit deficiencies in sustaining attention during spatial tasks 
(Malhotra et al., 2009). A study conducted by Lee et al. (2013) delved 
further into the roles of the left and right IPL, after excluding the IPS, and 
explored sustained attention using transcranial magnetic stimulation 
(TMS) to emulate virtual lesions in the left and right superior parietal 
lobe (SPL) and IPL. Their investigation encompassed two distinct cate
gories of visual sustained attention tasks: spatial (location-based) and 
non-spatial (feature-based). During the spatial task, repetitive (rTMS) 
applied over either the right or left IPL resulted in a decline in sustained 
attention, manifesting as a progressive increase in errors and response 
times among participants. In contrast, rTMS had no discernible impact 
on participants’ performance in the non-spatial task (Lee et al., 2013). 
These observations bear relevance to the findings of our own study, 
where the alignment of spatial and temporal cues across distinct sensory 
modalities appeared to exert a substantial influence on selection and 
processing of our attention. 

The presence of fMRI activation changes in both the thalamus and 
caudal inferior parietal cortex following audio-visual training could be 
considered evidence for the involvement of both top-down and bottom- 
up attentional mechanisms. The thalamus is known to be involved in 
both top-down and bottom-up attentional processes (Tokoro et al., 
2015). Changes in fMRI activation within the thalamus could suggest the 
modulation of attentional control and the regulation of sensory inputs 
because of the temporal alignment, reflecting top-down mechanism 
(Tokoro et al., 2015). The caudal inferior parietal cortex, on the other 
hand, is often associated with the processing of sensory inputs and the 
integration of multisensory information (Ruschel et al., 2014). This re
gion plays a crucial role in bottom-up attentional processes, where the 
alignment of spatial cues from different sensory modalities can influence 
attentional selection and processing (Ruschel et al., 2014). Changes in 
fMRI activation within the caudal inferior parietal cortex after 
audio-visual training could indicate the reorganization or enhancement 
of sensory integration processes. 

In addition, studies have highlighted the cerebellum’s significant 
contribution to multisensory perceptual learning, suggesting that its 
activation is linked to the perceptual requirements of a task (Baumann 
and Mattingley, 2010; Baumann et al., 2015). Specifically, activity in the 
left crus I region was significantly correlated with increases in percep
tual demands for both auditory and visual stimuli, indicating a critical 
role of this region in multisensory processing (Baumann and Mattingley, 
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2010). In addition, Baumann et al. (2015) found that AV motion 
detection led to increased activity in cerebellar lobule VI and right 
lateral crus I, compared to unimodal visual and auditory motion tasks, 
further emphasising the cerebellum’s involvement in multisensory 
integration. Consistent with previous findings, our study revealed an 
increase in fMRI signal activation in both the right and left cerebellar 
crus I regions. 

In our discussion, we have emphasized the brain regions that 
exhibited significant changes in activation following our training pro
tocol, noting the absence of any discernible alterations in the superior 
temporal sulcus (STS) post-training which widely known to be linked 
with audio-visual integration. A comprehensive review conducted by 
Hein and Knight (2008) sheds light on the typical activations observed 
in the STS across a multitude of fMRI studies. However, it is worth 
noting that investigations pertaining to AV integration in these studies 
predominantly employed semantic categorization or semantic congru
ency stimuli such as images and sounds of common objects (Taylor et al., 
2006; Hein et al., 2007) or written and spoken letters compared to fix
ation (Van Atteveldt et al., 2004; Blau et al., 2008). Additionally, Meyer 
et al. (2011) showed semantically incongruent stimuli, consisting of two 
meaningful speech and body action signals that were presented simul
taneously in different modalities, causes increased activation in poste
rior temporal (pSTS). These incongruency effects were not seen when a 
meaningful signal was paired with a meaningless signal (Meyer et al., 
2011). This suggests that these overlapping networks are used to process 
meaningful speech and body-action signals. These AV paradigms differ 
significantly from the AV spatial localization task we employed in our 
study. 

4.4.2. Functional activation during AV involuntary task 
As noted previously, the spreading of attention hypothesis could 

provide an explanation for the learning transfer we observed in the 
involuntary task following training on the voluntary task. Consequently, 
we aimed to investigate the neural changes associated with this process. 
A previous study by Aloufi et al. (2021) employed a similar training 
paradigm to ours and found no noticeable changes in behaviour or brain 
function in the involuntary task, after six weeks of training on a unim
odal voluntary eye movement task. This result suggests that the changes 
we observed in fMRI activation during the involuntary task may have 
resulted from the activation of multisensory areas through the use of 
auditory cues, which are involved in the visuospatial attentional 
process. 

Our study found a significant decrease in fMRI activation in the IFG 
and SG while performing the AV involuntary task after training. Previ
ous studies have linked the decrease in fMRI activation to improved 
performance, indicating that the practice could decrease the reliance on 
attentional resources and lead to increased neural efficiency (Erickson 
et al., 2007; Tomasi et al., 2004). This suggests that as participants 
became more adept at the task, there was a transition from a state that 
required more neural resources to perform the novel task to more 
automated processing, leading to a reduction in fMRI signal (Erickson 
et al., 2007; Tomasi et al., 2004). 

The inferior frontal cortex and supramarginal gyrus of the inferior 
parietal lobe play important roles in spatial attention as part of the 
attentional network. Krumbholz et al. (2009) explored whether the same 
or different brain areas are responsible for auditory and visual-spatial 
attention and found that there is some overlap between the two condi
tions in multiple brain regions, including the inferior frontal and parietal 
cortices. Another study by Umarova et al. (2010) focused on the visual 
spatial attention task and revealed that the inferior parietal and inferior 
frontal cortices were both activated and involved in the attentional 
system. Additionally, the superior longitudinal fasciculus II and III and 
the arcuate fasciculus, which are white matter tracts that travel within 
the white matter of the inferior parietal lobe, provide structural con
nectivity for spatial attention by connecting the temporoparietal regions 
with the inferior frontal cortex and the frontal eye field (Umarova et al., 

2010). These findings could elucidate the direct connection between the 
IPL and the IFG required for visuospatial attention, which was shown to 
have activation changes after training in our results. 

4.4.3. Functional activation during unimodal visual voluntary eye 
movement 

As part of this study, we aimed to investigate the effect of multi
sensory training on voluntary eye movements without auditory cues. 
Our findings showed a significant decrease in functional activation in 
the inferior temporal gyrus (ITG), which has been previously reported 
during visual skill learning (Poldrack et al., 1998). The shift found in 
neural processing from superior parietal and posterior occipital to 
inferior temporal cortices during skill learning may reflect the concept of 
increased neural efficiency after training, which has previously 
explained at the initial exposure to a novel task (Tomasi et al., 2004). 
The ITG has been suggested to play a vital role in the visual processing of 
orthographic information as part of the ventral occipitotemporal stream, 
including posterior and anterior fusiform, inferior temporal, and lateral 
occipital regions (Conway, 2018; Quinn et al., 2017). During the initial 
learning stage, the AV representation is encoded, and short-term mem
ory of the AV objects is stored in the middle and inferior temporal re
gions, and possibly also in the medial temporal regions such as the 
hippocampus (Xu et al., 2020). This region is essential in our task as it is 
required to recognise the stimuli’ shape and respond as a matter of ac
curate quantification. In addition, ITG activation was reported during a 
congruent AV judgment task as a part of the higher visual areas involved 
in multisensory integration (Meienbrock et al., 2007). Therefore, the 
reduction in activation in the ITG during the AV involuntary task as well 
as the unimodal voluntary task might be an indirect effect of our 
congruent AV training task. 

4.5. Linking neuroplastic to behavioural change 

In this study, a notable finding was the significant correlation be
tween changes in functional activation and behavioural performance 
changes in both AV voluntary and involuntary tasks, suggesting that the 
observed neuroplastic changes in the target areas support performance 
improvements (Plank et al., 2012). Specifically, increases in fMRI signal 
activation in the thalamus and cerebellum post-training during the 
voluntary eye movement task, and decreases in activation in the SG and 
IFC during the involuntary task were significantly correlated with 
improved performance. Previous studies have also reported correlations 
between changes in brain activations and performance improvement 
during training on a contrast discrimination task (Mukai et al., 2007) 
and systematic voluntary eye movement task (Aloufi et al., 2021). 
Furthermore, the study’s correlation test revealed that participants with 
higher fMRI signal activation at baseline in the cerebellum and thalamus 
showed greater improvement in behavioural performance. These find
ings suggest that initial task-specific brain activation patterns may be 
used to predict whether a subject is likely to improve with training 
(Mukai et al., 2007). Overall, the correlation between fMRI activation 
and behavioural improvement supports the idea that the observed 
changes in these brain regions are a result of learning. 

5. Conclusion 

In summary, this study investigated the neural mechanisms under
lying multisensory learning using an AV voluntary eye movement task in 
a virtual environment. The results revealed changes in functional acti
vation in various brain regions where multisensory integration occurs in 
cortical and subcortical levels, including the thalamus, IPL, ITG, SG, IFC, 
and cerebellum, which were associated with the improvement in 
behavioural performance. Spreading of attention might explain the 
learning transfer after training on the AV voluntary eye movement to the 
AV and V involuntary and visual search tasks caused by the temporal 
and spatial alignment of auditory cues. These findings suggest that 
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multisensory learning involves changes in the processing of sensory 
information, neural efficiency, and functional connectivity between 
different brain regions. Moreover, the study provides evidence that 
training-induced neuroplastic changes in these areas support behav
ioural improvement, and the baseline fMRI signal activation in task- 
specific areas during the initial period of training may predict the 
learning outcomes. Depending on our findings and previous research, 
we suggest that visual deficit rehabilitation could benefit from the 
application of multisensory training in VR, as the overlap between the 
attentional and oculomotor processes, which is required for multisen
sory integration may provide different neural circuits that may support 
the visual compensatory strategy, however, this requires more investi
gation in future research. In addition, these findings could have 
important implications for the development of effective training stra
tegies in more general visual skill learning. 
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Frassinetti, F., Bolognini, N., Làdavas, E., 2002. Enhancement of visual perception by 
crossmodal visuo-auditory interaction. Exp. Brain Res. 147 (3), 332–343. 

Friston, K.J., Holmes, A.P., Price, C., Büchel, C., Worsley, K., 1999. Multisubject fMRI 
studies and conjunction analyses. Neuroimage 10 (4), 385–396. 

Froesel, M., Cappe, C., Hamed, S.B., 2021. A multisensory perspective onto primate 
pulvinar functions. Neurosci. Biobehav. Rev. 125, 231–243. 

Furmanski, C.S., Schluppeck, D., Engel, S.A., 2004. Learning strengthens the response of 
primary visual cortex to simple patterns. Curr. Biol. 14 (7), 573–578. 

Ghazanfar, A.A., Schroeder, C.E., 2006. Is neocortex essentially multisensory? Trends 
Cogn. Sci. 10 (6), 278–285. 

K. Alwashmi et al.                                                                                                                                                                                                                              

https://doi.org/10.1016/j.neuroimage.2023.120483
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0054
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0054
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0054
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0057
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0057
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0057
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0021
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0021
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0021
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0006
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0006
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0006
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0083
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0083
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0100
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0100
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0100
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0034
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0034
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0035
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0035
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0011
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0011
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0025
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0025
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0025
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0042
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0042
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0042
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0045
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0045
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0090
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0090
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0090
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0118
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0118
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0118
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0107
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0107
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0107
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0007
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0007
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0030
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0030
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0030
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0074
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0074
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0074
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0060
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0060
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0060
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0047
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0047
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0124
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0124
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0051
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0051
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0051
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0050
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0050
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0050
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0050
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0106
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0106
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0044
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0044
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0044
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0044
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0096
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0096
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0028
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0028
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0028
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0008
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0008
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0008
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0070
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0070
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0014
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0014
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0093
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0093
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0001
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0001
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0001
https://www.nordicneurolab.com/
https://www.nordicneurolab.com/
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0016
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0016
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0073
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0073
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0098
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0098
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0078
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0078
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0027
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0027


NeuroImage 285 (2024) 120483

17

Glass, J.M., et al., 2000. Aging and the psychological refractory period: task-coordination 
strategies in young and old adults. Psychol. Aging 15 (4), 571. 
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activity during learning of grapheme-phoneme associations in adults. Neuroimage 
220, 117058. 

Yap, B.W., Sim, C.H., 2011. Comparisons of various types of normality tests. J. Stat. 
Comput. Simul. 81 (12), 2141–2155. 

Yotsumoto, Y., Watanabe, T., Sasaki, Y., 2008. Different dynamics of performance and 
brain activation in the time course of perceptual learning. Neuron 57 (6), 827–833. 

Zhang, J.Y., Zhang, G.L., Xiao, L.Q., Klein, S.A., Levi, D.M., Yu, C., 2010. Rule-based 
learning explains visual perceptual learning and its specificity and transfer. 
J. Neurosci. 30 (37), 12323–12328. 

Zou, H., Müller, H.J., Shi, Z., 2012. Non-spatial sounds regulate eye movements and 
enhance visual search. J. Vis. 12 (5), 2. -2.  

K. Alwashmi et al.                                                                                                                                                                                                                              

http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0067
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0067
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0115
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0115
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0082
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0112
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0112
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0120
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0120
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0120
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0080
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0080
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0026
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0026
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0122
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0122
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0056
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0056
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0056
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0117
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0117
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0086
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0086
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0086
https://doi.org/10.1037/0096-1523.34.5.1053
https://doi.org/10.1037/0096-1523.34.5.1053
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0040
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0040
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0040
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0089
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0089
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0089
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0089
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0099
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0099
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0012
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0012
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0038
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0038
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0038
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0126
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0126
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0126
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0085
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0085
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0077
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0077
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0094
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0094
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0094
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0087
http://refhub.elsevier.com/S1053-8119(23)00633-X/sbref0087

	Enhancing learning outcomes through multisensory integration: A fMRI study of audio-visual training in virtual reality
	1 Introduction and background
	1.1 Systematic audio-visual training
	1.2 Audio-visual perceptual learning and multisensory integration
	1.3 Cross-modal attention and multisensory integration
	1.4 VR and audio-visual perceptual learning
	1.5 Study aims

	2 Materials and methods
	2.1 Participants
	2.2 VR training-game design
	2.2.1 Visual stimuli
	2.2.2 Audio cues
	2.2.3 Training paradigm

	2.3 Testing paradigm
	2.3.1 Testing procedure
	2.3.2 Behavioural performance measurement

	2.4 Stimulus delivery in the scanner
	2.5 Functional imaging data analysis
	2.5.1 Functional imaging tasks
	2.5.2 fMRI data acquisition
	2.5.3 fMRI statistical analysis
	2.5.4 fMRI data analysis
	2.5.5 fMRI data extraction for time course analysis


	3 Results
	3.1 Behavioural data
	3.1.1 Impact of training – VR behavioural data
	3.1.2 Impact of training – lab behavioural data
	3.1.2.1 Voluntary systematic eye movement task (AV voluntary-trained and V voluntary-untrained)
	3.1.2.2 Involuntary randomised task (involuntary- untrained task)
	3.1.2.3 Visual search task (search- untrained task)
	3.1.2.4 Follow-up behavioural measures


	3.2 fMRI results
	3.2.1 Time course of the functional change (activation increase)
	3.2.2 Time course of the functional change (activation decrease)
	3.2.3 Correlation between fMRI and behavioural data


	4 Discussion
	4.1 Behavioural improvement after AV voluntary eye movement training
	4.2 The transfer of learning to the untrained tasks
	4.3 The interaction between multisensory integration and attention
	4.4 Neuroplastic changes
	4.4.1 Functional activation during AV voluntary eye movement
	4.4.2 Functional activation during AV involuntary task
	4.4.3 Functional activation during unimodal visual voluntary eye movement

	4.5 Linking neuroplastic to behavioural change

	5 Conclusion
	Data and code availability statement
	CRediT authorship contribution statement
	Declaration of Competing Interest
	Data availability
	Acknowledgments and funding sources
	Supplementary materials
	References


