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A B S T R A C T 

We consider the optimization of the observing strate gy (cadence, e xposure time, and filter choice) using medium-size (2-m- 
class) optical telescopes in the follow-up of kilonovae localized with arcminute accuracy to be able to distinguish among various 
kilonova models and viewing angles. To develop an efficient observation plan, we made use of the synthetic light curves obtained 

with the Monte Carlo radiative transfer code POlarization Spectral Synthesis In Supernovae for different kilonova models and 

as a function of dif ferent vie wing angles and distances. By adding the appropriate photon counting noise to the synthetic light 
curves, we analysed four alternative sequences having the same total time exposure of 8 h, with different time windows (0.5, 1, 
2, and 4 h), each with i , r , and u filters, to determine the observing sequence that maximizes the chance of a correct identification 

of the model parameters. We suggest to a v oid u filter and to a v oid the use of colour curves. We also found that, if the error on 

distance is ≤2 per cent , 0.5, 1, and 2-h time window sequences are equi v alent, so we suggest to use 2-h one, because it has 1-d 

cadence, so it can be easily realized. When the distance of the source is unknown, 0.5-h time window sequence is preferable. 

Key words: telescopes – black hole - neutron star mergers – gamma-ray bursts – neutron star mergers. 
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 I N T RO D U C T I O N  

oalescences of neutron star binaries and black hole–neutron star
ystems lead to the formation of neutron-rich material. Such material
ndergoes rapid neutron capture nucleosynthesis (r-process) as it
ecompresses in space, leading to the creation of rare heavy elements
uch as gold and platinum (Li & Paczy ́nski 1998 ). The radioactive
ecay of these unstable nuclei fuels a thermal transient known as
kilonova’ (hereafter, KN; see Metzger 2019 for a review). On
017 August 17, Advanced LIGO/Virgo made the first detection
Abbott et al. 2017b ) of gravitational waves (GWs) from a binary
eutron star merger, GW170817, simultaneously with the detection
f short gamma-ray burst (GRB) by Fermi (Goldstein et al. 2017 )
nd INTEGRAL (Savchenko et al. 2017 ): GRB 170817A. 11 h after
he GW170817 trigger, an optical counterpart was disco v ered in the
earby ( d = 40 Mpc) galaxy NGC 4993 (Coulter et al. 2017 ). The
ltraviolet, optical, and near-infrared emissions were consistent with
eing powered by the radioactive decay of nuclei synthesized in the
erger ejecta by the r-process (Villar et al. 2017 ; Watson et al. 2019 ;
omoto et al. 2021 ; Kasliwal et al. 2022 ). This was the first time
ne source was detected both in GWs and electromagnetic (EM)
adiation, and the first time spectroscopic evidence of a KN was
btained (Chornock et al. 2017 ; Kasen et al. 2017 ; Pian et al. 2017 ;
martt et al. 2017 ). 
 E-mail: annaelisa.camisasca@unife.it 
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The study of a KN’s rapid evolution can impro v e our understanding
f the role of neutron star mergers in the origin of heavy elements.
n addition, KN spectra encode key information to constrain the
utflows that produced their EM emission. There has been only one
onfirmed case of KN detection in the form AT2017gfo and few
ther possible candidates such as KNe associated to GRB 130603B
Tanvir et al. 2017 ) and GRB 211211A (Rastinejad et al. 2022 ).
ence, the whole community is working on various simulations to
odel the KN emission properties. There is a variety of predicted

ight-curve (LC) features (e.g. Wollaeger et al. 2018 ; Bulla 2019 ).
lion et al. ( 2021 ) and Nativi et al. ( 2021 ) showed how the presence
f a jet impacts the KN LCs and makes them brighter and bluer
hen viewed pole on. Thus, it is important to come up with efficient
bservational strategies to get the best observational data to constrain
he properties from computational models. 

In this work, we aim to optimize the observing strategy for the
ptical follow-up of KNe to constrain the properties of the KN
mission (viewing angle, mass of the different ejecta components,
nd their velocities), once this has been identified and localized with
rcminute accuracy, which enables observations with narrow field
acilities. Arcminute accuracy can be achieved with current high-
nergy instruments, such as the Burst Alert Telescope (Barthelmy
t al. 2005 ) on board the Neil Gehrels Swift Observatory (Gehrels
t al. 2004 ), or, in the near future, with Space-based multi-band
stronomical Variable Objects Monitor (SVOM , Atteia, Cordier &
ei 2022 ), Einstein Probe (Yuan et al. 2022 ), and in the next decade

ossibly Transient High-Energy Sky and Early Universe Surveyor
© 2023 The Author(s) 
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Figure 1. Density (left) and Y e (right) distribution in the x −z plane for the 
three models used in this study ( Wind-dyn , Jet49-dyn , and Jet51-dyn 
from top to bottom). Density maps are shown at 1 d after the merger. 
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THESEUS , Amati et al. 2021 ). Also, the advent of third-generation
W observatories, such as the Einstein Telescope (Punturo et al. 
010 ) and Cosmic Explorer (Abbott et al. 2017a ), will lead to an
ccuracy in localization better than 10 deg 2 at z < 3, which is
nough to enable prompt and efficient multiwavelength search for 
M counterparts (Ronchini et al. 2022 ). A GW detector capable of
rcminute accuracy or better could be realized within the Voyage 
050 programme (Baker et al. 2021 ). 
We made e xtensiv e use of simulated multifilter LCs of KNe

btained with the POlarization Spectral Synthesis In Supernovae 
 POSSIS ; Bulla 2019 ) code. Similar works recently carried out (e.g.
colnic et al. 2018 ; Setzer et al. 2019 ; Almualla et al. 2021 ;
ndreoni et al. 2022 ; Chase et al. 2022 ; Colombo et al. 2022 ) focus
n optimizing strategies of wide field and follow-up facilities to 
etect KNe. In this work, instead, we aim to determine the optimal
ombinations of time exposure sequence and filters that help to 
onstrain the model parameters with follow-up instruments. 

We chose to study the specific case of small–medium-class 
nstruments; we considered two optical imaging cameras that are 
urrently deployed at the 2-m fully robotic Liverpool Telescope 
Steele et al. 2004 ): Multicolour OPTimised Optical Polarimeter 
MOPTOP, Shrestha et al. 2020 ) and IO:O (Smith & Steele 2017 ).

e assume that a network of similar telescopes and instruments (e.g. 
sapras et al. 2009 ) is located throughout a range of longitudes such

hat 24-h co v erage is av ailable. Gi ven the interest in such sources,
his assumption is reasonable in that most telescopes worldwide are 
ikely to be involved in the follow-up of such rare events (e.g. Brown
t al. 2013 ). 

In Section 2 , we describe the characteristics of KN models 
enerated with POSSIS . In Sections 3 and 4 , we describe, respectively,
he preliminary procedure and results obtained under the hypothesis 
f known source distance. In Sections 5 and 6 , we introduce the
rocedure and the results we adopted under the assumption of a 
istance uncertainty. We report our conclusions in Section 7 . 

 M O D E L  PA R A M E T E R S  

e use KN models produced with POSSIS , a 3D Monte Carlo radiative
ransfer code that predicts photometric and polarimetric signatures 
f supernovae and KNe (Bulla 2019 ). The modelled ejecta are taken
rom Nativi et al. ( 2021 ), where a neutrino-driven wind as described
n Perego et al. ( 2014 ) was evolved assuming that either no jet
 Wind ), or a jet with a luminosity of L j = 10 49 erg s −1 ( Jet49 ), or
 jet with L j = 10 51 erg s −1 ( Jet51 ) is launched. The wind mass
s dominated by a secular component ejected 1 s after the merger
ith 0 . 072 M �. Unlike in Nativi et al. ( 2021 ), here we include an

dditional component to model dynamical ejecta. Specifically, we 
dopt an idealized geometry for this component, with a lanthanide- 
ich dynamical ejecta component ( Y e = 0.15 and velocities from
.08 to 0.3 c ) from the grid in Dietrich et al. ( 2020 ) and selecting the
est-fitting model to the KN of GW170817 (mass 0 . 005 M � and half-
pening angle of 30 ◦). These models are referred to as Wind-dyn ,
et49-dyn , and Jet51-dyn to distinguish them from those in 
ativi et al. ( 2021 ). Fig. 1 shows density and Y e distributions for the

hree models. 
Radiative transfer simulations are carried out for the three models 

sing the latest version of POSSIS (Bulla 2023 ). Compared with the
rst version of the code (Bulla 2019 , also used by Nativi et al. 2021 ),

he impro v ed v ersion assumes heating rates (Rosswog & Korobkin
022 ), thermalization efficiencies (Barnes et al. 2016 ; Wollaeger et al. 
018 ), and wavelength- and time-dependent opacities (Tanaka et al. 
020 ) that depend on the local properties of the ejecta such as density,
emperature, and electron fraction. For each of the three models, we
xtract KN LCs for 11 different inclination angles for each model.
onsequently, for a given distance and filter one has 33 different
Cs. LCs are computed by POSSIS from 0.1 to 30 d after the merger,
ut for this work we focus on the time window from 1.0 to 5.0 d
fter the merger. We decided to ignore the code predictions earlier
han 1 d after the merger because current opacity values assumed by
OSSIS are likely affected by inaccuracies in the presence of highly
onized ejecta (Tanaka et al. 2020 ). We do not consider LCs after 5 d
ue to the low value of flux. 
The viewing angle θ is defined as the angle between the direction

erpendicular to the merging plane and the line of sight. We used 11
alues for the viewing angle separated by a constant step in cosine
f 0.1: cos θ can assume the values 0, 0.1, 0.2, ..., 1, with cos θ =
 corresponding to an observer in the merger plane (edge-on view)
nd cos θ = 1 to an observer along the jet axis (face-on view). We
ssumed the following range of values for distance: 20, 40, 80, 160,
50, and 350 Mpc. 
We chose to e v aluate our results considering observations in the

loan filters i 
′ 
, r 

′ 
, and u 

′ 
(hereafter referred to as i , r , and u ).

hese wavebands were chosen as being commonly available at most 
elescopes. In particular, we were keen to understand what (if any)
dditional value was added by carrying out u -band observations, 
hich are generally seen as more difficult than the r and i bands
MNRAS 522, 2516–2524 (2023) 
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M

Figure 2. LCs for different models and viewing angles; first column refers to filter i , second one to filter r , and third to filter u ; the source has a distance of 160 
Mpc. Grey area corresponds to the first day after the merger: LCs are not considered due to the inaccuracy in estimating the opacity. The blue area corresponds 
to the values in magnitude higher than the limiting magnitude of each filter, obtained with a time exposure of 1 h. 
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ue to lower system throughputs and detector quantum efficiencies
t near -ultra violet wa velengths. 

In Fig. 2 , we show the LCs obtained with d = 160 Mpc for different
lters, models, and viewing angles. The KN brightness decreases
oing from the jet axis (cos θ = 1) to the merger plane (cos θ =
) for all the three models, an effect that is caused by the presence
f lanthanide-rich dynamical ejecta material absorbing part of the
scaping flux (‘lanthanide curtain’; Kasen, Fern ́andez & Metzger
015 ; Wollaeger et al. 2018 ). The area highlighted in light blue in
ig. 2 shows, for each filter, the magnitudes that are not detectable.
imiting magnitudes were obtained imposing a minimum signal-to-
oise ratio (SNR) threshold of 5. See Appendix A for more details. 
We point out that our study is restricted to a specific configuration

n terms of ejecta properties (e.g. masses and compositions), since
e do not aim to assess the ability of medium-size telescopes to
NRAS 522, 2516–2524 (2023) 

c  
onstrain these properties, but rather to select the correct model and
orrect viewing angle. Extending this analysis to a large grid of
odels with different ejecta properties is beyond the scope of this

aper and could be done in the future. 

 P RO C E D U R E  WI TH  K N OW N  DISTANCES  

n order to find a reasonable time exposure sequence necessary to
istinguish between different KN models characterized by different
iewing angles, we follow three main steps: 

(i) We considered four different time exposure sequences, see
ection 3.1 for a detailed explanation. 
(ii) F or a fix ed distance and filter, we add the appropriate photon

ounting noise to the LC; the results depend on the time exposure

art/stad1102_f2.eps


Optical kilonovae with medium-size telescopes 2519 

Table 1. Duration of time exposure windows and cadence for four different 
time exposure sequences. 

Name Duration Cadence (d) 
Time exposure window (h) 

A 0.5 0.25 
B 1 0.5 
C 2 1 
D 4 See Section 3.1 for a description 
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equence; we apply this step to all 33 LCs. Henceforward we will
all the LC with noise ‘LCN’ (see Section 3.2 ). 

(iii) We compare LCN with the LCs without noise and we analyse 
ow often we are able to identify the correct LC. This is done for
ach combination of distance and filter. We repeat this for all the 33
ifferent LCNs (see Section 3.3 ). 

In the first part, the distance of the source is assumed to be known
ith negligible uncertainty, so we compare LCNs with LCs at the 

ame distance. 

.1 T ime exposur e sequences 

e considered four different time exposure sequences (hereafter, 
eferred to as A, B, C, and D), each of them with a total net exposure
f 8 h. Table 1 reports the time windows and cadence for A, B, and C
equences. Sequence D requires a separate description: it consists of 
wo 4-h intervals 1 d apart. The exact times of the two observations
re determined by maximizing the difference between the two 
xpected magnitude values taking into account the corresponding 
ncertainties. To this aim, for each instant we find the median of 

| m model i − m | 
σm i 

, (1) 

here m model i is the magnitude of the i th LC at that instant, m is the
ean of all 33 LCs at that instant, and σm i 

is 

m i 
= 

1 

0 . 4 
√ 

F i t exp ln (10) 
, 

here F i is the photoelectron count expected in 1 s for the i th model
nd t exp = 4 h. We sum the median (equation 1 ) obtained with
ifferent filters and distances and we find the mean value of this
uantity in 4-h intervals. We finally determine the maximum of the 
um of the value obtained in two 4-h intervals 1 d apart. In this way,
e obtain the intervals where the models are more different. Fig. 3
isplays the resulting time windows. 

.2 Adding noise to light cur v es 

e used A, B, C, and D time exposure sequences to simulate different
CNs for all combinations of filters, distances, viewing angles, and 
odels. In more detail, at each time we calculated the expected 

hotoelectron counts as t exp ( F + F sky ), where F sky are the counts s −1 

ue to the sky (see Appendix A for more details). We then obtained
he simulated counts C P by adding the statistical noise assuming the 
oisson distribution. 
The noise-affected flux of the k th LC is calculated as follows: 

 noise ,k = 

C P ,k 

t exp 
− F sky , (2) 

long with the corresponding magnitude 

 noise ,k = z P − 2 . 5 log 10 ( F noise ,k ) . (3) 
Equation ( 3 ) gives a generic LCN. Fig. 3 shows the results of this
tep. 

.3 Comparison between LC with noise and models 

e compare any given LCN with all of the 33 models and select the
odel that minimizes the following χ2 : 

2 ( k, i) = 

N t ∑ 

j= 0 

( 

m model i ( t j ) − m noise k ( t j ) 

σm noise k 
( t j ) 

) 2 

· 1 

N t 

, (4) 

here we are summing o v er the N t different data, i and k , respectively,
dentify LC and LCN, and σm noise ,k is the uncertainty on m noise, k ,
btained by error propagating from C P, k , using equations ( 2 ) and ( 3 )
nd assuming σC P ,k = 

√ 

C P ,k . It is given by 

m noise ,k = 

√ 

C P ,k 

0 . 4 F noise ,k ln (10) t exp 
. (5) 

n this way, we obtain, for each model, viewing angle and distance
so, for each configuration), using four different time exposure 
equences, the number of correct/incorrect matches. 

 RESULTS  WI TH  K N OW N  DI STANCES  

ig. 4 shows, for each distance and for each model, the number of
ncorrect matches out of 33 comparisons. Noticeably, it is better to
 v oid u filter. Hereafter, in our analysis, we will consider only i and
 filters. 

We take note of three different kinds of mismatching errors 
etween the simulated data points and the model LC: 

(i) The most similar curve model corresponds to the simulated 
odel, but the viewing angle is wrong. 
(ii) The most similar model turns out to be different from the

riginal one. 
(iii) LCN is not detectable because the magnitude value is higher 

han the limiting value for each point of LCN. 

We summarize the results about the most common mismatches 
i.e. misidentifications) in the left-hand pie of Fig. 5 . The outermost
ing corresponds to the different number of mismatches obtained 
ith the four exposure combinations ( i and r filters); the innermost
ne refers to the different kinds of mismatches. Overall, most of the
ismatches are of type (iii). The percentage of mismatches of type

ii) is higher than that of type (i). Type (ii) mismatches are shown in
he central pie of Fig. 5 including both i and r filters; undetectable
Cs are ignored. The number of mismatches is quite similar among
ll the kinds of models and with every sequence. If we consider i
nd r filters individually, the results are similar; if we include the not
etectable LCs, the number of mismatches with Wind-dyn model 
ncreases. Let θ0 be the viewing angle of the LCN. We check if
here is any particular value of θ0 for which we have most of the

ismatches and how significant the mismatch is for the different 
iewing angle θ0 . As shown in the right-hand pie of Fig. 5 , D time
xposure sequence has a wider range of starting angle that can bring
o mismatches; with A, B, and C most mismatches happen for 78 ◦

θ0 ≤ 90 ◦. Analysing the difference between cos θ0 and the value 
f cos θ of the most similar LC, we find that with C time exposure
equence we al w ays ha ve | � cos θ | ≤ 0.1; with A and B we ha ve
ore than 80 per cent of mismatches with | � cos θ | ≤ 0.2, with D it

s 62 per cent. 
MNRAS 522, 2516–2524 (2023) 
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Figure 3. Each panel refers to a different time window sequence: A, B, C, and D. In yellow, A, B, C, and D time windows; in each plot, LCs referring to 
Jet49-dyn model, d = 350 Mpc, and i filter. Black lines are LCs with cos θ0 = 0.8, black points refer to the corresponding LCNs. 

Figure 4. Number of wrong matches as a function of distance for different filters and different time exposure sequences. 

Figure 5. For e very dif ferent time exposure sequence, we analyse the type of mismatch that occurs in comparing the simulated curve with the model ones. We 
considered both i and r filters. (a) In the outer ring, the number of wrong matches for each time exposure; in the inner ring, the kind of mismatch. (b) For every 
different time exposure sequence, we analyse which model is more difficult to detect. In the outer ring, the number of wrong matches for each time exposure; 
in the inner ring, the number of mismatch for each kind of model. (c) In the outer ring, the number of wrong matches for each time exposure; in the inner ring, 
cos θ0 . 
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The fact that the most of the mismatches refer to edge-on view
nd that i and r filters perform better than u can easily be understood
ooking at Fig. 2 : 

(i) Edge-on-view LCs are more significantly affected by statistical
oise, since they have lower fluxes than face-on ones; also, they can
NRAS 522, 2516–2524 (2023) 
artially or totally fade below the limiting magnitude to the point
hat they become undetectable. 

(ii) u -filter LCs have lower fluxes and their limiting magnitude
alue is lower than i and r ones; these characteristics lead to a low
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1 When we compare the results of two observations N 1 and N 2 , we assume 
that the numbers of wrong matches are independently Poisson distributed. 
Consequently, | N 2 − N 1 | is the absolute value of a Skellam-distributed random 

variate. We calculate the probability of having ≥| N 2 − N 1 | assuming as 
expected value for the common Poisson distribution the mean value of N 1 

and N 2 . When the probability is < 5 per cent, the two numbers are considered 
significantly different. 
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 P RO C E D U R E  WITH  DISTANCE  

N C E RTA I N T Y  

e now examine the realistic situation of non-negligible uncertainty 
n distance, and, in addition, the possibility that there is no informa-
ion on the distance of the source as well as on the time of the merger.

e restrict our analysis to i and r filters, due to the low performance
f u . 

.1 1 and 2 per cent error on distance 

e analysed the consequences of an error on distance of 1 and 2
er cent. Such a level of accuracy in estimating the distance based
n GW data alone appears to be feasible for a sizeable fraction of
ases: third-generation GW detector network will measure distances 
ith an accuracy of 0.1–3 per cent for sources within ≤300 Mpc

see fig. 9 from Gupta et al. 2019 ). To study this case, when we
ook for the matches between LCN and LCs, we shift the magnitude
f the LC models due to the error on distance. We consider both
 + 1 per cent ( + 2 per cent) and −1 per cent ( −2 per cent) error on
istance. 

.2 Unknown distance, χ2 -minimization technique 

et us assume that we have no information on distance as well as on
he merger time. When we have to compare LCN with LCs, we start
sing the LCs model with the intermediate distance of 160 Mpc (LC-
60) and we shift LC-160 both in time ( � t ) and in magnitude ( � m ),
n order to find, among the 33 comparisons, � t and � m that minimize

2 (equation 4 ). Once we have � m , we follow this procedure: 

(i) We use � m to find an estimated distance ( d s ) of the source. 
(ii) We create a set of LC models with which to compare LCN,

ith a step of 0.1 mag between one model and the following one. 
(iii) We choose the model with the nearest distance to d s . 
(iv) We compare LCN with the model at the most similar distance 

ith d s , shifting LCs both in time and magnitude to find the best
atch. 

.3 Colour cur v es technique 

e adopted colour curves to try to limit the possible effect of distance
ncertainties. To create colour curve with noise (CCN), we add noise 
o LCs with different filters, then we subtract them. Since CCNs have
 dependence on distance (even if small), when we compare CCNs
ith colour curve models (CCs), we compare them with CCs model 

t the intermediate distance of 160 Mpc (CC-160). 

 RESULTS  WITH  DISTANCE  U N C E RTA I N T Y  

.1 Single filter technique 

n Fig. 6 , we present the number of wrong matches that occur in 33
omparisons with A, B, C, and D time exposure sequences, using
lters individually. We reported the results obtained without error on 
istance and we compare it with what we obtain with an error of 1
er cent, 2 per cent, and without information on distance and time of
he merger. For 1 per cent (and 2 per cent) error on distance, we plot
he highest number of mismatches between + 1 and −1 per cent ( + 2
nd −2 per cent). 

For each filter, each distance, we compare the results obtained with 
, B, C, and D checking if the number of mismatches within each
ime exposure sequence is compatible with the best results obtained 
ithin the limits of Poisson statistics. 1 In Fig. 6 , we marked with ‘x’

he cases that are significantly different from the best value obtained
ith other time sequences; if the error on distance is ≤2 per cent, no
articular statistical differences emerge between sequences A, B, and 
. When the distance is unknown, C and D time windows should be
 v oided. Hereafter, we restrict our analysis to A and C time exposure
equences, since C, with 1-d cadence, can easily be carried out with
 single telescope, but should be a v oided when no information on the
ource distance is available. The comparison between i and r shows
hat they are equi v alent. 

.1.1 Error on distance ≤2 per cent 

ocusing on time sequence C with error on distance ≤2 per cent ,
ig. 7 shows that the number of mismatches of types (i), (ii), and
iii) is mostly the same. The number of mismatches concerning 
he models are equally distributed between Wind-dyn , Jet49- 
yn , and Jet51-dyn , provided that the LC can be detected. If we
onsider also not detectable LCNs, Wind-dyn model mismatches 
ncrease (i.e. Wind-dyn model would be harder to be detected). 

ith an error on distance of 1 per cent, the majority of the mismatches
re in the interval 73 ◦ ≤ θ0 ≤ 90 ◦; this interval becomes wider
or increasing errors on distance. When the error on distance is
2 per cent , both with i and r filters we have | � cos θ | ≤ 0.2 for all

he mismatches. 

.1.2 Unknown distance 

f we do not have information about the distance, in order to have the
owest number of mismatches, it is recommendable to use A time
indow sequence; with this sequence the number of mismatches of 

ypes (i), (ii), and (iii) is similar; also, the mismatches concerning
he models are equally distributed among Wind-dyn , Jet49-dyn , 
nd Jet51-dyn . Regarding viewing angle mismatches, they occur 
ith the same frequency for every θ0 ; furthermore, | � cos θ | ≤ 0.2

or 82 per cent of mismatches. 

.1.3 Focus on viewing angle estimation 

or each combination of distance and of its error, we adopted the
ollowing procedure: for each viewing angle θ0 , we determined the 
ncertainty on the estimated viewing angle θ est , using either C or A
ime sequence, respectively, for error on distance ≤2 per cent and 
or unknown distance. Then, we took the largest uncertainty among 
ll the values of θ0 : in this way, we associated to any combination
f distance and error on it with a conserv ati ve uncertainty in the
stimated viewing angle, as the result of any possible value of θ0 .
able 2 reports the results. 
If the error on distance is ≤2 per cent , the error on θ est is al w ays
7 ◦; these errors implicitly assume that the inaccuracies intrinsic to

he POSSIS models and its assumptions are negligible. In practice, 
MNRAS 522, 2516–2524 (2023) 
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Figure 6. The number of wrong matches that occur in 33 comparisons with A, B, C, and D time exposure sequences with a known distance (blue line), with 
an error of 1 per cent on distance (yellow line), 2 per cent (cyan line), and without any information about the distance and the time of the merger (orange line). 
Points marked with ‘x’ refer to values that are significantly different from the best value obtained with other time sequences. 

Figure 7. Using time sequence C, we consider the number of wrong matches we have when we make an error on distance of ±1 and ±2 per cent. (a) In the 
outer ring, the number of wrong matches for each error on distance; in the inner ring, the kind of mismatch. (b) For e very dif ferent model of the simulated 
source, we analyse how many mismatches we have. (c) For every different observational direction, we analyse the number of mismatches. 

Table 2. The higher standard deviation on θ est for different distances. 

d (Mpc) 
1 per cent distance 

err. 
2 per cent distance 

err. Unknown distance 

20 3 ◦ 4 ◦ 11 ◦
40 2 ◦ 7 ◦ 7 ◦
80 1 ◦ 4 ◦ 5 ◦
160 3 ◦ 4 ◦ 12 ◦
250 2 ◦ 4 ◦ 14 ◦
350 7 ◦ 4 ◦ 25 ◦
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hould this be no more the case; an independent estimate of the
iewing angle, combined with the errors reported in Table 2 , could
elp to constrain the POSSIS accuracy, thus providing useful feedback
o tweak and refine the code itself. 
NRAS 522, 2516–2524 (2023) 
.2 Colour cur v e technique 

or each time windows sequence, we analysed the results obtained
omparing CCN with CC-160 for i –r CCs. As we can see in
ig. 8 , this procedure gives a higher number of wrong matches

han single filter techniques; this is due to the fact that the use
f two LCs increases the possibility that, in a given instant, there
s at least one undetectable LC. Moreo v er, uncertainties on both
urves combine and lower the SNR; furthermore, LCs in i and r are
eally similar and there is really little viewing angle dependence
n i –r colour. We do not consider i –u and r –u CCs due to u -
lter outcomes; using another filter combined with i and r might

ead to better results. Finally, since there is a slight dependence of
Cs on distance, we use in the comparison CC-160; this makes

he match more difficult when the distance is highly different from
60 Mpc. 

art/stad1102_f6.eps
art/stad1102_f7.eps
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Figure 8. Number of wrong matches as a function of distance for different 
time exposure sequence using colour curves i –r . 
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 C O N C L U S I O N S  

he aim of the paper was finding the best strategy to characterize
ccurately localized KNe with follow-up small–medium-size optical 
elescopes. We found that the use of the u filter should be a v oided, due
o the high number of mismatches with all the time window sequences 
onsidered in this work (see Fig. 4 ). Even a procedure with i –r colour
urve is not as convenient as one might think: it gives a higher number
f wrong matches than single filter technique, due to the fact that the
se of two LCs increases the possibility that, in a moment, there
s at least one undetectable LC. Alternative time window sequences 
haring the same total net exposure and with at least four observations 
nd a maximum cadence of 1 d are essentially equi v alent, provided
hat the error on distance is ≤2 per cent . Consequently, we suggest
o use 1-d-cadence sequence, because it can be easily realized. If the
istance of the source is unknown, short-cadence ( ≤0.5 d) sequences 
re preferable. 

Finally, we demonstrated that, for any distance considered in the 
resent analysis (from 20 to 350 Mpc) and an error on distance
2 per cent , the viewing angle is estimated very accurately: the 

orrect value is al w ays compatible with the estimated one within
ncertainties, with an error that is al w ays ≤7 ◦. This means that
n independent measurement of the viewing angle could help to 
onstrain the accuracy of POSSIS , providing useful information to 
efine the code itself. In addition, more stringent constraints on 
he viewing angle can better reduce the distance–inclination angle 
e generac y in GW data, and, consequently, lead to a more accurate
stimate of the distance and of the Hubble constant H 0 (e.g. Guidorzi
t al. 2017 ; Dhawan et al. 2020 ; see Bulla et al. 2022 for a
e vie w). 
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Table A1. z P and m sky values. 

Filter z p 

m sky 

(mag arcsec −2 ) 

i 25.06 17.3 
r 15.39 18.4 
u 21.00 18.0 

a  

b  

P  

t

2 https:// github.com/LivTel/ ETC calcs/blob/ master/NRT calc.html 
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PPENDIX:  EXPOSURE  TIME  F O R M U L A  F O R  

 SINGLE  FILTER  

e calculate F lim 

, defined as the minimum photoelectron count
ollected in 1 s to have a detectable signal, assuming a limiting
NR, SNR lim 

= 5, through the following equation: 

NR lim 

= 

F lim 

t exp √ 

F lim 

t exp + F sky t exp 
, 

ith 

 sky = 10 0 . 4( z P −m sky ) A, 

here z P is the instrument zero-point referred to a particular filter (the
agnitude corresponding to one detected photoelectron per second),
 sky is the sky magnitude in 1 arcsec 2 , and A is the area of the
hotometric aperture used. We used z P and m sky values as suggested
NRAS 522, 2516–2524 (2023) 
t the Liverpool Telescope website, 2 assuming m sky as intermediate
etween a dark and a bright sky (Table A1 ). Since the typical La
alma seeing is 0.75 arcsec, we adopted an aperture diameter two

imes that value (i.e. 1.5 arcsec), which yields A = 1.8 arcsec 2 . 
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https://github.com/LivTel/ETC_calcs/blob/master/NRT_calc.html

	1 INTRODUCTION
	2 MODEL PARAMETERS
	3 PROCEDURE WITH KNOWN DISTANCES
	4 RESULTS WITH KNOWN DISTANCES
	5 PROCEDURE WITH DISTANCE UNCERTAINTY
	6 RESULTS WITH DISTANCE UNCERTAINTY
	7 CONCLUSIONS
	ACKNOWLEDGEMENTS
	DATA AVAILABILITY
	REFERENCES
	APPENDIX: EXPOSURE TIME FORMULA FOR A SINGLE FILTER

