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ABSTRACT

Context. There is plenty of evidence in the literature of significant discrepancies between the observations and models of metal-poor
red giant branch stars, in particular regarding the effective temperature Teff scale.
Aims. We revisit the benchmark star HD 122563 using the most recent observations from Gaia Data Release 3, to investigate if these
new constraints may help in resolving this discrepancy.
Methods. We review the most recent spectroscopic determinations of the metallicity [Fe/H] of HD 122563, and provide a new assess-
ment of its fundamental parameters, specifically, bolometric luminosity, Teff , surface gravity, plus a photometric determination of its
metal content. Using these constraints, we compare the position of the star in the Hertzsprung-Russell (H–R) diagram with various
recent sets of stellar evolution tracks.
Results. The H-R diagram analysis reveals a significant disagreement between observed and theoretical Teff values, when adopting
the most recent spectroscopic estimate of [Fe/H]. On the other hand, by using the photometric determination of [Fe/H], some of the
selected sets of stellar tracks appear in fair agreement with observations. The sets with discrepant Teff can be made to agree with
observations either by modifying the prescription adopted to calculate the models’ outer boundary conditions, and/or by reducing the
adopted value of the mixing length parameter with respect to the solar-calibration.
Conclusions. A definitive assessment of whether the Teff scale of metal-poor stellar red giant branch models is consistent with observa-
tions requires a more robust determination of the fundamental parameters of HD 122563 and also a larger sample of calibrators. From
the theoretical side, it is crucial to minimise the current uncertainties in the treatment (boundary conditions, temperature gradient) of
the outer layers of stellar models with convective envelopes.

Key words. stars: fundamental parameters – stars: low-mass – stars: individual: HD 122563 – stars: Population III –
Galaxy: stellar content

1. Introduction

Red giant branch (RGB) stars are crucial objects for address-
ing a plethora of questions in astrophysics. For example, dis-
tances to stellar systems can be determined from the brightness
of the RGB tip (see, e.g., Serenelli et al. 2017, and refer-
ences therein), or metallicities of complex stellar systems
can be inferred from the RGB location and slope (see,
e.g., Zoccali et al. 2003). Furthermore, RGBs are used for
constraining the properties of ‘exotic’ particles (see, e.g.,
Castellani & deglInnocenti 1993) and in general non-standard
physics (see, e.g., Berezhiani et al. 2006; Cassisi et al. 2000). In
recent years, the huge amount of data on field RGB stars col-
lected by asteroseismic surveys – in particular by the Kepler
mission (Borucki et al. 2010; García et al. 2011; De Ridder et al.
2016; Mathur et al. 2016; Miglio et al. 2016; Mathur et al. 2022;
Vrard et al. 2022; Kuszlewicz et al. 2023) shows that these
objects can be employed as a major tool for Galactic archaeol-
ogy studies (e.g. Silva Aguirre et al. 2018; Chaplin et al. 2020;
Miglio et al. 2021). The theoretical modelling of RGB stars
therefore plays a wide-ranging role, involving various fields of
stellar, galactic and extra-galactic astronomy.

The properties of evolutionary RGB models critically
depend on the input physics and assumptions adopted in the
calculations (we refer to the review by Salaris et al. 2002, for
a detailed discussion on this issue). Particularly important is
the accuracy of their effective temperatures, because it directly
impacts our ability to constrain photometrically the metallic-
ity distribution of both simple and complex stellar systems, as
well as to constrain the properties of the targets in asteroseis-
mic investigations (see, e.g., Creevey et al. 2012, 2019, and ref-
erences therein).

As is well known (e.g. Salaris et al. 2002; Cassisi & Salaris
2013), for a given chemical composition, the Teff of RGB mod-
els depends on the low-temperature radiative opacity, equation
of state, photospheric boundary conditions, and the treatment
of the convective efficiency in the outer super-adiabatic layers,
which fixes the value of the temperature gradient. In particular,
these last two items are subject to uncertainties that are difficult
to quantify a priori.

In almost all stellar evolution codes, the superadiabatic con-
vective temperature gradient is calculated using the simple for-
malism (in the stellar envelope’s regime) provided by the mix-
ing length theory (MLT, Böhm-Vitense 1958). In the MLT, all

Open Access article, published by EDP Sciences, under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0),
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

This article is published in open access under the Subscribe to Open model. Subscribe to A&A to support open access publication.

A243, page 1 of 9

https://doi.org/10.1051/0004-6361/202449534
https://www.aanda.org
http://orcid.org/0000-0003-1853-6631
http://orcid.org/0000-0001-5870-3735
mailto:orlagh.creevey@oca.eu
mailto:santi.cassisi@inaf.it
https://www.edpsciences.org
https://creativecommons.org/licenses/by/4.0
https://www.aanda.org/subscribe-to-open-faqs
mailto:subscribers@edpsciences.org


Creevey, O. L., et al.: A&A, 689, A243 (2024)

relevant physical quantities are evaluated locally, and the cal-
culation of the local temperature gradient depends on the value
of the mixing length Λ = αMLT × HP, where HP is the local
pressure scale height, and αMLT is a free parameter commonly
assumed to be a constant value within the convective regions
and along all evolutionary phases of stars of any initial chem-
ical composition. The value of αMLT is usually calibrated by
reproducing the radius of the Sun at the solar age with a the-
oretical solar standard model (SSM – see, e.g. Hidalgo et al.
2018, for a discussion on the SSM calibration)1. There is how-
ever no guarantee that a single value of αMLT (in this case the
solar value) is also appropriate for stars in different evolution-
ary stages and/or with different initial chemical compositions,
where the mass thickness, and pressure or temperature stratifica-
tions of the superadiabatic layers are different compared to the
Sun.

Also, the choice of the outer boundary conditions (BCs) of
the models – pressure and temperature, T , at a given optical
depth τ – is subject to uncertainties. In stellar model calculations
either the integration of a T (τ) relation for the atmospheric layers
down to a chosen value of τ is performed, or pressures and tem-
peratures at a given τ are taken from detailed independent model
atmosphere calculations. Additionally, concerning the T (τ) rela-
tions, there are various choices in the literature. Different choices
for the BCs imply different solar calibrations of αMLT and lead to
different Teff scales for the RGB models (see, e.g., Salaris et al.
2002). It is in fact the combination of the choices for the BCs
and the calibration of αMLT that affect in a major way the Teff of
RGB models.

RGB stars, especially in the metal-poor regime (far away
from the solar metallicity of the αMLT calibration) are therefore
very important to test stellar models, especially in relation to
the choices of BCs and αMLT. Indeed, there have been already
several works devoted to testing RGB models with solar cali-
brated αMLT on field and galactic globular cluster RGB stars (see,
e.g. Salaris & Cassisi 1996; Salaris et al. 2002; Cassisi & Salaris
2013; Tayar et al. 2017; Salaris et al. 2018) with somehow con-
tradicting results.

One particularly interesting target that can be used to test
RGB models is the star HD 122563: it is one of the brightest,
nearby, metal-poor RGB stars, and it has been investigated with
several independent, but complementary, methodologies ranging
from spectroscopy, to interferometry, photometry and asteroseis-
mology (see, e.g., Creevey et al. 2019, and references therein).
Due to the availability of a complete and robust observational
dataset, this star is considered to be an important benchmark
for testing stellar physics, such as non-local thermodynamics
and 3D effects in model atmosphere computations (Amarsi et al.
2016), as well as being a reference calibrator for determina-
tion of stellar parameters from large surveys aimed at Galac-
tic archeology (see, e.g., Gilmore et al. 2012; Jofré et al. 2017;
Soubiran et al. 2024, and references therein).

A first careful test of stellar evolution models against
the observational data for HD 122563 was performed by
Creevey et al. (2012, 2019). The authors found that there was
a significant discrepancy between the observed and predicted
position of this star in the H–R diagram. Since then observations
have improved – mainly related to the new Gaia data release
1 Additional free parameters are embedded in the MLT formalism, but
they are generally fixed a priori, giving origin to different ‘flavours’
of the MLT (see, e.g., Salaris & Cassisi 2008, and references therein).
Different MLT flavours provide essentially the same evolutionary tracks
once the parameter αMLT is accordingly calibrated on the Sun via the
SSM.

Table 1. Sources of Teff measurements.

Reference θ Fbol Teff

[mas] [erg s−1 cm−2 10−8] [K]

C12 0.940 ± 0.011 13.16 ± 0.36 4598 ± 41
K18 0.926 ± 0.011 13.20 ± 0.29 4636 ± 36
K20 0.925 ± 0.011 13.14 ± 0.22 4635 ± 34
S23 Using K20 13.23 ± 0.24 4642 ± 35

C14 4600 ± 47

(Gaia Collaboration 2016, 2023b), and we take this opportu-
nity to gain a fresh perspective on the comparison between low-
metallicity RGB models and this star.

The paper is laid out as follows: in Sect. 2 we present the
observational properties of HD 122563 relevant to this work,
and Sect. 3 describes the reference stellar models used in our
analysis. Section 4 focuses on the comparisons between theory
and observations, including a number of numerical experiments
and evolutionary tracks from other widely used model libraries.
Conclusions and final remarks are presented in Sect. 5.

2. HD 122563 stellar parameters

HD 122563 (Gaia DR3 3723554268436602240, G = 5.9,V =
6.2) is a star which has been extensively studied with many
independent observational techniques, that have provided robust
and accurate empirical estimates for some of its fundamental
properties, although not all of them, as we will see shortly.
Here, we simply select what we think are the most accurate
and reliable data for an updated comparison with the theoretical
framework.

2.1. Effective temperature

As extensively discussed in Creevey et al. (2019, hereinafter
C19), there are many independent measurements of the Teff

of this star, and almost all of them are in extremely good
agreement. Using independent interferometric measurements,
Creevey et al. (2012, hereinafter C12) determined Teff =
4598 ± 41 K, while Karovicova et al. (2018, hereinafter K18)
derived 4636 ± 36 K. By employing the infra-red flux method
Casagrande et al. (2014) estimated Teff = 4600 ± 47 K, while
a re-analysis of several metal-poor stars including HD 122563
by Karovicova et al. (2020, hereinafter K20) has provided
Teff = 4635 ± 34 K.

The interferometric determinations depend on the observed
angular diameter and the adopted bolometric flux, this latter
being almost identical in all analyses, and further confirmed
by Soubiran et al. (2024, hereinafter S23) who independently
derived Fbol = 13.23 ± 0.24 erg s−1 cm−2 using a homogenous
compilation of many photometric datasets including data derived
using the published Gaia DR3 XP spectra (Gaia Collaboration
2023a). In that paper, Soubiran et al. (2024) used the K20 inter-
ferometric value and derived Teff = 4642 ± 35 K. We summarise
these references in Table 1.

The agreement between all the independent measurements is
extremely good, and the associated errors are extremely small.
To encompass the whole range of measured Teff values, in this
work we adopt the two extreme estimates by C12 and S23.
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2.2. Bolometric luminosity

To compare theory and observations in the traditional
Hertzsprung-Russell (H–R) diagram, we also need an esti-
mate of the bolometric luminosity of our target. Two different
approaches have been used: parallax measurements and astero-
seismology (Creevey et al. 2019).

2.2.1. Luminosity from parallax measurements

The Gaia mission (Gaia Collaboration 2016) and its data analy-
sis provide astrometric measurements for each observed source
in the sky. One of the parameters that is solved in the astro-
metric solution is the parallactic motion of the star due to its
projected displacement on the sky with reference to the back-
ground stars. Gaia Data Release 2 (Gaia Collaboration 2018)
provided the first measurements of parallax based on 22 months
of data and derived a value of 3.44 ± 0.066 mas for HD 122563.
Part of the analysis in C19 is based on this value. However
Gaia continuously scans the sky and with more measurements
over a longer baseline the parallax solution becomes more pre-
cise. Gaia Data Release 3 (Gaia Collaboration 2023b) released
in June 2022 is based on 34 months of Gaia observations.
The new parallax is 3.099 ± 0.033 mas, which is smaller than
the previously published one, and therefore places the star fur-
ther away, resulting in a higher intrinsic luminosity. Given
this significant change in the parallax value, its luminosity
needs to be revisited. To do this we use the Fbol values from
C12 and S23, along with the latest parallax and the standard
equation
L = 4πd2Fbol, (1)
where d is the distance to the star. The parallax is the inverse
of the distance, and because the relative error on the paral-
lax is small, we do not use a prior to infer the distance (see
e.g. Luri et al. 2018, for a discussion on this topic). We per-
form a very simple bootstrap method to derive the luminosity
by perturbing the observational data for N = 10 000 simula-
tions, and the resulting distributions give LC12 = 428+15

−14 L� and
LS23 = 431+12

−12 L� respectively.
We note that the Hipparcos mission was the first to record a

parallax for HD 122563, equal to 4.22 ± 0.36 mas (van Leeuwen
2007), and this value was used in C12, when a first detailed com-
parison with stellar models was made. We also derive the radius
and surface gravity of the star, where for the latter we assume
that the star’s mass is centred on 0.80 M� with an error of 0.05
M�, consistent with the star being a metal-poor, halo giant with
an age on the order of ∼ 12.5 Gyr.

2.2.2. Luminosity from asteroseismology

Asteroseismic analyses were performed on a data set of radial
velocity measurements for HD 122563 observed with the SONG
telescope (Andersen et al. 2014; Grundahl et al. 2017), and in
C19 a value of the asteroseismic quantity νmax (= 3.07 ±
0.05 µHz) was measured. This quantity is proportional to the
surface gravity g of the star, and if we assume a mass, then we
can derive its radius. As the angular diameter is known, we can
then derive an asteroseismic distance independent of a distance
measurement.

We follow here this same approach by using both the C12
and S23 Teff values along with the C19 νmax. We calculate g as :

νmax

νmax�
= fνmax

g

g�

√
Teff�

Teff

(2)

where fνmax = 1.0 and νmax,� = 3050 µHz (Kjeldsen & Bedding
1995). In this work we adopt Teff,� = 5772 K and log g� = 4.438
dex from the IAU convention2 (Prša et al. 2016).

The equation for surface gravity is

g =
GM
R2 , (3)

which can be rewritten as

g

g�
=

M
M�

(R�
R

)2

. (4)

Here R� = 6.957 × 1010 cm, while for M we again assume a
distribution centred on 0.80±0.05 M�. In this way R can then be
derived, and finally the distance.

To estimate the stellar properties and uncertainties, we per-
formed simulations and used their distributions to determine the
asteroseismic luminosities and distances. These are given in the
middle panel of Table 2; the star appears to be less luminous and
closer than when using the parallax measurement.

It is interesting to investigate also the impact of changing
the assumption on the value of the stellar mass, and the value of
νmax. If we assume a mass centred on 0.85 M� instead of 0.80
M�, the effect is to increase the radius and thus the derived dis-
tance and luminosity at fixed νmax. A shift by +0.05 M� increases
the luminosity by ∼6% and the distance by ∼3%. Increasing the
νmax value by 1σ will decrease the luminosity by 1.5% and the
distance by <1% at fixed mass.

There is additionally an empirical uncertainty on the value
of fνmax in Eq. (2). It is under debate whether the classical scaling
law for νmax should be modified to account for the chemical and
structural differences in the outer layers of stellar targets com-
pared to sun-like stars (we refer to Viani et al. 2017, and refer-
ences therein). These corrections, however, change the derived
luminosity and distance by smaller amounts when comparing to
the effect of the offsets in mass and νmax described above. We
therefore decided to be conservative and here we presently adopt
the determination of the HD 122563 luminosity obtained via the
classical (not accounting for second-order corrections) scaling
law. Table 2 summarizes the various determinations of the fun-
damental parameters of this star.

2.3. Iron abundance and heavy elements distribution

The exact chemical composition of a stellar target is a criti-
cal ingredient when using this object as a benchmark for stellar
models; this is because the effective temperature scale of stellar
models – and this is particularly true in case of cool giant stars
– critically depends on the iron content as well as α-element
abundances. Iron is an important opacity source in the low-
temperature regime (hence for the cool outer layers of giants),
while α-elements, and in particular Mg, Si and O (in order of
importance), due to their low energy ionization levels are fun-
damental electron donors and, hence have a huge impact on the
H− ion opacity which is the major opacity contributor in the cool
envelope of RGB stars (Cassisi & Salaris 2013).

Concerning the iron abundance [Fe/H] of HD 122563 there
is a large spread of values in the literature. The estimates range
from [Fe/H] = −2.92 as provided by Afşar et al. (2016), to
−2.75 from Karovicova et al. (2020), −2.7 from Collet et al.
(2018), –2.64 from Jofré et al. (2014), ∼ − 2.5 as given by

2 https://www.iau.org/static/resolutions/IAU2015_
English.pdf Resolution B3.

A243, page 3 of 9

https://www.iau.org/static/resolutions/IAU2015_English.pdf
https://www.iau.org/static/resolutions/IAU2015_English.pdf


Creevey, O. L., et al.: A&A, 689, A243 (2024)

Table 2. Fundamental parameters of HD 122563 (Gaia DR3 3723554268436602240).

Property Creevey et al. (2012) K20+S23

Fbol [erg s−1 cm−2] 13.16 ± 0.36e−8 13.23 ± 0.24e−8
θ [mas] 0.940 ± 0.011 0.925 ± 0.011
Teff [K] 4598 ± 41 4642 ± 35
π [mas] 3.099±0.033

Seismology Gaia DR3 parallax Seismology Gaia DR3 parallax
L [L�] 359+26

−25 428+15
−14 370+26

−26 431+12
−12

R [R�] 29.8 ± 1.0 32.6 ± 0.5 29.8 ± 1.0 32.1 ± 0.5
log g [dex] 1.392 ± 0.007 1.32 ± 0.03 1.394 ± 0.007 1.33 ± 0.03
d [pc] 295 ± 10 322.7±3.5 300±10 –
[Fe/H]spec [dex] −2.43 ± 0.15
[Fe/H]phot [dex] −2.30 ± 0.15
α/Fe [dex] +0.4 ± 0.1

Notes. The top panel shows the existing literature data while the middle and lower panels show the results from this work.

Prakapavičius et al. (2017), and [Fe/H] = −2.43 (Amarsi et al.
2016). While part of this large spread of [Fe/H] values is due to
the chosen reference solar composition adopted in the analyses,
most of the variations are associated with the use of different
methodologies and/or observational techniques.

A very accurate analysis of the chemical abundances for
HD 122563 is the one by Amarsi et al. (2016), who made use
of 3D non-LTE radiative transfer calculations based on the (3D)
hydrodynamic STAGGER model atmospheres. They determined
both LTE and non-LTE abundances from both FeI and FeII lines,
and in this paper we adopt the stable abundance from the FeII
lines, equal to [Fe/H] = −2.43, as listed above. FeII lines are
less affected by non-LTE effects and this estimate is therefore
more reliable. However, we must keep in mind a conservative
uncertainty of about 0.15 dex on this value.

Just as for [Fe/H], a large spread also exists concerning the
α-element abundances. Significant differences in the literature
stem from the adopted model atmospheres (1D versus 3D) and
selected spectroscopic lines (we refer to Prakapavičius et al.
2017; Collet et al. 2018, for a discussion on this point).
Collet et al. (2018) obtain [O/Fe] varying from +0.08 from
molecular lines when compared to FeII, to +0.93 from the 630nm
line when compared to FeI. They also derive [N/FeI] = +0.68
and [N/FeII] = +0.29. Prakapavičius et al. (2017) derive [O/Fe]
= +0.07 to +0.37 using OH UV, IR, or the forbidden [OI] line.
Jofré et al. (2015) derive [Mg/Fe] = +0.29, [Si/Fe] = +0.32 and
[Ca/Fe] = +0.21, and Afşar et al. (2016) derive [Mg/Fe] = +0.46,
[Si/Fe] = +0.45 and [Ca/Fe] = +0.38. A value of [Ca/Fe] =
+0.33 is also given in Gaia DR3 based on the RVS spectra
(Creevey et al. 2023; Recio-Blanco et al. 2023). In general, we
find that the α/Fe corresponds to approximately +0.4 dex.

2.4. Photometric metallicity from a comparison to globular
clusters

As an independent check of our adopted chemical compo-
sition, we have compared the position of HD 122563 in the
(distance and reddening corrected) colour-magnitude diagram
(CMD) with the RGBs of selected galactic globular clusters
(GCs) with high-resolution spectroscopic determinations of their
chemical composition. We employed NGC 6341 (M92), with
[Fe/H] = −2.30 (see, e.g. Lee 2023, and references therein), and
NGC 6809 with an iron abundance equal to −2.01 (Rain et al.
2019). Both clusters have an α/Fe ≈ +0.40, similar to the α-
enhancement of HD 122563.

Table 3. Absolute magnitude and intrinsic colour for HD 122563.

Teff AV MG (GBP −GRP)0

4598 ± 41 0.01 –1.680 ± 0.024 1.21073 ± 0.00003
4642 ± 35 0.01 –1.679 ± 0.024 1.21070 ± 0.00003

Notes. Units are K for Teff and mag for AV , MG, and (GBP −GRP)0.

To derive MG of HD 122563 we use the standard observa-
tional approach

MG = G + 5 − 5 log10($) − AG, (5)

where G is the observed G magnitude from Gaia, $ is the par-
allax in mas, and AG is the extinction in G band. We employed
the published AV = 0.01 ± 0.01 mag for the extinction and con-
verted it to AG using the equations provided by Danielski et al.
(2018) with the updated coefficients for DR3 given in the Gaia
DR3 software webpages3. This equation requires as input the
extinction defined at λ = 550 nm, called A0, and for this we
used the value of AV . We employed the coefficients based on
Teff and log g, using the adopted values described in the previous
sections.

To derive the dereddened colour (GBP − GRP)0 = (GBP −

GRP)−E(GBP−GRP), we applied the same method to estimate the
extinction in the GBP and GRP bands – ABP and ARP – and then
subtracted the colour excess E(GBP − GRP) from the observed
(GBP −GRP). These quantities are summarised in Table 3.

As for the GCs, we used the Gaia data to select members and
derive intrinsic magnitudes and colours for M92 and NGC 6809.
We first selected all stars within a search radius around the centre
of both clusters and calculated a distance in position dpos and
proper motion dpm from the median values of the sample of stars,
and then filtered the members based on a limit in both dpos and
dpm. Once filtered on position and proper motion, we removed
noisy sources or duplicated sources by filtering on
ipd_frac_multi_peak
ruwe, phot_bp_mean_flux_over_error
phot_rp_mean_flux_over_error
phot_g_mean_flux_over_error, phot_bp_n_obs
and phot_bp_n_blended_transits.

3 https://www.cosmos.esa.int/web/gaia/
edr3-extinction-law
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Table 4. Properties and filtering of globular cluster members.

Parameter M92 NGC 6809

[Fe/H] –2.31 –2.01
RA [deg] 259.28125 294.9996
Dec [deg] 43.13595 – 30.9625
pmRA [deg] –4.8831 –2.7813
pmDec [deg] –0.67986 –7.5716
dpos [arcmin] [<] 4.8 6.6
dpm [arcmin] [<] 6.0 3.6
ipd_frac_multi_peak [<] 3 2
ruwe [<] 1.4 1.4
phot_bp_mean_flux_over_error [>] 5 10
phot_rp_mean_flux_over_error [>] 4 10
phot_g_mean_flux_over_error[>] 100 150
phot_bp_n_obs [>] 5 5
phot_bp_n_blended_transits[<] 10 3
phot_rp_n_blended_transits[<] – 3
Nstars 3597 3330
E(B − V) [mag] 0.02 0.08
E(GBP −GRP) (@4600 K) [mag] 0.0243 0.097
AG (@4600 K) [mag] 0.0500 0.1990
E(GBP −GRP) (@8000 K) [mag] 0.0295 0.1172
AG (@8000 K) [mag] 0.0594 0.2361
d [pc] 8700 5900

Notes. The E(B − V) is taken directly from Harris (1996).

The actual limits imposed were based on inspection of the
observed CMD to ensure that we retained sufficient members of
the cluster in critical areas of their evolution stage, and removed
as many outliers as possible. The details of the values used are
given in Table 4. We note that to derive the distance we inspected
the cluster members along the horizontal branch, by properly
accounting for reddening at those Teff , and then adopted the dis-
tance needed to match the zero age horizontal branch (ZAHB)
predicted by models with the clusters’ [Fe/H] value from the
α-enhanced BaSTI library (Pietrinferni et al. 2021). This dis-
tance4 was then used for the calculation of MG of the member
stars. It is worth noting that due to the vertical shape of the
RGB – especially in the very metal-poor regime – a reasonable
uncertainty of ∼ 0.10 − 0.15 mag in the GC distance moduli
would not significantly affect the results of our comparison with
HD 122563.

We have corrected the clusters’ photometry for extinction
following the same procedure as for our star. For A0 we used the
values of AV calculated from E(B − V) given by Harris (1996),
using RV = 3.1. The extinctions were calculated for a reference
Teff = 4600 K. As Table 4 implies, varying the Teff by ±100 K
has a negligible impact on the adopted extinction.

The data for both globular clusters and HD 122563 are shown
in Fig. 1. The position of HD 122563 in the CMD is consistent
with the iron abundance estimated for M92, which overlaps with
our adopted [Fe/H] by Amarsi et al. (2016) within the associated
error bar.

We note that if the measured extinction towards M92
turned out to be underestimated, HD122563 would then appear

4 We note that the estimated distance for the two GCs are in fair agree-
ment with the estimates provided by VandenBerg (2023) by using the
same approach but his own ZAHB models and different photometric
data: ∼8520 pc and ∼5200 pc for M92 and NGC 6809, respectively.

Fig. 1. MG − (GBP −GRP)0 CMD of M92, NGC 6809, and HD 122563
(see Sect. 2 for more details).

more metal-rich. However, if the assumptions on the extinction
towards NGC6809 were incorrect, the impact would be to simply
increase or decrease the uncertainty on the photometric metallic-
ity.

3. Stellar evolutionary tracks

The baseline stellar models adopted in this analysis are an
updated version of the BaSTI stellar model library initially pre-
sented in Pietrinferni et al. (2004) and used by C19. The solar-
scaled version of the updated models has been published in
Hidalgo et al. (2018), and represents a significant improvement
compared to the previous release of the database5 The changes
in the input physics that affect the Teff scale of the RGB models
are the following:

– an updated solar heavy elements distribution provided by
Caffau et al. (2011), which gives (Z/X)� = 0.0209 and Z� =
0.0153. Here X, Z are, as customary, the mass fractions
of hydrogen and of all elements heavier than helium (met-
als), respectively. The previous BaSTI models employed the
Grevesse & Noels (1993) solar metal mixture, which pro-
vided a larger value of Z�.

– outer boundary conditions (BCs) obtained by integrating the
atmospheric layers using the T (τ) relation by Vernazza et al.
(1981), while the previous BaSTI models were based on
the T (τ) by (Krishna Swamy 1966, herinafter K66). As dis-
cussed in Hidalgo et al. (2018), the alternative use of these
atmospheric temperature stratifications (after the calibration
of the mixing length αMLT), implies a difference in the Teff

scale of metal-poor RGB models by about 60 K, the models
based on the Vernazza et al. (1981) T (τ) relationship being
cooler.

5 Unlike previous BaSTI models, the new ones include also atomic dif-
fusion. However, atomic diffusion does not have any significant impact
on the Teff of RGB models, because the 1st dredge-up basically restores
the initial metallicity in the RGB envelopes (see, e.g., Cassisi & Salaris
2013, for a more detailed discussion on this topic).

A243, page 5 of 9



Creevey, O. L., et al.: A&A, 689, A243 (2024)

Fig. 2. H–R diagram of HD 122563. The different points with error bars
correspond to the empirical measurements based on the two interfero-
metric Teff estimates and the different methods for fixing the distance
to the target (see Sect. 2.2 for more details). The various lines are the
RGB evolutionary tracks of 0.8 M� α−enhanced stellar models with the
labelled values of [Fe/H].

– the efficiency of the superadiabatic convection has been fixed
by using the same MLT formalism used in the earlier BaSTI
release, but the value of αMLT has been recalibrated by com-
puting an SSM (see the discussion in Hidalgo et al. 2018), to
take into account the changes in the solar mixture and outer
boundary conditions.

Given that we are dealing with a halo, metal-poor α-enhanced
star, we employ here the new α-enhanced BaSTI models
(Pietrinferni et al. 2021), which rely on the same physics inputs
as the scaled-solar ones, but employ a heavy element distribution
with all α-elements homogeneously enhanced by +0.4 dex with
respect to Fe, compared to the solar-scaled distribution. In addi-
tion to the baseline stellar models available in the BaSTI library,
we have used in our analysis additional dedicated sets of calcu-
lations, as discussed below.

4. Comparison between theory and observations

Figure 2 shows a comparison in the H-R diagram of our tar-
get star and the 0.80 M� baseline RGB evolutionary tracks
for [Fe/H] = −2.43 (solid line, the same iron abundance
adopted from the spectroscopic analysis by Amarsi et al. 2016),
[Fe/H] = −2.3 (long dashed line) and [Fe/H] = −2.2 (short
dashed line). At the luminosity derived from the Gaia parallax,
the [Fe/H] = −2.43 track is hotter by about ∼ 90 K and 130 K
than the Teff determinations by S23 and C12, respectively. This
means that – thanks mainly to the new Gaia DR3 parallax – the
disagreement between theory and observations has been roughly
halved in comparison with the analysis by Creevey et al. (2019).

When considering the models for [Fe/H] = −2.3 – the nom-
inal [Fe/H] of M92 and roughly the upper limit to the adopted
spectroscopic [Fe/H] – the discrepancy is reduced to about 70 K
and 106 K compared to the S23 and C12 Teff estimates, respec-
tively; in other words, at this (photometric-) metallicity the posi-
tion of HD 122563 in the H-R diagram differs from the models
at the level of about 2σ.

Given that in the explored metallicity regime, a change by
0.1 dex in the iron abundance changes the Teff scale of the RGB
tracks by about ∼ 25 K, our baseline models would agree with
observations at the 1σ level by increasing [Fe/H] by an addi-

Fig. 3. As Fig. 2, but in this case the lines correspond to RGB evolution-
ary tracks for the labelled masses and [Fe/H] = −2.3. Selected values
of the model ages are shown along the tracks.

tional 0.13 dex above [Fe/H]=−2.3 when adopting the S23 Teff ,
or by 0.3 dex in the case of the C12 Teff .

Figure 3 shows the same comparison of Fig. 2, but at fixed
[Fe/H] = −2.3 and for two different masses. It is evident that, for
the selected iron abundance, the mass cannot be lower than about
0.78 M�, to have ages consistent with the cosmological age of
∼13.8 Gyr. Models for 0.78 M� reduce the discrepancy between
theory and observations at [Fe/H] = −2.3 by only 10 K.

4.1. Comparison with other stellar model libraries

In addition to our calculations, we have compared the position
in the H–R diagram of HD 122563 with recent sets of evolu-
tionary tracks from different groups. We have selected suitable
0.8 M� evolutionary tracks from the PARSEC (Bressan et al.
2012), Dartmouth (Dotter et al. 2007), MIST (Choi et al. 2016),
and the Victoria-Regina libraries (VandenBerg 2023).

While the BaSTI, Dartmouth and Victoria-Regina mod-
els are α-enhanced, the models from the other two libraries
are based on a solar-scaled heavy element distribution, and
in the comparison we chose tracks with a total metallicity
[M/H] as close as possible to the metallicity derived from
[Fe/H] = −2.3 and [α/Fe] = +0.4, and the solar metal distribu-
tion adopted in those calculations. This is an appropriate approx-
imation, especially for metal-poor compositions, as first shown
by Salaris et al. (1993).

In the case of the MIST models we used the online
tool to calculate a 0.8 M� track with the appropriate [M/H]
([M/H] =−1.99), while in the case of the PARSEC models we
had to use the tracks with [M/H] closest to the appropriate value
(namely [M/H] =−2.2 and −1.9, respectively). We compare all
of these stellar tracks in Fig. 4.

The Dartmouth and BaSTI tracks for [Fe/H] = −2.3 are very
similar, the BaSTI track being slightly cooler by just ∼ 5 K. The
PARSEC tracks, even the one with a metallicity slightly higher
than the appropriate value, are hotter than the BaSTI track, whilst
the MIST and Victoria-Regina tracks are about 80 K cooler than
BaSTI at the expected HD 122563’s brightness. Both Victoria
and MIST tracks agree with the observations within less than 1σ
when the S23 Teff is adopted, and the MIST track agrees with the
data to less than 1σ also when the C12 Teff is used together with
the Gaia-based luminosity.
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Fig. 4. As Fig. 2, but in this case, the lines correspond to the RGB 0.8 M� evolutionary tracks from various stellar model libraries and different
assumptions about the chemical composition (see labels and the text for more details).

Given this result, it is worthwhile to try and trace the origin
of the difference of the Teff scale between the Victoria-Regina
and MIST tracks and our BaSTI baseline one:

– The first important difference is the approach used for fixing
the BCs of the models. The MIST computations adopt BCs
provided by model atmosphere computations (we refer to
Choi et al. 2016, for more details); while the Victoria-Regina
models rely on the integration of the solar T (τ) relation by
Holweger & Mueller (1974);

– Both MIST and Victoria-Regina models employ the solar
heavy-element distribution by Asplund et al. (2009), which
is different from that adopted in the other selected libraries.
PARSEC and BaSTI are based on the Caffau et al. (2011)
solar metal mixture, while the Dartmouth library adopts
the solar heavy element distribution by Grevesse & Sauval
(1998). The different metal mixture affects directly the radia-
tive opacities, and indirectly the mixing length calibration. In
fact the lower solar metallicity induced by the Asplund et al.
(2009) metal distribution compared to Caffau et al. (2011)
and Grevesse & Sauval (1998) requires a smaller value of the
mixing length to calibrate the solar model and this, in turn,
implies a lower Teff of the RGB models.

In the following, we discuss these two points in more detail.

4.2. The role of outer boundary conditions

The Teff scale of RGB models is significantly dependent on
the approach used for fixing the BCs required to solve the
set of stellar structure equations (see, e.g., Salaris et al. 2002;
VandenBerg et al. 2008; Salaris & Cassisi 2015; Choi et al.
2018, and references therein). Although, once the mixing length
parameter is re-calibrated by means of an SSM, the impact of
using different BCs on the RGB Teff scale is reduced. Signifi-
cant differences do exist among RGB stellar models based on
different choices for the calculation of the atmospheric thermal
stratification and the BCs. As shown by Salaris et al. (2002), and

more recently by Choi et al. (2018), the use of different BCs can
lead to offsets by ±100 K on the RGB, even if the mixing length
αMLT has been properly calibrated to the solar value in the mod-
els.

We have therefore tested different choices for the BCs in the
metal-poor regime of our target. To do this, we have computed
0.8 M� evolutionary tracks for [Fe/H] = −2.3 by using the same
input physics as our baseline BaSTI models, but relying on the
integration of different T (τ) relationships for the atmospheric
layers. We used the KS66 T (τ), the Eddington (grey) atmo-
sphere, and the Holweger & Mueller (1974) relationship (here-
inafter HM74). In each case we have fixed the mixing length
parameter by calibrating a SSM, and we obtained αMLT = 1.799
with the KS66 T (τ), αMLT = 2.109 with the HM74 one, and
2.214 for the grey atmosphere. For comparison, in our baseline
models we use αMLT = 2.006 with the Vernazza et al. (1981)
T (τ).

Figure 5 shows the results of these calculations, which
extends the analysis performed in Hidalgo et al. (2018) to the
very metal-poor regime. The RGBs calculated with the grey
Eddington T (τ) are very close to our baseline calculations, but
with a slightly different slope. The RGB computed with the
KS66 T (τ) is hotter than the baseline model by about 30 K, a
smaller difference (but in the same direction) than the case at
higher metallicity, while the RGB calculated with the HM74
T (τ) is cooler than the reference one by ∼ 40 K. This is dif-
ferent than the case at solar metallicity where RGBs with the
HM74 T (τ) are about 40 K hotter than calculations with the
Vernazza et al. (1981) T (τ).

Figure 5 shows that the RGB calculated with the HM74 T (τ)
is very close to the RGB of the Victoria-Regina models, show-
ing differences of less than 20 K at the luminosity of our target
star. This also implies that the impact of the different solar metal
mixture is minor, and if we use the results of the next section
about the variation of the RGB Teff induced by a given variation
of αMLT, we find that the remaining temperature difference is due
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Fig. 5. As Fig. 6 but for various assumptions about the thermal stratifi-
cation adopted in the atmospheric stellar layers (see labels) in the Basti
models. The evolutionary track for the 0.8 M� model as provided by the
Victoria-Regina library is also shown for comparison.

to the different solar calibrated αMLT in the Victoria-Regina mod-
els –smaller by 0.1 than our calibration with the HM74 T (τ)–
induced by the different choice of the solar metal mixture. Based
on these results, we can predict that the use of the solar heavy-
element distribution recently suggested by Magg et al. (2022) –
which provides a very similar but slightly larger solar metallicity
than that by Caffau et al. (2011) – would not have any significant
impact on our analysis.

It seems therefore that one way to reduce or erase the dis-
crepancy between our baseline BaSTI models and the obser-
vations of this star is basically to employ a different T (τ)
relation to calculate the BCs. It is however worth recalling that
Salaris & Cassisi (2015) have shown that RGB models calcu-
lated with the Vernazza et al. (1981) T (τ) relation and a solar
calibrated mixing length seem adequate to reproduce the effec-
tive temperature of RGB stars with α/Fe = 0.0 in the metal-rich
regime.

Based on these tests, the interpretation of the results with the
MIST model is less clear. As extensively discussed by Choi et al.
(2018), the thermal stratification provided by the model atmo-
spheres used in Choi et al. (2016) is well reproduced by the
Vernazza et al. (1981) T (τ). But it is then hard to understand the
offset and the different slope of the RGB compared to the BaSTI
models that use the Vernazza et al. (1981) T (τ), given also the
small impact of the different solar metallicity, as deduced by the
comparison with the Victoria-Regina models.

4.3. The value of αMLT

An alternative possibility to explain the disagreement between
the Teff of the BaSTI (but also Dartmouth and PARSEC) RGBs
and the target star, assuming that their choices to fix the BCs
and possibly the solar metal mixture are the ‘correct’ ones, is a
variation of αMLT compared to the solar calibrated value. There
is abundant literature on this subject, and the reader can refer to
the recent review by Joyce & Tayar (2023).

In a recent work based on APOKASC data, Salaris et al.
(2018) found that for stars with solar-scaled heavy element com-
position in the [Fe/H] range between ∼0.4 and ∼−0.6, there is a
good agreement between theoretical and observed Teff with mod-
els consistent with the baseline BaSTI calculations, calculated
with solar calibrated αMLT. However, the same models appeared
to be too hot when compared to stars with α-enhanced compo-
sition in the range −0.7 < [Fe/H] < −0.35 dex. This result is

Fig. 6. Same as Fig. 2 but for 0.8M� evolutionary tracks, computed by
reducing the calibrated solar αMLT,� = 2.006 by various amounts (see
labels).

qualitatively consistent with what we find in the comparison of
our baseline BaSTI models with HD 122563.

To determine what variation of αMLT is required to bring the
baseline BaSTI models in better agreement with the observa-
tions of HD 122563, we have calculated additional 0.8 M� α-
enhanced tracks with [Fe/H] = −2.3 and mixing length reduced
from the solar value αMLT,� by two different amounts, as shown
in Fig. 6.

We find that at this metallicity and in the relevant range of
luminosities, a reduction of αMLT by 0.1 decreases the model
Teff by ∼+45 K. Hence, a decrease of αMLT by 0.1 − 0.2 is in
principle able to put the BaSTI models in agreement with the
observations, for a target metallicity [Fe/H] =−2.3.

A similar result, that is the need for a sub-solar αMLT to bet-
ter reproduce the Teff of metal-poor stars, has been found by
Joyce & Chaboyer (2018) for a sample of main sequence and
sub-giant stars by using their own evolutionary code. This has
also been suggested by C12, C19 and Creevey et al. (2015).

5. Conclusions

From the previous analysis, it appears clear that if [Fe/H] ∼ −2.3
for HD 122563 (compatible with the metallicity of M92), both
Victoria-Regina and MIST models are able – within the esti-
mated uncertainties on luminosity and Teff – to match the star’s
position in the H–R diagram. If its iron content is equal to
∼ −2.4 dex or lower, there are no current sets of stellar mod-
els able to match its luminosity and Teff .

A possibility to improve the agreement of BaSTI (as well as
Dartmouth and PARSEC) models with the star in the H–R dia-
gram is to use different BCs in the model calculations, or change
the mixing length while keeping the choice of the BCs fixed. For
instance either the use of the HM74 atmospheric thermal strat-
ification to calculate the BCs, or a significant reduction of the
mixing length by about 0.2 with respect to the solar calibrated
value, could reconcile the models with the position of the star in
the H–R diagram, within the errors.

Observationally, a more stringent test of the metal poor RGB
models’ Teff scale requires not only a more robust assessment of
the observational properties of HD 122563 via a more accurate
astrometric, spectroscopic and interferometric studies, but also a
larger sample of metal-poor stars with accurate empirical deter-
minations of their luminosities, Teff , chemical composition and
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– if possible – mass, using asteroseismology in the case of single
stars, or dynamical measurements in the case of binary systems.

From a theoretical point of view, it is crucial to minimise
the uncertainties in the calculation of the superadiabatic tem-
perature gradients in the convective envelopes of RGB models,
and the calculation of the outer boundary conditions. The current
generation of 3D radiation-hydrodynamics simulations of stellar
convective envelopes (e.g., Magic et al. 2013; Trampedach et al.
2014b,a; Magic et al. 2015) reach the metallicity regime of
HD 122563 (Magic et al. 2013), but do not cover surface grav-
ities low enough to be employed to help model stars like
HD 122563. An extension of this type of simulations to lower
surface gravities is much needed.
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