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A B S T R A C T

This research focuses on trading card quality inspection, where defects have a significant effect on both
the quality inspection and grading. The present inspection procedure is subjective which means the grading
is sensitive to mistakes made by individuals. To address this, a deep neural network based on transfer
learning for automated defect detection is proposed with a particular emphasis on corner grading which
is a crucial factor in overall card grading. This paper presents an extension of our prior study, in which
we achieved an accuracy of 78% by employing the VGG-net and InceptionV3 models. In this study, our
emphasis is on the DenseNet model where convolutional layers are used to extract features and regularisation
methods including batch normalisation and spatial dropout are incorporated for better defect classification.
Our approach outperformed prior findings, as evidenced by experimental results based on a real dataset
provided by our industry partner, achieving an 83% mean accuracy in defect classification. Additionally, this
study investigates various calibration approaches to fine-tune the model confidence. To make the model more
reliable, a rule-based approach is incorporated to classify defects based on confidence scores. Finally, a human-
in-the-loop system is integrated to inspect the misclassified samples. Our results demonstrate that the model’s
performance and confidence are expected to improve further when a large number of misclassified samples,
along with human feedback, are used to retrain the network.
1. Introduction

A trading card, also known as a collectible card (e.g., one sold
on Collectible Madness), is fabricated paper or cardboard and usually
has different artwork, pictures, facts or figures that are associated with
certain themes such as sports, video games and other topics. Enthusiasts
collect these cards extensively and they are often connected to specific
interests. Well-known collectibles such as Magic: The Gathering and
Pokémon cards have intrinsic value that is closely related to their
condition and quality (Grading). A vital component of the industry is
the quality assessment or card grading which is carried out by carefully
assessing four key factors: surface, edge, corner and centring. All these
four factors are taken into consideration when evaluating the quality
and grading of a trading card using a predefined scale, ranging from
1 to 10 (PSA, 2024). However, these cards are being examined and
graded manually which makes the procedure prone to irregularities and
subjective. During manual grading, handling, touching and shuffling of
the cards may cause some deterioration. This comprises frayed corners,
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bent edges and surface blemishes. Furthermore, assessing a single card
takes careful attention and can be time-consuming which slows down
the grading process. In response to these challenges, this research
introduces a novel approach for automating the detection of defects
in one of the four grading criteria: corner grading.

When performing corner grading, the grader carefully examines
each corner and searches for defects like dents, scratches, fraying and
discolouration. The final corner grade that is assigned to the card is
determined by summing up the deduction points which are initially
estimated based on the severity of these defects. According to this
evaluation, a card with a deduction score of one (1) is in poor condition,
0.5 indicates a card with medium faults, 0.25 represents a card has
minor defects while zero (0) indicates it is in good condition with no
defects. A trading card has eight corners (four on the front and four
on the back) and each corner is categorised into a distinct class based
on the type and size of defects. The final corner grade for the card is
determined by deducting the sum of the eight deduction points from
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Fig. 1. Schematic diagram of the main contribution in this paper.
the highest grade which is 10. For example, if for a card three of its 8
corners are in good shape while the other five have minor defects, its
grade would be ascertained as follows: 10−(0.25×5+0×3) = 10−1.25 =
8.75.

In our prior work (Nahar et al., 2023), various transfer learning
based Convolutional Neural Networks (CNNs) are applied for automatic
defect detection. Although these models provide a good accuracy for
corner classification but accuracy alone is inadequate in real-world
situation. The system reliability is necessary to determine whether
the system is confident enough for the specific instance in corners
with a good accuracy. For system reliability, the network’s confidence,
which is commonly shown by the softmax output, is essential. Deep
neural networks (DNNs) are often overconfident, which means that
their actual output probabilities may not be a realistic reflection of
the probabilities, leading to poor calibration. The machine learning
community has noticed this calibration difficulty, especially for deep
networks. The uncalibrated model can lead to dangerous situations,
such as in autonomous vehicles, where decisions are made depending
on the confidence score in detected objects (Bojarski et al., 2016; He
et al., 2015). In healthcare (Jiang et al., 2011), there is a risk if a
life-threatening disease is identified incorrectly with high confidence.
Therefore, calibration increases the system reliability by minimising the
confidence for misclassified samples while maintaining confidence for
correctly classified ones.

To address this issue, various calibration approaches, such as Tem-
perature Scaling (TS), Matrix Scaling (MS), and Vector Scaling (VS)
(Guo et al., 2017; Platt, 2000) are explored in these study for corner
defect classification. Besides integrating the calibration techniques with
the previous work (Nahar et al., 2023), this research also works to
enhance the accuracy of the corner classification by exploring more
deeper transfer learning based model, which provides more distinct
input features through shortcut connections of different lengths, and
effectively reduce the vanishing gradient problem. Some advanced
techniques are employed, for instance, focal loss (Lin et al., 2017) to
solve the problem of class imbalance that frequently arises in machine
learning tasks and data augmentation to expand the dataset. To further
enhance the model’s performance, regularisation techniques including
batch normalisation and spatial dropout are incorporated. This study
uses a real-world dataset collected from our industry partner (Media8).
Moreover, to make the model more robust a rule-based method with
human-in-the-loop is integrated to assess the instance, where machine
shows low confidence. The main contributions of this study shown in
Fig. 1 are as follows.

• This study focuses on a cutting-edge deep learning framework,
especially a transfer learning based DNN model, DenseNet, to au-
tomate the trading card’s corner grading process. In experiments,
different settings are proposed by freezing layers at different
depths, and finally, the best approach yields superior corner
grading results. It provides accurate and efficient grading of card
corners by using deep learning.

• To make the model more reliable, various calibration techniques
are explored and fine-tuning the probability offers better perfor-
mance.
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• Additionally, a rule-based method is introduced that utilises the
confidence scores to determine the class of the defect which en-
hances the accuracy in corner grading. Finally, the human-in-the-
loop system is included to inspect the instance which machine’s
confidence level in its decisions falls below a certain threshold.

The rest of the paper is organised as follows: Section 2 provides a
summary of the most recent works in industrial defect detection tech-
niques. Our proposed methodology is described in Section 3. Section 4
presents the experimental results, while Section 5 concludes the paper
by highlighting the contributions and future works.

2. Related work

While there is a shortage of dedicated research, particularly ad-
dressing the corner grading of trading cards, a number of studies
have explored in quality inspection on other domain in industrial
perspective using deep learning techniques and computer vision. In
a broader context defect detection methods can be mainly grouped
into two: semi-automated and automated. Semi-automated methods
rely on manual feature engineering, while automated methods, which
are deep learning-based, learn features directly from raw data. This
makes automated methods more adaptable and effective for complex
and diverse datasets. Related work on these two categories is discussed
in this section.

2.1. Semi-automated methods

Semi-automated method such as general image processing and clas-
sical machine learning techniques are highly effective when defects
on the products having little variation and defects appear on surfaces
in a consistent pattern. For example, To identify corner defects on
tiles, Singh and Yadav (2014b,a) utilised general image processing
techniques and mathematical operations on tiles, achieving a 96%
accuracy rate. Matić et al. (2013) introduced edge and contour-based
methods for detecting cracked corners on tiles, achieving a commend-
able 90% accuracy. Yıldız et al. (2016) used K-nearest neighbour
(KNN) to classify fabric defects with 96% accuracy, utilising features
extracted through Gray-Level Co-Occurrence Matrix analysis. Lei and
Zuo (2009) also applied KNN to identify gear cracks, employing a two-
stage feature selection and weighting technique. Their method achieved
90% accuracy.

2.2. DL-based automated methods

Defect detection technique can be categorised into two main tasks
based on the objectives: defect detection or classification and defect
localisation. Defect detection or classification focuses on identifying
whether a defect is present and determining its type. On the other hand,
defect localisation aims to find the exact location of the defect within
an image or surface. Both tasks can be approached using supervised or
unsupervised learning strategies. Supervised techniques provide high
performance in defect inspection but require large labelled datasets,
while unsupervised learning avoids the need for large labelled datasets
but generally offers lower performance. Although deep neural networks
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(DNNs) perform very well in detection but struggle with overconfidence
or underconfidence, which is a key challenge in machine learning.
Research is currently focused on studying factors that impact the
calibration of these networks.

The following subsections are organised as follows: Section 2.2.1
describes defect detection or classification, Section 2.2.2 covers de-
fect localisation and Section 2.2.3 discusses related work on model
calibration.

2.2.1. Defect detection or classification
In the wider scope of defect classification or detection across various

products, supervised models such as CNN-based, pre-trained, transfer
learning and hybrid network with attention mechanism models have
demonstrated exceptional performance. Moreover, unsupervised mod-
els such as Generative Adversarial Networks (GAN), are effective in
scenarios where there are limited labelled data. Related work on these
models is described in this subsection.

• CNN-based Models: Lin et al. (2019) implemented a CNN-based
model, LEDNet, for defect classification on LED chips, achieving
95% accuracy. Liu et al. (2022) successfully applied deep convo-
lutional neural networks to detect spots and print error on fabric,
resulting in an affordable and highly accurate system. For CNN
model with random weight, Yi et al. (2016) built up an end-
to-end surface defects recognition system that generates saliency
maps as the classification results of seven types of steel strip
defects. Kim et al. (2021) also developed a CNN model to inspect
tiny defects on circuit boards with a skip-connected convolutional
autoencoder. This autoencoder was trained to decode original
non-defect images from defect images. The experimental results
revealed that a simple autoencoder model delivered promising
performance, achieving a detection rate of up to 98%.

• Transfer Learning-based Models: Research (Konovalenko et al.,
2022; Kim et al., 2021) shows that it is more effective to use
transfer learning-based model for training rather than building
a CNN from scratch for a small dataset. For example, Rolland
et al. (2022) achieved a remarkable 96% accuracy by employing
a transfer learning-based model, ResNet, for scoring the hairiness
of cotton leaves. Yang et al. (2020) employed transfer learning
and a pre-trained SqueezeNet model to address the critical issue
of inspecting laser welding defects in power batteries. The study
collected 34,537 images to create 2-class and 7-class datasets. The
model achieved 99.57% accuracy in the 2-class task and 95.58%
in the 7-class task and outperformed other CNN models. Kono-
valenko et al. (2022) focused on the development and exploration
of 14 neural networks aiming to identify defects on the surface
of metal. A modified VGG16 (Liu et al., 2019) was suggested
to detect texture-based defects on fabrics with 98.1% accuracy,
while Chakraborty et al. (2022) proposed a CNN method for
identifying the printing defect, hole, spot on fabric with good
accuracy.

• Hybrid Networks: Hybrid network and attention mechanism get
more popular in defect identification. Sun et al. (2016) proposed
a hybrid network that combines machine vision and artificial
neural networks to automate the inspection of thermal fuses.
Another work on surface defects also done by Liang et al. (2024)
where they used CNN with lightweight attention mechanism,
could predict the diverse and unpredictable defects caused by
various shapes, random positions, and complex types. The model
achieved an accuracy of 94.2% on custom datasets and performed
exceptionally well on the public NEU-DET dataset. Ren et al.
(2018) also employed a pretrained CNN model for surface inspec-
tion where patch-by-patch features were extracted and then these
features were used to train the classification model. Finally, they
obtained pixel wise prediction by using the trained multinomial

logistic regression classifier over input image. They directly apply
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the DeCAF model (Donahue et al., 2013) for defect-specific fea-
ture extraction. In addition, several reviews (Tang et al., 2022;
Saberironaghi et al., 2023; Bai et al., 2024; Jha and Babiceanu,
2023; Tulbure et al., 2022) are also available in the field of
defect detection for industrial purposes to identify defects in
various products. These reviews provide detailed insights into the
methodologies, techniques, and advancements in defect detection
across different industries.

• GAN-based Models: In industry applications, it is often chal-
lenging to obtain fully labelled data making unsupervised ap-
proaches particularly effective in such cases. The most popu-
lar unsupervised CNN models for defect detection is the GAN-
based method. Lian et al. (2020) proposed a defect exaggeration
model, where CNN network is combined with GAN to generate
flawless image and identify tiny surface defects. To improve
the defect recognition process, Niu et al. (2020) developed a
surface defect-generation adversarial network and applied it on
defect-free images to enlarge the defective dataset.

2.2.2. Defect localisation
In recent years, there has been a significant increase in scholarly

research on visual defect localisation problems using object detection
techniques, namely, YOLO based model. Kou et al. (2021) developed
an end-to-end defect detection model based on YOLO-V3, utilising an
anchor-free feature selection mechanism and specially designed dense
convolution blocks to improve feature reuse, feature propagation, and
network characterisation. Experiment showed that the proposed model
outperformed other comparison models, achieving 71.3% mAP (mean
average precision) on the GC10-DET dataset and 72.2% mAP on the
NEUDET dataset.

Moreover, Meng et al. (2022) employed YOLOv5 and shuffleNetv2
to detect corner cracks on steel, achieving an outstanding accuracy of
99.64%. Yao and Li (2022) also proposed the YOLOv3-Tiny network
for defect detection in the surface of light guide plates of LCD de-
vices, which often have complex textures, low contrast, and various
defect types. By incorporating overlapping pooling and a spatial atten-
tion mechanism, the network improved feature extraction. Experiments
showed that the system achieved 99.50% mean average precision, a
99.61% F1-score and meeting high-precision. Dong et al. (2024) pre-
sented SNF-YOLOv8 network for real-time detection of surface cracks
in large stamped metal parts. It detected large cracks with 98.8%
accuracy and small cracks with 96.4% accuracy. Another work on
surface defects in selective laser melting was proposed by Wang et al.
(2022), who introduced a deep learning characterisations method and
feature fusion. Their experiments outperformed other state-of-the-art
methods in defect analysis.

2.2.3. Calibration of DL-based methods
DNNs, despite their advancement and high accuracy in numer-

ous tasks, face difficulties with overconfidence or underconfidence.
Addressing these challenges has become a key point in the machine
learning community. Guo et al. (2017) explored some factors which
influence the calibration of deep neural networks. Their work described
that when a deep network is overfitted to Negative Log Likelihood
(NLL) (Hastie et al., 2009), it achieves good accuracy but becomes
overconfident, impacting calibration.

There are two types of DNN calibration techniques: measure-based
and probabilistic. Under the influence of Bayesian theory, probabilis-
tic methods (Bernardo and Smith, 2009) define all neural network
parameters in priors and use them to estimate conditional probabil-
ities. Although Monte Carlo (MC) dropout simplifies these methods
but they are still time-consuming. Conversely, compared to probabilis-
tic techniques, measure-based systems provide an easier calibration.
These approaches aim to minimise network miscalibration by minimis-
ing a loss function which is measured by some calibration metrics.

Measure-based approaches, including histogram binning (Zadrozny and
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Fig. 2. Schematic diagram of the proposed framework. Notes: TS = Temperature Scaling, MS = Matrix Scaling, VS = Vector Scaling, ECE = Expected Calibration Error, and NLL
= Negative Log Likelihood.
Elkan, 2001), isotonic regression (Zadrozny and Elkan, 2002), TS (Guo
et al., 2017), platt-scaling (Platt, 2000) and Bayesian binning (Pak-
daman Naeini et al., 2015), fine-tune the softmax layer without altering
the DNN model weights.

In this paper, we explore the effectiveness of DenseNet-based
(Huang et al., 2016) deep transfer learning for detecting defects in
trading cards, leveraging its efficacy demonstrated in various real-life
defect identification and classification methods (Zhu et al., 2020; Banús
et al., 2021; Lu et al., 2021; Dai et al., 2021; Dong et al., 2022).
Moreover, it focuses on measure-based calibration, using TS (Guo et al.,
2017), MS, and VS (Platt, 2000) to achieve superior calibration. After
calibration, confidence scores are used within the rule-based method
for prediction, based on which an instance is subjected to human exam-
ination if its confidence level is lower than a predetermined threshold.
We also demonstrate how these methods can be integrated into a
human-in-the-loop system for industrial applications of vision-based
analytics.

3. The proposed framework

Fig. 2 illustrates the schematic diagram of the proposed system.
This process begins by capturing images through a scanner, and then
go through a number of preprocessing steps to prepare the dataset.
To guarantee quality and accuracy, human professionals meticulously
label the dataset. The DenseNet model architecture (Chauhan et al.,
2021; Huang et al., 2016) is selected as the main choice for classifying
corner defects. Then, model calibration techniques are incorporated to
make the model more reliable and enhance its performance. Finally,
a rule-based approach is employed, where confidence ratings derived
from the calibrated model are used to make classification decisions.
4 
Table 1
Symbols and acronyms used in the paper.

Symbols/Acronyms Meaning

CNN Convolutional Neural Network
DNN Deep Neural Network
ECE Expected Calibration Error
FNR False Negative Rate
FPR False Positive Rate
HITLA Human-in-the-loop Analytics
MS Matrix Scaling
NLL Negative Log-Likelihood
TS Temperature Scaling
TP True Positive
TNR True Negative Rate
VS Vector Scaling
TTCS Top Two Confident Score
𝜎-Accuracy TP within a subset and entire test dataset (Group 4),

in threshold-based method
𝛿-Accuracy TP within a subset and entire test dataset (Group 4),

in distance-based method

Furthermore, a continuous learning system is introduced by using a
human-in-the-loop analytic to refine and optimise the model.

A summary of the important symbols and acronyms used in the
paper is presented in Table 1.

3.1. Image acquisition

In this approach, image acquisition gets priority by emphasising
on capturing high-quality images. We reduce issues such as light re-
flections and shadows in our method by switching from a camera
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Fig. 3. (a) No defects (Class 0), (b) Small defects (Class 0.25), (c) Medium defects (Class 0.5), and (d) Large defects (Class 1).
Fig. 4. (a) Original Image, (b) Vertical lines, (c) Vertical and horizontal lines, (d) Cropped image from background and (e) Corner images.
to an Epson V600 scanner, which provides high-quality images. This
scanner ensures excellent image quality and constant lighting for ef-
ficient defect detection in card. Through experimental evaluation of
photos at resolutions ranging from 300 to 2400 dpi, we determine that
1200 dpi provides the best balance between pre-processing time and
defect visibility. Additionally, a standardise scanning procedures are
used to maintain consistency and help with foreground–background
separation. For example, trading cards with white borders are scanned
against a black background whereas others are scanned against a white
background.

3.2. Dataset

A real-world dataset consisting of 593 sports cards, provided by
our industry partner Media8 (Media8), are scanned using an affordable
scanner (e.g., Epson V600) in 1200 dpi, resulting in a total of 4744
corner datasets. The dataset is divided into two: Group 1 (80%) and
Group 2 (20%). In Group 1 dataset, among 3795 photos, 1058 samples
show small defects (Class 0.25), 302 images show medium defects
(Class 0.5) and 587 photos show major defects (Class 1) and 1848
images have defect-free corners (Class 0). There are a total of 950
images available for Group 2 dataset where 265 samples show small
defects (Class 0.25), 77 samples in Class 0.5 have medium defects, Class
0 has 461 images which are defect free and 147 photos show major
defects (Class 1). Fig. 3 displays the sample images representing four
different classes from the dataset.

3.3. Data preprocessing

After capturing an image, our preprocessing steps are employed to
generate the corner dataset. Instead of relying on the Harris corner
technique, we adopt an alternative corner detection method that pri-
oritises identifying intersection points. The process begins with contour
extraction, followed by the application of a bilateral filter to reduce
noise in the image. Subsequently, the Hough transform algorithm is
utilised on the contour image to extract lines. Upon obtaining the outer
5 
horizontal and vertical lines, we pinpoint the intersection points as
corners. These corner points serve as the basis for cropping a region of
141 × 141 pixels, capturing individual corner images of the card. Given
that the entire card measures 2.5 inches in width and 3.5 inches in
height, this cropping size ensures the inclusion of relevant information
around each corner.

Fig. 4 illustrates the sequential steps involved in creating our corner
dataset. Fig. 4(a) represents the original image and Fig. 4(b) illustrates
the extracted vertical lines using the Hough algorithm, Fig. 4(c) shows
the intersection points, Fig. 4(d) represents the cropped image from
background and Fig. 4(e) represents the subsequent cropping regions
of 141×141 pixel from the original image. This method is designed to
systematically capture and isolate corners for dataset creation.

3.4. Dataset splitting

This section explains how we partition and use the dataset among
various components of our model architecture to ensure unbiased
model performance. Fig. 5 illustrates the strategic diagram for dataset
splitting. The dataset was first divided into two groups, Group 1 holding
80% of the data and Group 2 holding 20%. Group 1 dataset undergoes
data augmentation with 80% of the augmented data being used for
model training and the remaining 20% being utilised for validation.
Table 4 displays the initial testing accuracy using Group 2 dataset.

Moreover, Group 2 is split up into two subsets: Group 3 (40%) and
calibration (60%). The trained model M1 is calibrated and fine-tuned
using the calibration dataset. Group 3 dataset is then divided into two:
Group 4 (80%) and holdout (20%) datasets. Group 4 dataset is used as
a testing dataset to assess the calibrated model (M2). Using the same
dataset (Group 4), the performance of the uncalibrated model M1 and
the calibrated model M2 are compared. Lastly, we find occurrences that
fall below a threshold using Group 4 dataset. These instances are then
used to retrain the model shown in the HITLA workflow, as described
in Section 3.8.3. After retraining, we compare the performance of the
retrained model to the initial model M1 using the holdout dataset as
the testing data.
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Fig. 5. Strategic dataset splitting framework. Note: No defects (Class 0), Small defects (Class 0.25), Medium defects (Class 0.5), and Large defects (Class 1), HITLA: Human-in-the-loop
Analytics.
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Therefore, the testing datasets (i.e., Group 4 and the holdout
datasets) are not involved at all in model training, instead they are
used for relevant model performance evaluation and comparison. For
example, Group 4 dataset is used for comparing the calibrated and
uncalibrated models. Also, the holdout dataset is used for performance
comparison between the initial (uncalibrated) model and the retrained
model via HITLA procedure.

3.5. Model architecture

The foundation of this research is built upon the DenseNet201
architecture (Huang et al., 2016). Since each layer in a conventional
CNN is sequentially connected, problems like gradient explosion or
disappearing make it difficult for the deep network to go deeper and
wider. Enabling shortcut connections allows the DenseNet model to
address the vanishing gradient problem by facilitating the skipping
of at least two levels in the network architecture. The architecture
of DenseNet consists of the input layer, transition layers, four Dense
Blocks, and global average pooling layer. The transition layers consist
of a 1×1 convolutional layer, a batch normalisation layer, and a 2×2
verage pooling layer with a stride of 2. Specifically, global average
ooling, similar to conventional pooling methods, undergoes a more
ggressive reduction of a feature map from 𝑤 ×𝑤 × 𝑐 to 1 × 1 × 𝑐.

Fig. 6 depicts the architecture of DenseNet201, utilised for auto-
ated corner grading in trading cards. However, generating features

or the classification model demands a huge set of data and it can
e expensive to train a huge dataset. Deep Transfer Learning (DTL)
xhibits the potential to generate significant results with minimal data.
 a
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yper parameter tuning in DTL models can improve the performance.
wo major benefits of using DTL in this study are that it can train deep
etworks such as DenseNet on a small dataset (4744 images) (Nahar
t al., 2023) and improve model robustness by initialising weights with
re-trained ImageNet weight (Deng et al., 2009). Moreover, if we train
he model with less data, there is a possibility of overfitting the model.
he easiest method to handle the overfitting issue is to increase the size
f the dataset by employing some data augmentation techniques.

Therefore, in the training phase, we utilise augmented images as
nput for the DNN to extract visual features from different DenseNet
odels. It needs to be clarified that there are no set preliminary stan-
ards for determining when to freeze the layer or adjust the learning
eight in DenseNet201. Therefore, to retrain DenseNet201 with dif-

erent depths, some configurations are suggested by freezing different
ayers of DenseNet201, expressed as DenseNet201:A, DenseNet201:B,
enseNet201:C, and DenseNet201:D. The average accuracy of the sug-
ested approaches is shown in the result section. Each configuration
as run five times using the same training and validation datasets

Group 1 dataset) with different seed. In the configuration, it is indi-
ated that DenseNet201:A retrains all of its layers, but DenseNet201:B
etrains the final three dense blocks while freezing the initial block.
enseNet201:C transfers its convolution layer to the Dense Block 2 and

ts Transitional Layer 2 to the Dense Block 3 and its Dense Block 4
irectly with pre-trained weights and they are updated with a learning
ate as 10−4. In DenseNet:D, Transitional Layer 3 with the last one
ense Block is retrained. The network consists of a single fully con-
ected layer with 256 neurons which take the extracted visual features
s the input and produce the output as a prediction vector. A 30%
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Fig. 6. Proposed model architecture for trading card corner defect classification.
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dropout rate is added to the model to stop overfitting. Table 4 presents
the specific outcomes in terms of accuracy, F1-score, recall, precision,
true negative rate (TNR), false positive rate (FPR) and false negative
rate (FNR). The observed trend suggests that retraining denser blocks
correlates with higher accuracy.

3.6. Calibration

In real-time applications, it is more important to ensure the reliable
prediction of deep neural networks. Despite remarkable advancements
in performance across many works, modern deep neural networks often
exhibit poor calibration in terms of output confidence. Aligning the
predicted probabilities of a DNN model with the true probabilities
of the events is known as calibration. Typically in any classification
model, a set of raw scores or logits is found as the output of a DNN
model. These scores represent the model’s confidence in assigning a
sample to each class and then transform into probabilities using a
softmax function. However, these uncalibrated raw probabilities do not
always adequately reflect the actual possibility of the occurrences. For
example, a sample may not actually have an 80% chance of belonging
to Class A even though the projected probability is 0.8 for Class A. In or-
der to improve the model’s projected probabilities and make them more
accurate representations of the true probability, a calibration technique
for DNNs is introduced. The choice of calibration method depends on
the specific characteristics of the DNN model and the dataset. Here,
three calibration techniques are used, TS, MS and VS (Guo et al., 2017;
Platt, 2000).

3.6.1. Temperature scaling
TS (Guo et al., 2017) is a post-processing calibration method which

applies a single parameter, 𝑡, to the logits of a classification model and
then uses the softmax layer function to obtain calibrated probabilities.
The value of temperature 𝑡 is minimised by reducing the value of
negative log-likelihood (NLL) function on the validation set, guarantee-

ing that the calibrated probabilities accurately represent the likelihood

7 
of each class. It also adjusts the confidence levels of the model’s
predictions. The ideal value of 𝑡 is determined through experimentation
on a validation set.

3.6.2. Matrix and vector scaling
The process of matrix scaling (Platt, 2000) entails transforming the

logits linearly, as in 𝑆𝑦 = �̂�𝑖(𝑥,𝑊 , 𝑏) = max𝛴(𝑊 .ℎ𝑖 + 𝑏)(𝑘), where the
logit layer is the input of the softmax function. On the validation set,
the parameters 𝑊 (size 𝐾×𝐾) and 𝑏 (size 𝐾) are optimised with respect
to the NLL. However, vector scaling, where 𝑊 (size 𝐾×𝐾) is a diagonal
matrix, is a more relaxed variant form of matrix scaling.

3.7. Measures for calibration

Two commonly utilised measurement metrics in assessing calibrated
models are NLL and Expected Calibration Error (ECE).

3.7.1. NLL
To calibrate a neural network, it is important to assess the prox-

imity of the network’s softmax layer output to the true probability
𝑄(𝑦|𝑥) (Hastie et al., 2009). The calibration can be quantified by
measuring the similarity between 𝑆𝑦(𝑥) and 𝑄(𝑦|𝑥) functions. Since
nly samples from the exact distribution 𝑄(𝑦|𝑥) are usually available
e.g., from a validation set), calibration can be evaluated using Gibbs
nequality, as shown in Eq. (1).

𝐸𝑄(𝑥,𝑦)[log(𝑄(𝑦|𝑥))] ≤ −𝐸𝑄(𝑥,𝑦)[log(𝑃 (𝑦|𝑥))] (1)

here 𝐸 represents the expected value. The minimum value of
𝐸𝑄(𝑥,𝑦)[log(𝑃 (𝑦|𝑥))] happens when 𝑃 (𝑦|𝑥) is similar to the true condi-

ional distribution, 𝑄(𝑦|𝑥). This disparity is applicable for any distribu-
ion function, 𝑃 (𝑦|𝑥). The NLL is defined as the empirical estimation of
𝐸𝑄(𝑥,𝑦)[log(𝑃 (𝑦|𝑥))] and can be reformulated in deep neural networks
s follows.

𝐿𝐿 = −
∑

log(𝑆𝑦𝑖 (𝑥𝑖)) (2)

(𝑥𝑖 ,𝑦𝑖)∼𝑄(𝑥,𝑦)
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Fig. 7. Workflow for the proposed Human-in-the-loop Analytics (HITLA) and model retraining.
T
E

where (𝑥𝑖, 𝑦𝑖) are samples coming from the true conditional distribu-
tion 𝑄(𝑥, 𝑦). The NLL is used as a measure of calibration, quantifying
the similarity between the true conditional distribution 𝑄(𝑦|𝑥), and
probability function 𝑆𝑦(𝑥) with a smaller NLL which indicate better
alibration.

.7.2. ECE
A possible definition of calibration is the relation between confi-

ence and accuracy (Pakdaman Naeini et al., 2015). The dissimilarity
etween the confidence assigned by a classification model and the real
robability of correctly classifying a given sample is called miscalibra-
ion. To perform the calculation, the confidence range [0, 1] is divided

into 𝐿 equally spaced confidence bins. Samples are then assigned to
each bin 𝐵𝑙 according to their confidence range. Next, for each subset
𝐵𝑙, it calculates the weighted absolute difference between accuracy and
confidence using the following formula.

𝐸𝐶𝐸 =
𝐿
∑

𝑙=1

|𝐵𝑙|

𝑁
|𝑎𝑐𝑐(𝐵𝑙) − 𝑐𝑜𝑛𝑓 (𝐵𝑙)| (3)

Here, 𝑁 is the total number of samples.

3.8. Rule-based method

A rule-based method is proposed to further improve the accuracy
of the model’s predictions based on the confidence scores obtained
through the calibration process. The different rule-based methods ap-
plied in this research are as follows:

3.8.1. Threshold-based method
After obtaining the calibrated scores or probabilities for a test im-

age, a distinct threshold 𝜏 is applied to these probabilities to predict an
appropriate class. For instance, a test image is identified as belonging
to Class A if the related calibrated probability is greater than 𝜏. If two
or more probabilities are greater than 𝜏 or all the probabilities are less
than 𝜏, we classify the image differently (e.g., via human) or leave the
sample unclassified.

3.8.2. Distance-based method
The distance 𝛥 between the top two confidence scores (TTCS) (𝑃1

nd 𝑃2, respectively, where 𝑃1 ≥ 𝑃2 and 𝛥 = 𝑃1 − 𝑃2) indicates the
egree of uncertainty in the model’s prediction. For a given test sample,
t expresses the highest degree of confidence, if the model has in its
op prediction relative to the next most likely prediction. A larger gap
mplies more confidence in the model’s prediction, while a smaller gap
ignifies an uncertainty. So, we define a threshold 𝜌 for 𝛥 to make a
udgment in the context of this rule-based procedure. If 𝛥 > 𝜌, the
est sample belongs to the class related the highest probability 𝑃1.
therwise, we take further action such as seeking human review.

.8.3. Human-in-the-loop and special case handling
Calibrated probabilities act as a measure to assess the level of
ncertainty in the model’s predictions. When a sample receives low

8 
able 2
xperimental environment of our approach.
Environment Configuration parameters

GPU Mac M1 Pro 14 cores
CPU Mac M1 Pro 8 cores
Python Platform macOS-12.4-arm64-arm-64 bit
Deep learning framework Tensorflow 2.9.2, Keras 2.9.0
Programming language Python 3.9

confidence scores, a flag is raised, prompting the system to route these
instances for human review. Alternatively, the decision making process
can be delegated to an expert system, ensuring careful consideration
and validation of predictions with lower confidence, thus enhancing the
overall reliability of the model’s outputs. This approach helps mitigate
potential errors and ensures more accurate and trustworthy predictions
in situations of uncertainty.

Fig. 7 illustrates the workflow for model retraining and evaluation
after human review. Firstly, we load our calibrated model M2, and
then split Group 3 dataset into two: Group 4 and holdout datasets
and predict the confidence score on Group 4 dataset. Then, we apply
threshold-based and distance-based methods to the predictions and set
thresholds to identify data in the HITLA. After that, we again split
the data that passed through the HITLA into retraining and revali-
dation datasets and apply transfer learning using the weights from
DenseNet201:A (model M1) to retrain the model, Retrain_model2, using
the retraining dataset. Furthermore, for experimental purposes, we
create a new dataset by combining new data from HITLA with a portion
of the previous Group 1 dataset, split it into retraining and revalida-
tion datasets, and then retrain the model, Retrain_model1. Finally, we
test both models, Retrain_model1 and Retrain_model2, on the holdout
dataset shown in Section 4.

4. Experiments

The entire experiments are conducted in four parts. The first part
involves analysing the performance of the DenseNet model, the sec-
ond part compares the results of different post-calibration methods,
the third part presents the classification using rule-based method and
the fourth part analyses the results, specifically examining the ex-
tent of human-in-the-loop involvement and the performance of the
retrained model. The experimental environment and parameter settings
are provided in Table 2.

4.1. Benchmark models

This research focuses on analysing the structure of pre-trained mod-
els and fine-tuning them to achieve the best results. Other two architec-
tures of different depths, namely DenseNet121, and DenseNet169 are
also tested to evaluate the best model performance with the same con-
figuration. The three benchmark models, DenseNet121, DenseNet169,
and DenseNet201, exhibit the same structural architecture illustrated
in Fig. 6, with a small variation residing in the number of 1×1 and 3×3
layers. A summary of the benchmark models with different setting is

provided in Table 3.
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Table 3
Summary of the different settings of the benchmark models.
Learning setting Frozen layer Trained layer New layer

DenseNet201:A Frozen Layer = 0 All Layer FCL, Softmax
DenseNet201:B CP, DB1 TL1, DB2, TL2, DB3, TL3, DB4 FCL, Softmax
DenseNet201:C CP, DB1, TL1, DB2 TL2, DB3, TL3, DB4 FCL, Softmax
DenseNet201:D CP, DB1, TL1, DB2, TL2, DB3 TL3, DB4 FCL, Softmax

Note: CP = First block of convolution layer and pooling layer, TL = Transition Layer, DB = Dense Block, FCL = Fully connected layer.
Table 4
Performance comparison of different classification models of DenseNet for corner classification.

Model Model architecture Precision (%) Recall (%) TNR (%) F1-score (%) FPR (%) FNR (%) Accuracy (%)

DenseNet201 DenseNet201:A 83 83 91 83 9 17 83
DenseNet201:B 81 79 90 79 10 21 79
DenseNet201:C 79 78 86 78 14 22 78
DenseNet201:D 68 70 81 67 19 30 70

DenseNet169 DenseNet169:A 81 80 89 80 11 20 80
DenseNet169:B 81 79 86 78 14 21 79
DenseNet169:C 79 79 86 77 14 21 79
DenseNet169:D 77 77 85 75 15 23 77

DenseNet121 DenseNet121:A 81 81 90 81 10 19 81
DenseNet121:B 81 80 89 80 11 20 81
DenseNet121:C 80 79 86 79 14 21 79
DenseNet121:D 75 76 86 75 14 24 76

Note: TNR = True negative rate, FPR = False positive rate, FNR = False negative rate.
Fig. 8. Performance of DenseNet201:A: (a) Accuracy, (b) Model loss and (c) Confusion matrix.
In Table 4 the comparison results across four different settings of
DenseNet121, DenseNet169, and DenseNet201 are outlined. The goal
is to identify the best configuration associated with accuracy. Two key
and significant observations are: (i) DenseNet201 demonstrates supe-
rior performance compared to DenseNet121 and DenseNet169, achiev-
ing an accuracy of 83%. It also exhibits a True Negative Rate (TNR) of
91% and an F1-score of 83%. Notably, it maintains a False Positive Rate
(FPR) of 9% and a False Negative Rate (FNR) of 17%. DenseNet201’s
deeper neural structure allows it to extract more complex features,
maybe the source of this increase. (ii) DenseNet201:A exhibits bet-
ter results compared to others DenseNet201:B, DenseNet201:C, and
DenseNet201:D in terms of precision, recall and F1-score and accuracy.
Due to fixed parameter values, DenseNet201:B, DenseNet201:C, and
also DenseNet201:D were unable to learn certain features from image
data, which may have contributed to their low performance when
compared to the fine-tuned model DenseNet201.

Though in this experiment precision, recall, FPR, and FNR are
assessed, accuracy takes precedence in industrial contexts due to its
pivotal role in maintaining customer satisfaction and ensuring product
quality. Unlike human graders who may accept minor discrepancies,
for example, as grading a card as an 8 when predicted as a 7.5,
machine learning models are expected to consistently achieve high
accuracy levels. While precision and recall provide detailed insights,
accuracy is the primary measure of whether the model meets industry
9 
standards. Therefore, aligning evaluation metrics with industry specific
needs ensures models consistently meet accuracy expectations for op-
erational success. Additionally, Fig. 8 illustrates the accuracy and loss
curve for initial training T1 and validation dataset (Group 1) using
DenseNet201:A. It is shown that the validation accuracy peaks at 83%
in the 15th epoch and subsequently stabilises. Furthermore, Fig. 8(c)
depicts the confusion matrix for DenseNet201:A, where the majority of
the test samples are correctly classified, particularly Class 0, Class 0.25,
Class 0.5, and Class 1. Moreover, to solve the class imbalance problem,
focal loss has been used which provides less error and diminishes to
less than 0.2.

4.2. Calibration performance

This part focuses on calibrating the model to improve the reliability
of a decision making application and explore different measure-based
post-processing techniques. Group 2 dataset is split into two parts:
calibration (60%) and Group 3 (40%). From Group 3 dataset 80%
(i.e., Group 4 dataset) is used for testing purpose to evaluate calibration
performance, while the remaining 20% is kept as a holdout dataset
used later in the HITLA. For the TS method, hyperparameters are fine-
tuned on the calibration dataset based on the returned temperature (𝑡)
to reduce the NLL. Search interval and step size for 𝑡 depend on the
number of classes in the dataset and the model’s accuracy.
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Table 5
Performance comparison of different measure-based calibration methods for different models for corner classification.

Model Uncalibrated Temperature scaling Matrix scaling Vector scaling

ACC. NLL ECE RE ACC. NLL ECE RE ACC. NLL ECE RE ACC. NLL ECE RE

DenseNet201 83% 0.48 12% 0.23 83% 0.35 8% 0.15 82% 0.42 8% 0.13 83% 0.42 8% 0.13
DenseNet169 82% 0.44 16% 0.29 82% 0.4 8% 0.15 82% 0.36 8% 0.15 83% 0.34 7% 0.13
DenseNet121 81% 0.47 16% 0.23 82% 0.4 11% 0.18 82% 0.41 11% 0.16 83% 0.39 11% 0.17
ResNet152 81% 0.61 16% 0.21 81% 0.48 11% 0.15 79% 0.46 12% 0.18 80% 0.45 11% 0.17
ResNet101 76% 0.63 15% 0.19 76% 0.56 14% 0.25 76% 0.55 14% 0.26 77% 0.54 14% 0.27
ResNet50 73% 0.69 16% 0.2 73% 0.63 14% 0.25 75% 0.62 8% 0.15 75% 0.62 13% 0.23
VGG16 78% 0.49 13% 0.17 78% 0.46 12% 0.2 79% 0.47 12% 0.21 78% 0.45 9% 0.16
VGG19 78% 0.5 19% 0.3 79% 0.47 17% 0.29 78% 0.47 18% 0.24 78% 0.46 18% 0.28
InceptionV3 74% 0.5 17% 0.27 76% 0.46 11% 0.22 75% 0.48 12% 0.23 75% 0.46 12% 0.23

Note: ACC. = Accuracy, NLL = Negative log likelihood, ECE = Expected calibration error and RE = Root mean square error.
Fig. 9. (a) Model reliability curve for DenseNet201:A : (a) Uncalibrated (b) Calibrated with temperature scaling, (c) Calibrated with matrix and vector scaling.
The experimental analysis is reported based on three calibration
metrics: Root Mean Square Error (RMSE), ECE, and NLL, as previously
discussed in Section 3.5. In Table 5, a comparison between TS, MS
and VS are performed. TS uses a single parameter to fine-tune the
softmax layer output whereas the other two methods apply linear
functions to the logit layer. Here, the bin size is 10 for all experiments.
Among various DenseNet variations, DenseNet201:A yields superior re-
sults. Consequently, we apply calibration to other models configuration
DenseNet201:A, DenseNet169:A and DenseNet121:A. From the experi-
mental result shown in Table 5, it is revealed that TS outperforms others
in calibrating the network, especially InceptionV3 and ResNet152.
For DenseNet201, DenseNet169, DenseNet121, VGG16 and VGG19,
VS provides better results and the calibration error improvement is
more significant. For DenseNet201, the accuracy remains consistent
at 83% both before and after calibration. However, the ECE shows a
significant improvement, decreasing from 12% before calibration to 8%
after calibration. Additionally, the NLL reduces notably from 0.48 to
0.35 following TS calibration. Fig. 9(a) shows the result of the model
before calibration for DenseNet201:A and Fig. 9(b) shows curve after
calibration using TS while Fig. 9(c) for matrix and vector scaling. It is
shown VS and MS curve is clearly in close alignment with the perfectly
calibrated curve in this instance.

4.3. Rule-based classification

The output of the rule-based method after calibrating the model is
analysed. By feeding the calibrated output to the rule-based method,
the system can make more accurate decisions and leverage the model’s
uncertainties to achieve higher accuracy. Here, for this section the term
‘‘test dataset’’ refers to Group 4 dataset.

In our experiment, the accuracy of each rule-based method is mea-
sured using the number of TP classifications (𝛩) in two aspects: with
respect to the size (M) of the test dataset (Group 4 dataset) and the
10 
number of test samples fall above the set threshold. For the threshold-
based method, its accuracy, namely 𝜎-accuracy, is first estimated by
dividing 𝛩 with M. Also, we estimate the 𝜎-accuracy by dividing 𝛩
with the number of test samples (ST) above threshold 𝜏. Fig. 10(a)
shows these two estimations for different 𝜏 in orange and blue coloured
graphs, respectively. The increase of 𝜏 above 50% tends to decrease 𝜎-
accuracy with respect to the entire test dataset (Group 4 dataset) shown
in orange graph, but it tends to increase 𝜎-accuracy with respect to the
test sample above 𝜏 (blue graph). This means at the higher threshold
the proposed system becomes more confident for the truly classified
samples.

Similarly, for the distance-based method, its accuracy, namely 𝛿-
accuracy, is first estimated by dividing 𝛩 with M. In addition, we
estimate the 𝛿-accuracy by dividing 𝛩 with the number of test samples
(SDT) above the distance threshold 𝜌. Fig. 10(b) shows the same graphs:
orange graph for the entire test dataset and blue graph for samples
above 𝜌. The increase of 𝜌 above 5% tends to decrease 𝛿-accuracy with
respect to the entire test dataset (orange graph), but it tends to increase
𝛿-accuracy with respect to the test sample above 𝜌 (blue graph).

Moreover, Tables 6 and 7 provide more details about the exper-
imental results. For instance, in Table 6, it is shown that 𝜏 = 0.7
yields 90% 𝜎-accuracy for samples above 𝜏 and 70% across the entire
testing dataset. Gradually decreasing the threshold (𝜏) decreases subset
accuracy while increasing accuracy for the total dataset until 𝜏 =
0.4. At 𝜏 = 0.35 the model encounters situations involving multi-
class recognition. In this work, the selection of the class with the
highest probability takes precedence, rendering thresholds such as 0.35
irrelevant for decision-making. Similarly, Table 7 shows that using the
gap 𝜌 = 0.05 results in 251 out of 296 samples correctly identified.
The 𝛿-accuracy is 84% for test samples above 𝜌 (296) but 82% across
the entire testing dataset (304). At 𝜌 = 0.35 improves separability and
confidence, yielding 88% 𝛿-accuracy within the subset but dropping to
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Fig. 10. (a) 𝜎-accuracy and 𝛿-accuracy curve for DenseNet201:A: (a) threshold-based method, (b) distance-based method. Note: M = Size of the test dataset (Group 4 dataset), ST
= Sample above threshold (𝜏) in threshold-based method, SDT = Sample above threshold (𝜌) in distance-based method.
Table 6
𝜎-accuracy of threshold-based method for the DenseNet201:A.

M = Size of the
test dataset

Threshold (𝜏) Class ST = Sample
above 𝜏

True Positive (𝛩) 𝜎-accuracy on ST 𝜎-accuracy on M

304

0.7 One 235 213 0.90 0.70
0.65 One 259 226 0.87 0.74
0.6 One 281 242 0.86 0.79
0.55 One 291 249 0.85 0.81
0.5 One 303 254 0.83 0.83
0.45 One 304 255 0.83 0.83
0.4 One 304 255 0.83 0.83
0.35 NA NA NA NA NA
Table 7
𝛿-accuracy of distance-based method for the DenseNet201:A.
M = Size of the
test dataset

Gap in TTCS (𝜌) SDT = Sample
above 𝜌

True Positive (𝛩) 𝛿-accuracy on SDT 𝛿-accuracy on M

304

0.05 296 251 0.84 0.82
0.1 292 250 0.85 0.82
0.15 285 244 0.85 0.80
0.2 283 243 0.85 0.79
0.25 274 236 0.86 0.77
0.3 262 228 0.87 0.75
0.35 248 219 0.88 0.72
0.4 NA NA NA NA

Note: TTCS: Top two confident score. NA: Not Applicable.
72% across the entire testing dataset (M). Threshold, such as 0.4 lack
sufficient data for analysis.

The results demonstrate that how threshold selection affects model
accuracy and confidence. Therefore, for a high-confidence system in
the industrial perspective, the threshold should be set higher to ensure
greater confidence in the system’s decisions.

4.4. HITLA: Retrained and base model comparison

This section focuses on HITLA to identify the number of data
points requiring human intervention. Following this identification, we
proceed to retrain the model using the feedback obtained for those
data points that fall below the specified thresholds. Table 8 presents
a comparative analysis of data requiring human intervention based
11 
on varying thresholds using both threshold-based and distance-based
methods. In the threshold-based method, starting with a threshold
of 0.7, 18% of data are flagged for human feedback and gradually
decreasing to 0% at 𝜏 = 0.4 and below. Similarly, in the distance-
based method, a distance of 0.35 between the top two confident scores
resulted in 18% of data points necessitating human feedback. The
percentages of data are declining as the distance are decreased. This
table shows how threshold adjustments in classification models impact
human judgement in HITLA.

After receiving human feedback, we experimentally retrain the
model. Table 9 identifies significant data flagged for HITLA interven-
tion at thresholds 0.7 and 0.65, and in the distance-based method at
distances such as 0.35 and 0.30. These findings lead to human review
and model retraining, as illustrated in Fig. 7. Notably, at a threshold
of 0.7 in the threshold-based method, Retrain_model1 achieves 84%
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Table 8
Data passed in HITLA by varying thresholds.
Threshold-based method Distance-based method

Threshold (𝜏) HITLA (%) Gap in TTCS (𝜌) HITLA (%)

0.7 18 0.35 18
0.65 11 0.3 13
0.6 6 0.25 9
0.55 3 0.20 6
0.5 1 0.15 6
0.45 0 0.10 3
0.4 0 0.05 2

Note: TTCS = Top two confident score, HITLA = Human-in-the-loop Analytics.
able 9
erformance comparison between base and retrained models.

Thres-holds Data in the
HITLA (%)

Model Precision (%) Recall (%) F1-score (%) TNR (%) FPR (%) FNR (%) ACC. (%)

Threshold-based Method
0.7 18 Retrain_model1 84 84 84 90 10 16 84

Retrain_model2 82 82 82 89 11 17 82

0.65 11 Retrain_model1 81 82 82 91 9 18 82
Retrain_model2 81 81 80 87 13 19 81

Distance-based Method
0.35 18 Retrain_model1 84 84 84 90 10 17 84

Retrain_model2 83 83 82 90 10 17 83

0.3 13 Retrain_model1 85 85 85 90 10 15 85
Retrain_model2 81 81 80 87 13 19 81

Model M1 DenseNet201:A 82 82 82 91 9 17 82

Note: TNR = True Negative Rate, FPR = False Positive Rate, FNR = False Negative Rate, ACC. = Accuracy, HITLA = Human-in-the-loop Analytics.
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ccuracy, while Retrain_model2 attains 82%, same as the base model’s
erformance. Similarly, at a threshold of 0.65, 11% of data are flagged,
esulting in a slight decrease to 81% accuracy for Retrain_model1
ompared to the base model. In the distance-based method, where
8% of data requires intervention at a distance of 0.35, Retrain_model1
chieves 84% accuracy, whereas Retrain_model2 maintains 83%. At a
istance of 0.30, 13% of data go to HITLA, resulting in Retrain_model1
chieving 85% accuracy and Retrain_model2 achieving 81%, just 1%
elow the base model’s performance. This analysis demonstrates that
odel retraining based on the proportion of HITLA affects accuracy,

llowing for improved decision-making when new data is introduced.
his result shows that the retrained model’s accuracy remains close
o the original model for the small dataset, indicating that collecting
ignificant data from the industry for retraining can yield favourable
utcomes.

Notably, in this study, we evaluate our model by retraining it when
0% of the data passes through HITLA process. The process involves
terative data refinement through HITLA, enabling us to fine-tune our
odel based on feedback. As retraining models from scratch poses

ignificant computational challenges and considerable time, we employ
ransfer learning, leveraging weights from our previously trained model
o retrain the model. This strategy is crucial for ensuring the ongoing
ffectiveness of our approach in trading card grading within industrial
pplications. As this is an ongoing research topic (Wilchek et al., 2023;
u et al., 2022; Hoi et al., 2021; Mosqueira-Rey et al., 2023), it focuses

n understanding when and how the model should undergo continuous
etraining in industrial settings.

.5. Discussion and future work

This research presents an automated transfer learning-based ap-
roach for trading card grading, accompanied by various post-
rocessing calibration techniques to address DNN overconfidence is-
ues. Additionally, human assistance is integrated to evaluate low-

onfidence cases. DenseNet serves as the benchmark model within u

12 
he transfer learning framework for corner defect classification and
ptimisation. Our experimental results demonstrate the effectiveness of
he DenseNet:A model compared to other models. Moreover, calibration
f DNN model and various rule-based increased the confidence in
ts classifications. Through experimentation, we observe how these
ethods impact the accuracy of the model. However, this research is

imited by its utilisation of a small dataset, which can be addressed by
mploying various data augmentation techniques (Mumuni and Mu-
uni, 2022). Another drawback is the inclusion of human inspection

or low-confidence cases introduces which is still time consuming and
t could potentially be mitigated by retraining the model with human
eedback (Caballero-Ramirez et al., 2023; Rožanec et al., 2024).

Furthermore, efforts will be directed towards enhancing the perfor-
ance of corner defect classification. One strategy involves establishing

n ensemble DenseNet (Wang et al., 2023) by combining multiple trans-
er learning settings. Future studies could also explore the generation of
efect localisation information (Peng et al., 2024), which would assist
raders in making more accurate classifications. Note: If the paper is
ccepted for publication, the code and other materials will be available
n GitHub for future research and enhancement.

. Conclusion

This paper investigates different DNN models in the card corner
rading and shows the impact of calibration on refining decision mak-
ng. While deep neural networks have shown substantial improvements
n accuracy, they often suffer from overconfidence. To tackle this issue,
ost-processing calibration methods are implemented. This approach,
equiring no retraining of the network, proves versatile for calibrating
re-trained models in various practical scenarios.

In the card grading context, the final confidence score is pivotal
n defect classification and detection with other samples referred for
uman inspection. An ideal detection system should convey aware-
ess of the decision border, certainty in incorrect classifications and

ncertainty in misclassifications. The suggested DenseNet201 model
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exhibited overconfidence when it is trained on the dataset (initial
training dataset T1 in Fig. 5). To remedy this, Group 2 dataset is divided
into 60% for the calibration dataset, where three calibration methods
are applied and 40% for the Group 3 dataset. From Group 3 dataset
80% of the data is used as testing data to evaluate the performance
of the calibrated model. The experimental results which are presented
in Table 5 show notable improvements in calibration, which raise
the referral system’s effectiveness. Samples that have confidence levels
higher than a threshold set by a rule-based system are considered
correctly classified in the referral system. To ensure a more thorough
investigation instances below the confidence level are sent for human
scrutiny. In addition, this calibration process not only addresses the
overconfidence of the model but also establishes a reliable and effective
framework for decision making in card corner grading.
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