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Introduction

Community-acquired pneumonia (CAP) represents a sig-
nificant cause of morbidity, mortality, and health-care 
spending. In the United Kingdom alone, 29,000 deaths per 
year are attributed to CAP.1 Once patients are admitted to 
hospital, between 10% and 15% will be admitted to an 
Intensive Care Unit (ICU) and between 5% and 20% will 
die.2,3 There are 20,000 annual admissions to the ICU due 
to pneumonia, which represents 12% of all admissions,4 
and higher mortality rates are seen in critically ill patients.5 
The incidence of CAP is increasing globally, which has 
significant implications for resource use.3

The decision to admit a patient to the ICU is complex, 
taking into account the patient’s acuity of illness, chronic 
co-morbidities and wishes.6 Patients with severe CAP 
who are admitted to ICU earlier in their admission have 
better outcomes than those with similar severity who are 
admitted later.5 It is therefore essential to have accurate 

prediction tools to aid clinicians to identify patients who 
may benefit from earlier ICU admission.
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Background: Community acquired pneumonia (CAP) is a common cause of hospital admission. CAP carries significant 
risk of adverse outcomes including organ dysfunction, intensive care unit (ICU) admission and death. Earlier admission 
to ICU for those with severe CAP is associated with better outcomes. Traditional prediction models are used in clinical 
practice to predict the severity of CAP. However, accuracy of predicting severity may be improved by using machine 
learning (ML) based models with added advantages of automation and speed. This systematic review evaluates the 
evidence base of ML-prediction tools in predicting CAP severity.
Methods: MEDLINE, EMBASE and PubMed were systematically searched for studies that used ML-based models to 
predict mortality and/or ICU admission in CAP patients, where a performance metric was reported.
Results: 11 papers including a total of 351,365 CAP patients were included. All papers predicted severity and four 
predicted ICU admission. Most papers applied multiple ML algorithms to datasets and derived area under the receiver 
operator characteristic curve (AUROC) of 0.98 at best performance and 0.57 at worst, with a mixed performance 
against traditional prediction tools.
Conclusion: Although ML models showed good performance at predicting CAP severity, the variables selected for inclusion 
in each model varied significantly which limited comparisons between models and there was a lack of reproducible data, 
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reproducible performance measures, and to demonstrate a benefit in terms of patient outcomes and resource use.

Keywords
Community acquired pneumonia, prediction model, critical care, intensive care, critically ill, machine learning

1 Department of Critical Care, Royal Liverpool University Hospital, 
Liverpool University Hospitals NHS Foundation Trust, Liverpool, UK

2 Department of Cardiovascular and Metabolic Medicine, Institute of 
Life Course and Medical Sciences, University of Liverpool, Liverpool, 
UK

3 Liverpool Centre for Cardiovascular Science at University of 
Liverpool, Liverpool John Moores University and Liverpool Heart & 
Chest Hospital, Liverpool, UK

4 Data Science Research Centre, Liverpool John Moores University, 
Liverpool, UK

Corresponding Author:
Brian W Johnston, Department of Cardiovascular and Metabolic 
Medicine, Institute of Life Course and Medical Sciences, University 
of Liverpool, William Henry Duncan Building, 6 West Derby Street, 
Liverpool, L78TX, UK. 
Email: brian.johnston@liverpool.ac.uk

1315319 INC0010.1177/17511437251315319Journal of the Intensive Care SocietyLythgoe et al.
research-article2025

Review article

https://uk.sagepub.com/en-gb/journals-permissions
https://journals.sagepub.com/home/jics
mailto:brian.johnston@liverpool.ac.uk
http://crossmark.crossref.org/dialog/?doi=10.1177%2F17511437251315319&domain=pdf&date_stamp=2025-02-03


2 Journal of the Intensive Care Society 0(0)

Traditional severity prediction tools use a combination 
of clinical, radiological, microbiological, and laboratory 
results to predict CAP severity.7 Two frequently used tools 
are CURB-65 and the Pneumonia Severity Index (PSI). 
CURB-65, which is validated and endorsed by The British 
Thoracic Society (BTS), uses five variables8 and the PSI 
uses 20 variables to predict CAP severity.9,10 Previous sys-
tematic reviews have demonstrated that these scores have 
moderate to good accuracy in predicting mortality but are 
sub-optimal at predicting ICU admission.2,11,12 In ICU 
patients, mortality scores are often calculated at admission 
including APACHE II and Sequential Organ Failure 
Assessment (SOFA) score, which are used to predict mor-
tality in patients with CAP.13 Traditional models can incur 
issues with adherence by clinical staff and practicability in 
a clinical environment.14

Machine learning (ML) is an increasingly popular 
method used to improve diagnostics and outcome predic-
tion in medicine.15 ML involves the development of algo-
rithms which automatically learn from existing data for 
their use in the prediction of future clinical events.16 Unlike 
conventional scoring systems that rely on predetermined 
rules and fixed parameters, ML algorithms can dynamically 
adapt and learn from vast datasets, capturing complex pat-
terns and nuances in patient data. This adaptability allows 
ML models to continuously improve their predictive accu-
racy, identifying subtle correlations and individualised risk 
factors that might go unnoticed by traditional scoring tools. 
Additionally, ML can integrate diverse data sources, such as 
real-time patient monitoring, genetic information, and elec-
tronic health records (EHR), enabling a more comprehen-
sive and personalised approach to risk stratification.

ML prediction models have the potential to be just as, if 
not more accurate than traditional prediction tools, and con-
fer the advantages of automatic and prompt severity predic-
tion.15 It is therefore important to systematically review the 
scope of ML studies in CAP severity prediction with an 
emphasis on mortality and escalation to critical care, and to 
identify areas of focus for future research. Since this is an 
area of rapid growth, an up-to-date search of the literature is 
necessary to include recent advances in the area and to aid 
clinical decision making for patients with CAP.17

Aim

To review and evaluate the existing literature investigat-
ing machine learning based models used to predict sever-
ity in CAP.18

Methods

This study was conducted in line with the PRISMA state-
ment, a guideline for reporting systematic reviews.

Study eligibility

We included research studies which reported derivation 
or validation of ML based risk prediction tools to predict 
the severity of CAP in patients >18 years old presenting 

to hospital with diagnosis of CAP. Despite the high num-
ber of COVID-19 related publications, these were omit-
ted from this study as COVID-19 is a well-defined and 
distinct disease with different diagnostic and treatment 
pathways to CAP.

Inclusion criteria:

•   All  prospective  and  retrospective  quantitative 
research studies that report derivation or validation 
of ML-based risk prediction tools used to predict 
severity of CAP

•   Studies must  describe  at  least  one ML  algorithm 
that is used to predict severity in CAP

•   Studies  must  predict  mortality  and/or  ICU 
admission

•   Patients ⩾18 years only presenting to hospital with 
a diagnosis of CAP

Exclusion criteria:

•   Studies  of  participants  under  18 years,  pregnant 
women, or immunocompromised patients

•   Studies of participants with CAP limited to spe-
cific age categories, co-morbidities, or partici-
pant characteristics

•   Studies reporting ML based tools for other specific 
types of pneumonia such as hospital acquired pneu-
monia, aspiration pneumonia or single organism 
pneumonia (e.g. COVID-19)

•   Studies with no data  related  to  the ML algorithm 
performance and/or performance was not separated 
from another model

•   Qualitative  studies,  case  studies,  editorials,  let-
ters, abstract-only reports, reviews and commen-
taries that do not include original quantitative 
data

Search methods

Electronic databases, EMBASE and MEDLINE, were 
searched for studies published up to June 2022. Due to the 
rapid growth of literature in this area, PubMed was also 
searched to include papers not yet added to MEDLINE. 
Search strategies were devised and conducted with spe-
cialist librarian input. The searches were performed again 
in May 2023 to include up to date papers. The results 
from the first and second search are combined in the 
PRISMA diagram (Figure 1).

Study selection

Titles and abstracts were screened independently by two 
researchers (DOH and one of SG, BWJ), with any disa-
greements discussed and decided with a third researcher 
(IW). Full text screening was conducted by two research-
ers (SG, CL) with reasons given for exclusion, where 
there were discrepancies, this was discussed with a third 
researcher (IW). Papers were screened and selected for 
inclusion based on the inclusion and exclusion criteria.
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Data extraction

Data was extracted from the studies selected for inclusion 
and recorded in summary tables. Extracted data included 
study methodology, study population characteristics, ML 
algorithm, outcome measures and performance measures. 
In studies where there was both a derivation and valida-
tion cohort, the validation cohort’s results have been pre-
sented where possible. The area under the receiver 
operator characteristic curve (AUROC) is presented for 

all included studies, this predictive performance measure 
was chosen to present due to its ability to provide a 
nuanced and robust evaluation of predictive model dis-
criminatory power across various thresholds, along with 
its wide use in the medical field, including previous use in 
the analysis of traditional predictive models for CAP.11 A 
descriptive summary of the main findings from the 
included papers is provided. The AUROC given for each 
study has been rounded to two decimal places for com-
parison between studies.

Figure 1. PRISMA diagram.
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Results

A total of 330 studies were identified from EMBASE, 
MEDLINE and PubMed searches. Following title and 
abstract screening, the full texts of 35 studies were 
retrieved and assessed for eligibility resulting in 11 stud-
ies being included in this review (Figure 1).17,19–28

Most of the included studies were published in the 
last 4 years with three studies published before 2019. 
Data from a total of 351,365 patients was used for model 
development in the included papers, with sample sizes 
ranging from 1210 to 297,498. All studies included both 
training (derivation) and test (evaluation) sets of 
patients, although notably only one study included an 
external validation group.21 Seven studies utilised exist-
ing datasets including the PROGRESS study,29 PORT 
database,30 GenIMS study database,31 Cerner database32 
and Veterans Affairs network database.33The remaining 
studies utilised hospital medical records for data and 
only one study validated their model using a prospective 
cohort.17 Table 1 describes the studies in more detail.

In terms of geographical distribution, six studies 
included data from the US, three from Canada, two from 
China and one from each of: Singapore, Spain, Germany 
and Austria.

One research group produced three papers included in 
this review using the same dataset.19,20,22

The patient data was used to inform the variables in 
ML algorithms. Table 2 denotes the types of variables 
included in the ML models in each paper.

The most common types of ML algorithms used were 
neural networks (seven), forms of Naïve Bayesian 
Classifiers (six), random forest (five) and support vector 
machine (four). Logistic regression (a statistical method) 
was used alongside ML algorithms in eight studies and 
these results have been included for comparison. The 
number of variables used in the algorithms varied from 
one17 to 196 variables.20

All studies designed models to predict mortality or a 
pre-specified dire outcome which included mortality or 
ICU admission. The highest reported AUROC predicted 
by a ML model was 0.98,24 the lowest 0.57.34 Of the 
59 ML models described in the studies; most had an 
AUROC between 0.80 and 0.90 (Table 3).

Five papers compared performance of their ML models 
to an existing prediction tool, with four comparing against 
PSI17,23,28,34, three comparing against CURB-6517,23,28, one 
comparing against a modified PSI (ePSI)26 and one com-
paring against a SOFA and modified SOFA score.28 The 
AUROC was higher for the ML model than the traditional 
model in three of the five papers.17,23,26

Risk of bias

The PROBAST tool, a tool used to assess the risk of bias 
(ROB) and applicability of prediction model studies, was 

used to examine the risk of bias of the studies included in 
this review.35 Six of the 11 papers included in this review 
were judged to have a high risk of bias (Table 4). Almost 
all studies selected participants appropriately. For three 
papers, the outcome measure was determined as being too 
broad with high risk of co-founding factors and the use of 
predictors in the outcome definition.19,20,22 Multiple 
papers had issues with a lack of information surrounding 
handling of missing data, continuous and categorical pre-
dictors, censoring and sampling of control participants. 
External validation is a vital part of prediction model 
development and is often underperformed in develop-
ment studies.36 Of note, only two papers used external 
validation to validate the ML prediction tool.21,28 Other 
studies attempted to offset this by using temporal valida-
tion, which carries the limitations of a random split sam-
ple approach.17,26

Discussion

Study characteristics

This review represents an up-to-date assessment of the 
application and accuracy of ML-based prediction mod-
els to predict severity in CAP. We identified 11 studies 
that utilised ML models to predict either mortality or 
dire outcome. Patients hospitalised with CAP are at risk 
of adverse outcomes including ICU admission and 
death. Given the prevalence of CAP and its associated 
mortality, it is important that we can accurately predict 
these adverse outcomes to aid decision making and 
resource allocation.

It is acknowledged that due to the high volume of 
patients presenting to hospital with CAP even small dif-
ferences in the accuracy of CAP prediction scores can 
make a significant difference in terms of decision making 
and resource allocation.11

The majority of studies in this review were published 
from 2019 onwards, which may represent the increasing 
use of ML in recent years. During the COVID-19 pan-
demic, ML-based identification of risk factors and devel-
opment of predictive scores were utilised to support 
decision making in healthcare systems under pressure.37 
Indeed, one of the identified advantages of ML is the 
ability to easily change parameters based on local envi-
ronmental factors, such as scarce resources as seen dur-
ing a pandemic.

Many of the ML models in our review had a higher 
number of variables than traditional prediction models, 
with some ML models using 196 variables. This pre-
sents obvious barriers to clinical use, with the balance 
being between accuracy of the ML model versus practi-
cality of its use in clinical practice. Electronic health 
records (EHR) may help mitigate this, but this relies on 
data being inputted and the integration of a model into 
the EHR.
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Clinical use of ML based prediction models

Machine learning models have the potential to aid clini-
cians in their decision making, supporting data driven 
communication between clinical teams and with patients, 
however, there are several barriers to their use which are 
important to consider in the design process. One of the 
main criticisms of ML models and their integration in clin-
ical practice is the ‘black box’ nature of their prediction.38 
Many advanced ML algorithms, such as deep neural net-
works, operate as complex, non-linear systems with 
numerous parameters, making it challenging to interpret 
how the model arrives at a specific prediction. This opac-
ity in the decision making and justification for the out-
come can make ML models difficult to interpret clinically 
and are often a barrier to their use. A previous systematic 
review found that although healthcare professionals per-
ceived ML based prediction tools as adding value to deci-
sion making, barriers to their use include concerns 
regarding the quality of the data used to build tools, how 
data is used to produce predictions, and a lack of transpar-
ency with this process.39 The same study highlights the 
importance of explanations for model outcomes. We are 
recently witnessing the development of more interpretable 
ML models and techniques to provide explanations for the 
decisions made by complex ML algorithms.40 One of the 
papers in this review tries to mitigate for this by creating a 
model using Local Interpretable Model-Agnostic 
Explanations (LIME) to provide clinicians with explana-
tions for the variables used in the ML model.22

Performance of ML based models

Most studies described the performance of multiple ML 
algorithms, demonstrating both the breadth of ML models 
and the ease of applying multiple models to large cohorts 
of data. AUROC was used as an indication of model per-
formance, generally it is accepted that AUROC 0.70–0.80 
is considered acceptable, 0.80–0.90 is considered excel-
lent and more than 0.90 is considered outstanding.41 The 

performance of ML-based models varied from below 
acceptable to outstanding, with most being excellent. 
There was variation between the performance of different 
ML models when applied to each study and some studies 
demonstrated high or low AUROCs irrespective of the 
ML algorithm.21,24,27,34 This may be indicative of the 
model performance being largely informed by the quality 
of the data input and selected variables which is supported 
by the similar AUROC for the three studies in the review 
which utilised the same dataset, despite using different 
ML models.19,20,22

All studies described both derivation and internal vali-
dation of ML algorithms however only one study described 
external validation of a model. This is important when 
interpreting the performance of the ML models as external 
validation is the gold standard for assessing the perfor-
mance of ML prediction models, and is vital to assess 
applicability to medical practice and generalisability.42 
Although there is a focus on using multiple models 
employing different ML algorithms, studies reproducing 
or validating these models in different patient cohorts are 
lacking.

Validation of ML-based models

Future research must address the limitations highlighted 
in the current literature by focussing on robust external 
validation of ML models predicting the severity of CAP. 
External validation, recognised as the gold standard for 
assessing model performance, is essential to determine 
generalisability across diverse patient populations and 
healthcare settings.43 Multi-centre studies using datasets 
from varied geographical, demographic, and clinical con-
texts will be critical to achieve this.

Another key area for validation is the prospective eval-
uation of ML models in real-world clinical workflows. 
While retrospective datasets are instrumental in model 
derivation, prospective studies can help assess perfor-
mance in dynamic clinical environments. Embedding 

Table 2. Variables included in ML Algorithms in each included study.

Author Year Variable type

Socio-demographic Clinical Radiological Laboratory Genomics

Cooper 2005  
Visweswaran 2005  
Wu 2014  
Tajgardoon 2019  
Przybilla 2020  
Feng 2021  
Wang 2022  
Quah 2021  
Jones 2021  
Yuan 2022  
Cilloniz 2023  

Shaded boxes highlights the category of variables that were included in machine learning algorithms in each individual study.
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real-time predictive accuracy, clinician acceptance, and 
operational impact on patient outcomes. Such studies can 
also provide evidence on how ML tools affect clinical 
resource allocation, such as guiding decisions on inten-
sive care admissions or early discharge.

Furthermore, the role of explainable AI (XAI) will be 
integral to validation efforts, ensuring that predictions 
made by ML models can be understood and trusted by 
clinicians.44,45 Explainability can improve the interpreta-
bility of model outputs, enabling healthcare professionals 
to evaluate predictions in the context of established clini-
cal reasoning. To enhance adoption, future studies should 
incorporate clinician input during model development 
and validation phases, aligning model outputs with clini-
cal needs and workflows. Ultimately, these steps will 
strengthen the credibility of ML-based prediction tools, 
paving the way for their safe and effective implementa-
tion in routine care for CAP patients.

Comparing ML based models and traditional 
models

In two of the five studies which compared a traditional 
method to an ML algorithm, the traditional method dem-
onstrated a higher AUROC. A previous review showed an 
AUROC for CURB-65, PSI, and SOFA scores of 0.79, 
0.82 and 0.78, respectively.11,13 These results show that 
there is acceptable to excellent performance of these tra-
ditional models at predicting severity in CAP, and they 
have the additional benefit of being highly researched and 
validated in multiple patient populations.11 Traditional 
models are easily accessible and interpretable for clini-
cians and can often be performed at the bedside with min-
imal resource use. For ML algorithms to be beneficial in 
clinical practice, their performance against traditional 
models would have to be demonstrably superior. 
Interestingly, in our review, some studies used traditional 
model scores as variables within the ML algorithm which 
made it difficult to interpret the performance of these ML 
models in comparison with traditional models.

One of the studies in this review combined the use of 
a machine learning model with traditional prediction 
models.17 Integrating machine learning into an already 
validated model (PSI and CURB-65) improved the per-
formance of the traditional model. Integration of ML and 
traditional statistical prediction models has been used in 
other fields and found to provide more accurate and gen-
eralisable models for disease risk prediction then using 
each method alone. The synergistic use of ML and tradi-
tional models also has the potential to improve prediction 
accuracy whilst maintaining end-user understanding and 
interpretation of the outcome.

Future outcome research and machine 
learning

As EHR based systems become commonplace integration 
of ML models into existing systems will increase, with 
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the benefit of utilising and learning from local data and 
dynamically adapting to local changes. This will be par-
ticularly beneficial in patients with CAP given the asso-
ciation with locally confined population characteristics 
and the possibility of geographically diverse variants. 
Additionally, the ability to adjust thresholds based on 
population needs and resources is likely to improve clini-
cal applicability.

One of the advantages of ML is the ability to detect 
complex, non-linear relationships between variables and 
outcomes.46 This makes ML more suited to ‘real world’ 
problem solving. Linking data from EHR’s with ML mod-
els allows capture of temporal relationships to detect dis-
ease earlier, as has been demonstrated for a diagnosis of 
heart failure.47 Analysis of such high granularity temporal 
data means that ML models can predict important addi-
tional outcomes such as length of stay, ICU readmission 
and complications, all of which are clinically important 
and relevant for healthcare planning and cost analysis.48

However, future research needs to focus on demon-
strating not only the superiority of ML models, but also 
their ability to improve quality in terms of patient out-
comes, impact on resource use and cost effectiveness. 
Until this point, perhaps the use of ML to support tradi-
tional models as is demonstrated in some of the studies in 
our review may be the first step towards integrating them 
in clinical practice.17

The potential of machine learning

ML techniques have the potential to revolutionise how 
clinicians work in the future. In recent years there has 
been a rapid expansion of ML techniques in the pub-
lished literature and ML is being utilised in many areas 
including, sepsis prediction,49 mortality and length of 
stay forecasting,50 image analysis,51 drug dosing optimi-
sation,52 ventilator management51 and resource utilisa-
tion.50 The authors are unaware of any machine learning 
models that are currently in day-to-day use or imple-
mented within ICU workflows. If the benefit of ML is to 
be realised, then embedding ML techniques in daily ICU 
practice is required.

An exciting avenue is the development of clinician 
support tools through the use of digital twins.53 Virtual 
twin-based models integrate multiple sources of infor-
mation including, disease risk factors, comorbidities, 
imaging and biomarkers with the aim of bridging the gap 
between research and clinical practice by creating digital 
representations of individual patients. These personal-
ised digital models and the use of in-silico modelling 
may 1 day allow real time predictive decision making to 
improve patient care.54

Conclusion

This systematic review describes the current evidence 
base for ML prediction tools in predicting the severity of 
CAP in terms of ICU admission and mortality. Whilst  
the accuracy of several algorithms is excellent, there is 

substantial variation in the literature between the ML tech-
niques used, the quality of these tools, and their accuracy 
in predicting mortality. This – alongside issues with the 
implementation and interpretation of ML prediction tools– 
means that currently there is insufficient evidence to 
regard these tools as superior to traditional measures for 
predicting CAP severity and guiding clinical decision 
making for patients with CAP. Further research is required, 
focussing on validating ML prediction tools, improving 
clinical interpretation of ML models, and demonstrating 
their ability to improve patient outcomes, impact on 
resource use and cost effectiveness.

Recommendations for future research

1. Future studies should focus on creating robust and 
externally validated machine learning prediction 
tools for CAP severity prediction.

2. Studies describing the development of a CAP 
severity prediction tool should include clear infor-
mation regarding handling of complexities in the 
data in order to minimise risk of bias.

3. There should be further research on interpretabil-
ity of machine learning based prediction tools and 
the impact on clinical practice.

4. Future studies should focus on demonstrating the 
ability of machine learning based prediction tools 
to positively impact resource use and be cost 
effective.

5. Future studies should focus on demonstrating the 
ability of machine learning based prediction tools 
to improve patient outcomes.
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