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Featured Application: This method enhances autonomous cutting for boom-type road-
headers by improving trajectory planning, ensuring precise roadway section formation
in confined environments. It has potential applications in coal mining and tunnel
construction, optimizing operational efficiency and reducing manual intervention.

Abstract: This paper proposes a cutting trajectory planning method for boom-type road-
headers using an improved Nondominated Sorting Genetic Algorithm II (NSGA-II) with
an elitist strategy. Existing methods often overlook constraints related to cutterhead dimen-
sions and target sections, affecting section formation quality. We develop a kinematic model
for coordinate transformations and design a simplified cutterhead and constraint model
to generate feasible cutting points. Bi-objective functions—minimizing cutting trajectory
length and turning angle—are formulated as a bi-objective traveling salesman problem
(BO-TSP) with adjacency constraints. NSGA-II is adapted with enhancements in adjacency
constraint handling, population initialization, and genetic operations. Simulations and
experiments demonstrate significant improvements in convergence speed and computation
time. Virtual cutting experiments confirm trajectory feasibility under varying postures,
achieving high formation quality. A comparison of planned and tracked trajectories shows
a maximum deviation of 23.879 mm, supporting autonomous cutting control. This method
advances cutting trajectory planning for roadway section formation and autonomous
roadheader control.

Keywords: cutting trajectory planning; improved NSGA-II; section forming; virtual
debugging; boom-type roadheader

1. Introduction
In coal mining, cutting trajectory planning for boom-type roadheaders is a key factor

influencing the formation quality of roadways and mining efficiency [1]. With advance-
ments in intelligent mining, traditional trajectory planning methods struggle to address
the complexities and uncertainties of mining environments. In particular, the dynamic
positional changes of cutterheads significantly affect roadway formation quality, an issue
that remains inadequately addressed [2,3]. Achieving optimized roadway cutting quality
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while ensuing trajectory smoothness and mining efficiency has become a major challenge
in coal mine intelligence research.

Unlike manual operations, trajectory planning ensures precise cutting task execution
in complex environments, meeting the required roadway formation standards. Existing
methods consider various factors such as kinematics, target geometry, and operational
conditions. Tian et al. [4] introduced a simplified kinematic model using homogeneous
coordinate transformation and robotics theory, achieving effective trajectory planning
through simulation [5]. Wu et al. [6] enhanced planning accuracy by incorporating dy-
namic modeling and path correction. Xu et al. [7] solved the kinematics of the cutterhead
using the D-H parameter method and inverse transformation techniques to plan the cutting
trajectory. However, these approaches often neglect cutterhead dimensions, leading to
suboptimal formation precision [8]. To address this, research has explored cutterhead
optimization to improve formation quality. Full-scale simulations of cutterheads at various
inclination angles and genetic algorithm optimization of spiral angles demonstrated signifi-
cant performance improvements in energy consumption, cutting resistance, and vibration
control [9,10]. Despite these advances, conventional methods remain limited in adapting to
complex mining conditions.

Qu et al. [11] proposed a path correction and scheduling strategy for an underground
mining roadheader, integrating BP neural networks and state estimation. By designing a
tracking model based on posture deviations and applying SVD-unscented Kalman filtering
to estimate the actual posture deviations, they achieved effective path tracking and highly
adaptive control of the roadheader. Wang et al. [12] introduced a trajectory planning
method for roadheader cutting under uncertainty. By analyzing the cutting mechanism,
identifying influencing factors, and using a particle swarm optimization algorithm, they
developed an optimal trajectory planning approach that avoids contamination zones and
ensures precise roadway formation, laying the foundation for robotic automatic tunneling.
Additionally, by analyzing the relationship between coal-rock hardness and the speed of the
cutting arm, integrating multi-sensor parameter evaluation, and modeling the environment
in a grid format, they proposed a cutting trajectory planning and boundary control method.
Experimental results demonstrated that this approach accurately controls the cutterhead
to avoid obstacles and completely cut the cross-section [13]. Adaptive algorithms have
been proposed to mitigate challenges such as coal-rock variability and obstacles. Wang
et al. [5] used ant colony optimization (ACO) with sensor data for obstacle avoidance,
enhancing safety and efficiency. Dong et al. [14] integrated machine vision to detect
fractures and dynamically adjust cutting paths, demonstrating adaptability to changing
environments. However, these approaches often rely on real-time detection methods, which
can be ineffective under complex working conditions. Multi-objective optimization has
emerged as a critical focus for trajectory planning, addressing conflicting goals such as
reducing cutting energy consumption and shortening path length. Mao et al. [15] combined
particle swarm optimization (PSO) and genetic algorithms to overcome local optima,
improving trajectory quality under varying mining conditions. The NSGA-II algorithm has
become a standard for solving multi-objective optimization problems in trajectory planning.
Its applications include addressing uncertainties in key parameters, such as cutterhead
speed, trajectory path, and environmental factors, which can fluctuate during mining
operations. Additionally, it facilitates the design of time-optimal trajectories, ensuring that
the cutting process is both efficient and precise while minimizing time consumption in
complex mining environments [16–18]. These studies highlight NSGA-II’s versatility and
effectiveness across diverse scenarios [19–21].

In a related domain, Machmudah et al. [22] optimized the flight trajectories of fixed-
wing UAVs using a bank-turn mechanism, demonstrating how optimization techniques can
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handle dynamic constraints in trajectory planning. While UAV trajectory planning differs
from mining applications, their approach offers valuable insights into the optimization of
constrained trajectories. These methodologies can inform the development of optimized
cutting trajectory planning for roadheaders, particularly in addressing dynamic positional
changes of the cutterhead and ensuring smooth, efficient cuts in complex environments.

To enhance trajectory planning precision and ensure roadway formation quality, this
paper proposes an NSGA-II-based method that integrates cutterhead dimensions, target
constraints, and machine posture. A bi-objective function is constructed to optimize the
cutting trajectory, formalized as a bi-objective traveling salesman problem with adjacency
constraints (BOTSP-AC). The NSGA-II algorithm is further improved for this problem,
and its effectiveness is validated through numerical simulations and cutting trajectory
experiments. The proposed method offers a robust solution for trajectory planning under
complex geological conditions, advancing intelligent coal mining technology. The main
contributions of this work including the following:

(1) A cutting path planning method based on an improved NSGA-II is proposed
to address the issue of inadequate consideration of cutterhead and target constraints in
current underground coal mine trajectory planning, which hinders precise cutting control
of the section. This method lays the groundwork for further advancements in autonomous
cutting control.

(2) A design method for cutting space based on kinematic constraints is introduced,
which involves constructing a simplified cutterhead model and establishing a target section
constraint model. By taking into account the mechanical characteristics and movement
space of the boom-type roadheader, the cutting space driven by the fuselage pose is
designed to identify feasible cutting points within the current section.

(3) A bi-objective optimization method for cutting trajectories is presented, aiming
to minimize both the total length and the total angle. This problem is formulated as a
bi-objective traveling salesman problem with adjacency constraints, and an improved
NSGA-II algorithm incorporating adjacency constraints is employed to optimize and solve
it, generating an executable cutting trajectory.

2. Methodology
2.1. Framework Overview

To address the insufficient consideration of cutterhead and target section constraints
in current section formation planning methods, which hampers roadway formation quality,
this study proposes a cutting trajectory planning method for roadway section formation
in a boom-type roadheader based on an improved NSGA-II. The detailed framework is
illustrated in Figure 1.

Based on the roadway coordinate system, a kinematic model of the roadheader was
established to associate the roadheader, target section, and roadway. A target section model
and its constraints were developed, along with a simplified cutterhead model, to calculate
the spatial coordinates of the cutterhead envelope, providing a theoretical basis for section
formation cutting. On this basis, the cutting space satisfying kinematic constraints was
designed by integrating the kinematic model and motion range under posture-driven
conditions, and the feasible cutting point set for the current posture was generated.

By analyzing and summarizing the section formation cutting process of the roadheader,
the optimization of the cutting space point set was transformed into a multi-objective
optimization problem, solved using an improved NSGA-II. First, optimization objective
functions for cutting space points were constructed, adjacency constraints were designed,
and an adjacency matrix was established. The adjacency matrix was then incorporated
into the initialization and genetic operations of NSGA-II for adaptive improvements,



Appl. Sci. 2025, 15, 2126 4 of 25

enhancing optimization efficiency and enabling the rapid acquisition of Pareto-optimal
solutions. The resulting high-quality cutting trajectories provide a data foundation for
further development of section formation cutting control.
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Figure 1. Framework of cutting trajectory planning based on improved NSGA-II for boom-type
roadheader.

2.2. Design of Cutting Space Under Kinematic Constraints
2.2.1. Development of Roadheader Kinematic Model

The boom-type roadheader comprises a crawler-mounted mobile body and a
longitudinal-axis cutting arm. Upon reaching the preset position, the roadheader en-
gages the cutting arm to initiate excavation. To facilitate the planning and control of the
section forming trajectory, a global coordinate system within the excavation tunnel for the
roadheader is established, along with a corresponding kinematic model.

In order to accurately describe the relative pose of the roadheader and its working
components within the tunnel, we have defined several coordinate systems: the tunnel co-
ordinate system OhXhYhZh, the section coordinate system OdXdYdZd, the roadheader body
coordinate system OoXoYoZo, and the cutting arm coordinate system OiXiYiZi(i = 1, 2, 3, 4).
The relationship between these coordinate systems is shown in Figure 2.
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Where Ch, Hh and Rh, respectively, represent the depth of the target section, the height
of the roadway and the length of the roadway that has been cut. The a1 ∼ a4 and b1 ∼ b3

represent the DH parameter of the boom-type roadheader. θ1, θ2 and d represent the
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lifting angle of the cutting arm, the turning angle and the elongation of the cutting head,
respectively.

We derived the transformation matrices among the various coordinate systems of the
roadheader to describe the movement and positioning more precisely. The transforma-
tion matrix between the cutting head coordinate system OiXiYiZi(i = 1, 2, 3, 4) and the
roadheader body coordinate system OoXoYoZo is derived as follows:

0
1T =


cos θ1 − sin θ1 0 a1

sin θ1 cos θ1 0 0

0 0 1 b2

0 0 0 1

1
2T =


cos θ2 − sin θ2 0 a2

0 0 1 0

− sin θ2 − cos θ2 0 0

0 0 0 1

2
3T =


1 0 0 b3

0 0 1 a3 + d
0 −1 0 0

0 0 0 1

3
4T =


1 0 0 0

0 1 0 0

0 0 1 a4

0 0 0 1

 (1)

We derived the homogeneous transformation matrix for the cutterhead relative to the
roadheader body coordinate system as:

0
4T = 0

1T1
2T2

3T3
4T (2)

We set the pose h
0T of the roadheader robot in the tunnel coordinate system, and define

the corresponding transformation matrix:

h
0T =

[
h
0R h

0 p
0 1

]
(3)

where h
0 p =

[
xb yb zb

]T
, h

0R = RzRyRx.

We calculated the transformation matrix h
4T = h

0T0
4T of the cutting head coordinate

system relative to the tunnel coordinate system, and utilized this matrix to determine the
position of the cutting head in the tunnel coordinate system. Subsequently, we further
solved the forward kinematics problem, namely, solving for the coordinates of the cutting
head center point and the envelope surface in the cross-section coordinate system based on
the known joint variables.

d
4P = d

hTh
4T =

(
h
dT

)−1h
4T4P (4)

To solve the inverse kinematics, we employed analytical methods, numerical iterative
methods, or intelligent algorithms. These methods calculate the joint variables required for
the robot to move to a desired pose based on a given target pose. Before solving inverse
kinematics, it is essential to define the target pose of the end effector. The boom-type
roadheader operates within specific cross-sectional spaces, such as rectangular, trapezoidal,
and semicircular arches, which differ significantly from point-to-point movements in tasks
like welding and spraying. Therefore, the precise control of swing and telescoping of the
cutting arm is required, particularly in narrow tunnel spaces. However, the roadheader
is an underactuated mobile robotic arm, consisting of both a mobile mechanism and an
actuating mechanism, making it challenging to directly design the target pose based on the
target workspace.

To simplify the cutting head model, we calculated the motion space under the current
pose of the roadheader body. This space is optimized by constructing a cross-sectional
constrained space model to determine the feasible cutting space, which can be used to
guide the planning and control of the cutting trajectory.

2.2.2. Simplified Cutterhead Modeling

Figure 3 depicts the actual cutting section of the roadheader robot. Based on the
general principles of roadheader design, this paper simplifies the complex curved surface
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of the cutting section to a geometric surface formed by rotating a curve, which is composed
of a parabola and line segments, around a rotational axis.
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Figure 3. Projection model of cutterhead.

A piecewise curve Γ, composed of a parabola and line segments, can be expressed as:

Γ :


l3y2 = r2z −r < y ≤ 0,−l3 < z ≤ 0

l2y = (R − r)(l2 + l3) + (R − r)z −R < y ≤ −r,−(l2 + l3) < z ≤ −l3
y = −R −(l1 + l2 + l3) ≤ z ≤ −(l2 + l3)

(5)

where R denotes the large radius of the cutting section, r the small radius, and l1 + l2 + l3
the total length of the cutting head. By rotating this piecewise curve around the rotational
axis O4L1 (designated as the Z4-axis) of the cutting head coordinate system for one full
circle, an outer envelope surface of the cutting head is formed, denoted as surface Π.

Π :


l3(x2 + y2) = r2z,−r < y ≤ r
l2
2 (x2 + y2) = ((R − r)(l2 + l3) + (R − r)z)2,−R < y ≤ −r and r < y ≤ R

x2 + y2 = R2,−R < y ≤ R
(6)

2.2.3. Mathematical Modeling of Target Section

The primary focus of research is on rectangular roadway tunneling, as it constitutes
the main type in coal mine tunneling. As illustrated in Figure 4, the rectangular roadway
cross-section model is composed of a three-dimensional space enclosed by multiple planes
π1 ∼ π6. By precisely controlling the movement trajectory of the cutting head within this
space, the target roadway can be accurately excavated.
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The roadway width Wh, height Hh, and specified cutting depth Ch were set. The
tunneling process is regarded as forming a rectangular prismatic space through multiple
cycles of cutting. Let Rh represent the distance from the current cross-section to the starting
point of the roadway. Ideally, Rh equals the product of the number of cuts n and the
cutting depth Ch, where n denotes the cutting sequence starting from the origin. Hence, the
coordinates of any point within the cross-section space can be denoted as pd = (xd, yd, zd),
where 0 < xd < Ch, −0.5Wh < yd < 0.5Wh.



Appl. Sci. 2025, 15, 2126 7 of 25

Based on the kinematic model of the boom-type roadheader, the roadway coordinate
system differs from the cross-section coordinate system only in terms of an offset Rhx along
the x-axis, with the other coordinate axes being consistent. Accordingly, the transformation
matrix h

dT is expressed as:

h
dT =


1 0 0 Rh

0 1 0 0
0 0 1 0
0 0 0 1

 (7)

In the roadway coordinate system, the coordinates of any point pd in the cross-section
coordinate system are Pd = h

dT · pd. For non-full-section excavation, a minimum of two
cuts are required to complete the excavation of a single cross-section. In this paper, the
cross-section is divided into left and right parts based on the roadway centerline, and Left-
Section and Right-Section models are constructed accordingly as Pd_le f t = (xd, yle f t, zd),
Pd_right = (xd, yright, zd). Specifically, Pd_le f t = (xd, yle f t, zd) represents the left cross-section
model, while Pd_right = (xd, yright, zd) represents the right cross-section model.

2.2.4. Generation of Trajectory Space Under Section Constraints

In the absence of cutting section constraints, the cutting arm moves within the range of
the joint space, forming the motion space at the current pose. This motion space intersects
with the target cutting section, resulting in the desired cutting space.

Let the motion space of the cutting head vertex under the current roadheader pose
be denoted as Pi(1, 2, 3 · · · n), with the corresponding joint space θi(1, 2, 3 · · · n). The cross-
section model is given in Equation (8). Solving the motion space involves finding the
mapping relationship between Pi(1, 2, 3 · · · n) and θi(1, 2, 3 · · · n). For any point (x_le f tj,
y_le f tj, z_le f tj) within the coordinate set Psolution, it must satisfy (j = 1, 2, · · · , j < n).

x_le f tj ≤ Rh + Ch

y_le f tj ≥ −0.5 ∗ Wh, and, y_le f tj ≤ 0
z_le f tj ≥ 0, and, y_le f tj ≤ 0.5 ∗ Hh

(8)

Similarly, the constraint conditions for the right-side cross-section can be determined
based on the current pose of the roadheader and the shape and position of the right-side
cross-section. 

x_rightj ≤ Rh + Ch

y_rightj ≥ 0, and, y_rightj ≤ 0.5 ∗ Wh

z_rightj ≥ 0, and, z_rightj ≤ Hh

(9)

Based on the spatial range of each joint of the cutting arm, the forward kinematics
model is utilized to set joint space increments (∆θ1, ∆θ2, ∆d). Starting from the initial state,
spatial point sets are screened according to cross-section constraint conditions to obtain
feasible cutting space under the current roadheader pose. During this process, the size
constraint of the cutting head must be considered, with calculations performed using the
spatial coordinates of the cutting head’s outer envelope surface.

Figure 5 illustrates the design process of the cutting trajectory space under target
cross-section constraints. Given the pose of the roadheader body, the inherent motion space
is calculated based on the motion range of the cutting arm joints, and then cutting trajectory
points satisfying the constraints are screened in combination with target cross-section
constraints. Adding the outer envelope surface of the cutting head forms an effective
cutting space. However, the obtained cutting trajectory points are disordered and cannot
directly guide the movement of the roadheader, requiring further optimization.
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The cutting space is derived from joint space parameters, encompassing spatial co-
ordinates of the end effector and its envelope surface. The trajectory points represent
the spatial positions of the robot’s joints, allowing for direct control without the need for
frequent recalculations of inverse kinematics during operation, thus improving both control
efficiency and accuracy.

2.3. Optimizing Cutting Paths Using Improved NSGA-II
2.3.1. Objective Function Formulation for Path Optimization

The cutting space is derived from joint space parameters, encompassing spatial coor-
dinates of the end effector and its envelope surface. The trajectory points embody spatial
joint information, eliminating the need for frequent inverse kinematics solutions during
control, thereby enhancing control efficiency and accuracy.

minF(x) = min(F1(x), F2(x)) (10)

where the key parameters include the shortest path F1(x) = L(π) and the minimum turning
angle F2(x) = T(π).

The trajectory point set π = (pπ(1), pπ(2), · · ·, pπ(m)) is defined as the collection of all
path points during roadheader operation. The total length of the cutting trajectory, L(π), is
the sum of distances between consecutive path points.

L(π) = ∑n−1
k=1 d(pπ(k), pπ(k+1))+d(pπ(n), pπ(1)) (11)

The total turning angle, T(π), is the sum of angle differences between consecutive
path points, calculated using a method based on spatial vectors of joint variables. For
any consecutive trajectory points corresponding to joint variables θπ(k−1), θπ(k), θπ(k+1),
2 ≤ k ≤ n − 1, the direction vector vk from θπ(k) to θπ(k+1) is defined, and based on these
vectors, the total turning angle T(π) of the entire path is calculated.

T(π) = ∑n−1
k=2 Tk→k+1 + Tn→1 (12)
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where Tk→k+1 =


∣∣∣cos−1(

vk ·vk+1
|vk |·|vk+1|

)
∣∣∣, vk ·vk+1

|vk |·|vk+1|
< 1

0, vk ·vk+1
|vk |·|vk+1|

= 1
.

Optimization of the cutting trajectory must meet the section forming cutting charac-
teristics: the path should cover all trajectory points, ensuring each is traversed accurately
once for completeness; trajectory points should be adjacent to ensure cutting continuity,
as the target section is composed of solid coal walls and cannot jump; the starting point
should be located on the outermost cutting plane of the section.

2.3.2. Optimization Procedure for Cutting Paths

Trajectory point optimization is essentially the solution to the bi-objective traveling
salesman problem (TSP). The bi-objective TSP is a combinatorial optimization challenge
aiming to balance conflicting objectives such as minimizing travel distance and maximizing
customer satisfaction. Solution methods include the weighted sum method, ε-constraint
method, and multi-objective evolutionary algorithms [23]. NSGA-II, an improved genetic
algorithm, excels in multi-objective optimization by efficiently managing multiple objec-
tives through rapid non-dominated sorting, crowding distance assessment, and elitist
selection, enhancing solution set convergence and diversity. Adaptive improvements to
NSGA-II are made to address the cutting trajectory optimization problem.

In the NSGA-II algorithm, setting the sharing radius relies on experience, which is a
limitation. To address this, the concept of crowding distance is introduced. As illustrated
in Figure 6, points marked within solid circles belong to the same non-dominated front.
Crowding distance reflects the density of individuals in space, defined as the perime-
ter of the quadrilateral formed by adjacent solutions i − 1 and i + 1. A larger crowd-
ing distance indicates a sparser area around the solution, facilitating the maintenance of
population diversity.

Appl. Sci. 2025, 15, x FOR PEER REVIEW 10 of 27 
 

in Figure 6, points marked within solid circles belong to the same non-dominated front. 
Crowding distance reflects the density of individuals in space, defined as the perimeter of 
the quadrilateral formed by adjacent solutions 1i −   and 1i +  . A larger crowding dis-
tance indicates a sparser area around the solution, facilitating the maintenance of popula-
tion diversity. 

 

Figure 6. Crowding distance calculation. 

The NSGA-II algorithm incorporates an elite strategy to retain superior individuals 
and eliminate inferior ones, expanding the selection scope for the next generation by 
merging parental and offspring individuals into a new population, as illustrated in Figure 
7. 

 

Figure 7. Elite strategy execution steps. 

The direct application of the NSGA-II algorithm falls short in addressing the cutting 
trajectory problem. Hence, an improved NSGA-II algorithm flowchart, specifically de-
signed for the optimization of cutting trajectories, is presented in Figure 8. 

Figure 6. Crowding distance calculation.

The NSGA-II algorithm incorporates an elite strategy to retain superior individuals and
eliminate inferior ones, expanding the selection scope for the next generation by merging
parental and offspring individuals into a new population, as illustrated in Figure 7.

The direct application of the NSGA-II algorithm falls short in addressing the cut-
ting trajectory problem. Hence, an improved NSGA-II algorithm flowchart, specifically
designed for the optimization of cutting trajectories, is presented in Figure 8.
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The specific procedure is as follows:
(1) Obtain Path Points and Design Adjacency Matrix. The process begins by obtaining

the feasible cutting space for the roadheader under its current pose. The path points are
then numbered, and an adjacency constraint model is established in the joint space. The
adjacency matrix is computed based on these constraints, which governs the connections
between path points.
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(2) Initialize Population. The population is initialized, with the first generation
(Gen = 1) being created. However, since the standard NSGA-II algorithm initializes the
population randomly, it does not fully respect the adjacency constraints of the roadheader.
Therefore, adaptive improvements are introduced to ensure the population initialization is
feasible with respect to the constraints.

(3) Generate First Generation of Offspring Population. If the first generation of off-
spring has already been generated, the algorithm proceeds by setting Gen = 2. Otherwise,
non-dominated sorting, selection, crossover, and mutation are performed on the initial pop-
ulation to generate the first generation of offspring. The crossover and mutation processes
are modified to adapt to the kinematic constraints of the roadheader.

(4) Merge Parent and Offspring Populations. The parent and offspring populations
are merged into a new population. If a new parent population has not been generated, the
algorithm calculates the objective functions of the individuals in the new population. Then,
it performs rapid non-dominated sorting, crowding distance calculation, and applies an
elite strategy to generate the new parent population.

(5) Generate New Offspring Population. Once a new parent population is generated,
selection, crossover, and mutation operations are performed on the parent population
to generate the offspring. This process is again constrained by the adjacency model to
maintain feasibility for the roadheader’s movement.

(6) Check Evolution Generation Limit. The algorithm checks whether the generation
count (Gen) has reached the maximum allowed number. If not, it increments the generation
count and loops back to Step 3 to repeat the process. If the maximum number of generations
is reached, the algorithm terminates.

2.3.3. Adjacent Constraints Design for Cutting Space Points

In robotics, joint space is defined as the space with joint parameters as coordinate
axes. The state of each joint varies independently, without directly considering the position
of the end effector in Cartesian space. This paper establishes adjacency constraints using
joint parameters as the basis, focusing primarily on the relative positional relationships
and kinematic constraints among joints. Although joint space does not directly utilize the
concept of geometric neighborhoods, the notion of “neighborhood” can be extended in
this context.

Let the coordinates of the set of spatial points be M = {m1, m2, . . . , mn}, where
each spatial point m1 = (xi, yi, zi) corresponds to a joint space point Q = {q1, q2, . . . , qn}.
Specifically, spatial point m1 = (xi, yi, zi) corresponds one-to-one with joint space point
q1 = (θi1, θi2, di), where q1 represents the joint parameters of the cutting part. This means
that for each spatial point mi, there is a unique joint space point qi, and the positioning of
the spatial point is achieved through the joint space parameters qi.

The adjacency matrix A is used to represent the adjacency relationship between spatial
points. The adjacency matrix A is defined as:

A =


a11 a12 · · · a1n

a21 a22 · · · a2n
...

...
. . .

...
an1 an2 · · · ann

 (13)

where mi and mj represent adjacent points aij = 1, and the motion corresponding to joint
points qi and qj must satisfy the continuity constraint. mi and mj indicate aij = 0 that there
is no adjacency relationship between them.
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When considering a single joint, its neighborhood can be defined as the two states
resulting from adding or subtracting a small increment to the current joint angle. Since the
three joints of the cantilever roadheader are independent, they can be controlled indepen-
dently. By adding or subtracting a small increment ∆θ to the current joint space coordinate
O(θ1, θ2, d) along the rotational joint’s direction of motion, two states A(θ1 + ∆θ, θ2, d) and
B(θ1 − ∆θ, θ2, d) are generated. Similarly, by adding or subtracting ∆θ along the lifting
joint’s direction of motion, two states C(θ1, θ2 + ∆θ, d) and D(θ1, θ2 − ∆θ, d) are produced.
By adding or subtracting a small increment ∆d along the telescoping joint’s direction of
motion, two states E(θ1, θ2, d + ∆d) and F(θ1, θ2, d − ∆d) are generated. These states are
combined to form the adjacency constraint model in joint space, as illustrated in Figure 9.
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At this point, the changes of points qi and qj in the θ1-direction and θ2-direction satisfy∣∣θi1 − θj1
∣∣ ≤ ∆θ,

∣∣θi2 − θj2
∣∣ ≤ ∆θ (14)

where ∆θ represent the maximum change in the θ1-direction and θ2-direction, respectively.
This condition can be used to determine the adjacency conditions for the joint rotation
directions of θ1 and θ2. The change in points qi and qj in the direction of the cutterhead’s
telescoping motion satisfies: ∣∣di − dj

∣∣ ≤ ∆d (15)

where ∆d represents the maximum allowable change in the cutterhead’s telescoping direc-
tion. Therefore, the adjacency relationship between points qi and qj holds if and only if all
the above conditions are satisfied, that is:

aij =

{
1,

∣∣θi1 − θj1
∣∣ ≤ ∆θ,

∣∣θi2 − θj2
∣∣ ≤ ∆θ,

∣∣di − dj
∣∣ ≤ ∆d

0, otherwise.
(16)

By calculating the adjacency values of all spatial points, the adjacency matrix A can
be obtained.

Assuming bidirectional and unordered trajectory points with uniform cost, the creation
of adjacency lists and adjacency matrices hinges on the criterion for adjacency determi-
nation. This paper employs the joint space adjacency model depicted in Figure 10 for
trajectory points as the basis for adjacency judgment. For instance, trajectory points “1”
and “4” are adjacent to trajectory point “0”, and thus are classified into the adjacency list of
point “0”. Similarly, other trajectory points are classified accordingly. A 16 × 16 matrix is
constructed, where, based on the established adjacency lists, the corresponding positions
in the matrix are set to 1 if adjacent, and to 0 otherwise.
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Adjacency lists and adjacency matrices are crucial components in the optimization
of cutting trajectories. In the context of high-dimensional path optimization, the rational
design of adjacency lists and matrices can significantly enhance efficiency. Furthermore,
they provide a foundation for subsequent operations such as initialization and mutation
using the NSGA-II algorithm.

2.3.4. Application of Improved NSGA-II to Path Optimization

In this paper, we present the application of depth-first search (DFS) with adjacency
constraints for initialization, crossover, and mutation operations in pathfinding. DFS is
initiated from the starting path point and sequentially searches for adjacent, unvisited
nodes until all potential paths are identified. However, its efficiency diminishes in the
context of higher-dimensional path sequences. To mitigate this, we introduce pruning
operations based on the unique constraint that each cutting trajectory point can only be
traversed once. The pruning procedure entails updating the adjacency list by removing
visited nodes, identifying connected components among unvisited nodes, and assessing
the size of each component. If a component’s size is smaller than the remaining nodes,
it suggests fragmentation of the path, preventing the formation of a closed loop due
to adjacency constraints. Consequently, the current node is bypassed for backtracking
purposes. Additionally, this study introduces a DFS algorithm integrated with pruning
optimization to refine the initialization and mutation processes, thereby ensuring path
adjacency and maintaining high search efficiency.

(1) Population Initialization with Adjacency Constraints
The NSGA-II algorithm initializes its population using a random generation method,

which introduces uncertainty. This randomness results in spatially uneven point sets, failing
to guarantee adjacency constraints during each initialization. Given a population size m,
NSGA- II randomly generates m path points, exhibiting randomness and uncertainty.
While the path length is ensured, incomplete traversal and redundant traversal issues may
arise, as illustrated in Figure 11. To address this, a depth-first search (DFS) algorithm with
pruning optimization is employed for population initialization. A schematic diagram of
one path after optimization is presented, demonstrating that the initialized path satisfies
the predefined adjacency constraints without redundant traversal.
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(2) Mutation with Adjacency Constraints
In the mutation operation of NSGA-II, individuals from the current population are

selected for mutation, with one or more genes on their chromosomes randomly chosen as
mutation targets. The polynomial mutation operator is applied to these genes, resulting
in mutated gene values that replace the corresponding values in the original individuals,
thereby generating new mutated individuals. However, when performing mutation with
adjacency constraints, it is necessary to ensure that the subsequent path points after the
mutation point also satisfy adjacency.

Given the limitations of NSGA-II in crossover and mutation handling, further adja-
cency processing is required for the crossover gene segments or mutated gene sequences
after these operations. Therefore, we combine these two processing steps. Although this
approach sacrifices some population diversity, it significantly improves the efficiency of
generating offspring gene sequences due to the adjacency constraints.

3. Simulations and Experiments
3.1. Simulation Verification

Path points spaced at intervals of 10 were selected, with their joint space coordinates
provided in Figure 12. The adjacency matrix for this path set was computed based on
the joint space adjacency constraint model. Simulation settings: population size of 128,
500 iterations. By comparing path optimization outcomes under different mutation and
crossover probabilities, and considering convergence, runtime, minimum distance, and
turning cost, a crossover probability of 0.7 and a mutation probability of 0.6 were selected
as the simulation parameters.

3.1.1. Presentation of Optimization Results

Figure 13 presents the Pareto optimal solution and iterative convergence of trajectory
point optimization using the improved NSGA-II path optimization algorithm.
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Figure 13a presents the Pareto optimal front. For the objective functions of total
distance and total turning angle, each has an optimal solution, but optimizing one may
impact the other. Using the improved NSGA-II path optimization method, a set of Pareto
optimal solutions were obtained, forming the Pareto front. Figure 13b shows that at 178
iterations, the total distance reached a minimum of 10,594.57; Figure 13c indicates that at
145 iterations, the total turning angle reached a minimum of 3023.74. This study verifies the
convergence of the proposed method, and subsequent ablation experiments will further
validate the effectiveness of the improvements.

3.1.2. Ablation Comparison

To validate the effectiveness of algorithm improvements, ablation comparison
experiments were conducted, comparing initial population and crossover processes.
∼ (F + PC + PV): no improved initialization or crossover with adjacency constraints;
F: only NSGA-II with adjacency-constrained initialization; PC + PV : only crossover with
adjacency constraints; F + PC + PV : both improved initialization and crossover with ad-
jacency constraints. Experimental results are shown in Figure 14, including convergence
generations, optimal objective function value, and running speed. The improved method
yields the best objective function value.

Through ablation experiments and statistical significance analysis, the proposed
method demonstrates significant improvements over other modifications in terms of con-
vergence speed, total path length, steering angle, and runtime (p < 0.001). Specifically, the
proposed method reduces the number of iterations by 60.9% (p < 0.001). In terms of runtime,
the proposed method reduces the time by 91.6% compared to other methods (p < 0.001).
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The total path length and runtime of the proposed method are significantly better than
those of the other improvements.
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This study validates the effectiveness and superiority of the improved NSGA-II path
optimization method in cross-sectional forming cutting trajectory optimization from both
convergence and performance improvement perspectives. However, further verification
is required for its specific application in boom-type roadheader path optimization. Given
the complexity and difficulty of actual cutting path testing, a virtual debugging system is
constructed in a virtual environment to verify the correctness of the cutting trajectory by
comparing planning results with virtual motion results.

3.1.3. Comparative Simulation Validation

Under identical simulation conditions, a comparative analysis of the modified
NSGA-II algorithm with PSO and ACO algorithms was conducted, focusing on conver-
gence frequency, total path length, total turning angle, and runtime. The results of this
comparison are presented in Figure 15.
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Under identical simulation conditions, the performance of the improved NSGA-II
algorithm was compared with the PSO and ACO algorithms in terms of convergence times,
total path length, total turning angle, and runtime. The results are presented in Figure 15.
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To validate the comparative results, we conducted statistical significance testing using
ANOVA (p < 0.001), Tukey HSD, and Kruskal–Wallis tests where appropriate. The analysis
showed that the improved NSGA-II algorithm significantly outperforms the PSO and
ACO algorithms across all evaluated metrics. The improved NSGA-II algorithm reduced
convergence times by 127 iterations compared to PSO, and 148 iterations compared to ACO
(Kruskal–Wallis test, p < 0.001). The improved NSGA-II algorithm achieved a 1105.16 mm
reduction in total path length compared to PSO, and a 438.07 mm reduction compared to
ACO (ANOVA, p < 0.001). The improved NSGA-II algorithm decreased the total turning
angle by 420.65◦ compared to PSO, and 187.52◦ compared to ACO (ANOVA, p < 0.001).
The runtime of the improved NSGA-II algorithm was reduced by 49.64% compared to PSO,
and by 61.54% compared to ACO (Tukey HSD, p < 0.001).

Therefore, in terms of convergence times, running time, and trajectory results, the
improved NSGA-II algorithm demonstrates superior performance, providing a basis for
further application in boom-type roadheader cutting trajectory planning.

3.2. Virtual Simulation of Sectional Cutting Verification

To elucidate the impact of the body pose on the motion space of the roadheader, this
paper establishes the size parameters for the boom-type roadheader, as detailed in Table 1.
The motion ranges of the cutting arm include the rotation angle θ2 ∈ [−45(◦), 45(◦)], lifting
angle θ1 ∈ [−135(◦),−45(◦)], and telescoping length d ∈ [0, 500 (mm)]. Additionally,
tunnel parameters 5× 3 (m), target cross-section parameters: Rh = 20 (m), Ch = 1 (m), and
cutting head size parameters (R = 380 (mm), r = 266 (mm), l1 = 84 (mm), l2 = 343 (mm),
l3 = 122 (mm)) are defined.

Table 1. Dimensional parameters of roadheader.

Para. a1 a2 a3 a4 b1 b2 b3

Roadheader (mm) 1544 501.5 2011.5 962 983 290 13

To improve the quality of section forming, this paper adopts a segmented cutting
method and constructs a feasible cutting trajectory space based on different roadheader
body poses. The discrete path points are optimized using an improved NSGA-II algo-
rithm to obtain feasible cutting trajectories. Three scenarios are compared and analyzed
as follows:

Scenario 1: The roadheader body pose for left-side section cutting is set to P = (15, 563.5 mm,
−1250 mm, 983 mm, 0◦, 0◦, 0◦), and for right-side section cutting, it is set to P = (15, 563.5 mm,
1250 mm, 983 mm, 0◦, 0◦, 0◦).

Scenario 2: The roadheader body pose for left-side section cutting is set to P = (15, 563.5 mm,
−1250 mm, 983 mm, 0◦, 0◦, 0◦), and for right-side section cutting, it is set to P = (15, 503.5 mm,
1230 mm, 963 mm, 2◦,−2◦, 10◦).

Scenario 3: The roadheader body pose for left-side section cutting is set to P = (15, 503.5 mm,
−1230 mm, 963 mm, 2◦,−2◦, 10◦), and for right-side section cutting, it is set to P = (15, 563.5 mm,
1230 mm, 1003 mm, 2◦,−2◦,−10◦).

Based on the above poses, an improved NSGA-II is used to plan the cutting trajectories,
and the trajectory tracking effect and forming quality are verified on a virtual simulation
platform. As shown in Figure 16, a virtual simulation platform for section forming and
cutting is built, achieving coordinate mapping and scale unification between physical and
virtual spaces. A cutting head with virtual collision detection function is used to simulate
the cutting process.



Appl. Sci. 2025, 15, 2126 18 of 25

Appl. Sci. 2025, 15, x FOR PEER REVIEW 19 of 27 
 

Based on the above poses, an improved NSGA-II is used to plan the cutting trajecto-
ries, and the trajectory tracking effect and forming quality are verified on a virtual simu-
lation platform. As shown in Figure 16, a virtual simulation platform for section forming 
and cutting is built, achieving coordinate mapping and scale unification between physical 
and virtual spaces. A cutting head with virtual collision detection function is used to sim-
ulate the cutting process. 

 

Figure 16. Virtual simulation platform for forming. 

3.2.1. Simulation of Non-Full-Section Cutting Paths Under Different Body Poses 

In this paper, an improved NSGA-II algorithm is adopted for trajectory planning un-
der three different roadheader body poses. Figure 17 presents the cutting trajectory plan-
ning results for three scenarios, including: (a) a three-dimensional comparison of the cut-
ting head envelope space; (b) a comparison of the planned cutting trajectories; (c) a com-
parison of the joint variables for the left-side section cutting trajectories; and (d) a compar-
ison of the joint variables for the right-side section cutting trajectories. 

 

Figure 17. Comparison of cutting path planning results for three different poses. (a) Operational 
space. (b) Cutting path. (c) Joint variables for left section cutting path. (d) Joint variables for right 
section cutting path. 

Figure 16. Virtual simulation platform for forming.

3.2.1. Simulation of Non-Full-Section Cutting Paths Under Different Body Poses

In this paper, an improved NSGA-II algorithm is adopted for trajectory planning under
three different roadheader body poses. Figure 17 presents the cutting trajectory planning
results for three scenarios, including: (a) a three-dimensional comparison of the cutting
head envelope space; (b) a comparison of the planned cutting trajectories; (c) a comparison
of the joint variables for the left-side section cutting trajectories; and (d) a comparison of
the joint variables for the right-side section cutting trajectories.
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Figure 17a shows that the cutting spaces of the planned trajectories under different
body poses differ from the target section. Segmented cutting trajectory planning can achieve
full-section cutting, but changes in the body pose lead to changes in the cutting space.
The left-side section cutting poses are the same for Scenario 1 and Scenario 2, but their
right-side section cutting spaces differ. Similarly, the right-side section cutting poses are the
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same for Scenario 2 and Scenario 3, with the same cutting space, but their left-side section
spaces differ. Therefore, changes in the body pose affect the formation of the cutting space.

Figure 17b compares the cutting trajectories formed by the cutting head end coordi-
nates under the three poses, consistent with Figure 17a, indicating that the cutting head
end coordinates do not fully contact the target section, demonstrating the need to con-
sider the size constraint of the cutting head for cutting planning. Figure 17c,d present
the joint variables for the left-side and right-side section cutting trajectory planning, re-
spectively, avoiding frequent calculation of inverse kinematics solutions during automatic
cutting control.

In summary, the trajectory planning method proposed in this paper adapts to different
roadheader body poses and ensures good cutting quality, but further verification and
analysis are needed to determine the specific cutting quality.

3.2.2. Comparative Analysis of Virtual Trajectory Tracking

Based on the cutting trajectory planning results under three poses, we conducted
virtual simulations in Unity3D. A unified virtual coordinate system was established, and
virtual roadheader models and virtual sections were created. The virtual models were
then driven for cutting operations using the obtained joint space motion parameters. By
comparing the section forming quality and cutting trajectories, the validity of the cutting
trajectories constructed using the proposed method was verified. Figure 16 presents the
trajectory tracking and virtual forming effects.

Figure 18 shows that the virtual cutting trajectories are basically consistent with the
planned trajectories. Under the three body poses, the virtual cutting results in good section
forming effects, ensuring the quality of the section cutting and precise boundary control.

In the three poses, deviations exist between the virtual cutting tracking trajectories and
the planned trajectories. Therefore, an in-depth analysis of the trajectory tracking errors is
required to verify the forming cutting performance of the planned trajectories. To quantify
the cutting effect, a forming quality evaluation index, namely the cutting volume ratio,
PFormQuality, is proposed.

PFormQuality =
VCutdone

Vall

Herein, VCutdone denotes the cut volume, and Vall denotes the total section volume.
Figure 19 presents a comparison of the cutting quality of section forming in virtual simula-
tions. Under the three poses, the forming quality is good; however, as the pose deviation
increases, the forming quality gradually decreases.

However, it is difficult to directly verify the effectiveness of trajectory planning solely
through the forming process and quality. Therefore, it is necessary to compare the recorded
virtual cutting trajectories with the planning results. Figure 20 presents comparisons of
positions in various directions under three conditions, including data comparisons of
cutting trajectories in the X-direction, Y-direction, and Z-direction.

Figure 20 shows that the coordinate data in each direction are basically consistent.
The trajectory tracking results for scenario 1 are: maximum deviation in the X-direction
is −13 mm, Y-direction is −4 mm, and Z-direction is −6 mm; for scenario 2: X-direction
is 6 mm, Y-direction is 4 mm, and Z-direction is −5 mm; for scenario 3: X-direction is
−9 mm, Y-direction is −3 mm, and Z-direction is −5 mm. In summary, regardless of the
boom loader’s pose, deviations exist between the virtual cutting trajectory and the planned
trajectory, but their trends are consistent. From the perspective of forming quality and
motion trend, the improved NSGA-II cutting trajectory planning method proposed in this
paper is effective and can guide the automatic control process of the cantilever boom loader.
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4. Experimental Validation
4.1. Experimental Platform Description

Figure 21 presents the experimental platform for validating cutting trajectory planning.
The platform adopts the cutting trajectory planning method proposed in this paper, controls
the roadheader to follow the planned path, and verifies the effectiveness of the method by
comparing the differences between the actual and planned paths. The platform consists of a
body vision positioning system [24], a cutting head positioning system, a control unit, and
a target section (2 m × 1.9 m). The body vision positioning system includes explosion-proof
industrial cameras, laser pointers, and an inertial navigation system. The cutting head
positioning system includes displacement sensors for lifting, rotating, and telescoping
cylinders, and calculates the attitude angle of the cutting arm using a mathematical model
of the cutting arm joint mechanism.

4.2. Analysis of Experimental Results

Given the pose of the roadheader body, the cutting arm is controlled to move according
to the planned trajectory. The left image in Figure 22 shows the cutting head moving
autonomously to the boundary, while the right image compares the cutting trajectory with
the planned trajectory. The results show that the trajectory tracking is consistent with the
planning, achieving sectional forming cutting with good boundary control.
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Figure 22. Comparison of cutting paths.

Figure 23 presents a comparative analysis of the cutting trajectory tracking in the x, y,
and z directions. (a) shows the trajectory comparison and error in the x-direction, (b) in the
y-direction, and (c) in the z-direction.

The experimental results show that the average tracking error in the X-direction is
−7.17 mm, with a maximum error of 9.32 mm. In the Y-direction, the average error is
−1.75 mm, with a maximum error of 23.88 mm, which is notably higher than in other
directions. This significant deviation suggests that the Y-axis trajectory tracking may be
more susceptible to certain challenges such as sensor noise or limitations in the algorithm’s
handling of vertical movements. In the Z-direction, the average error is −8.16 mm, with a
maximum of 15.93 mm. While these deviations are within an acceptable range for most
applications, further refinement of the planning algorithm and sensor fusion techniques is
recommended to minimize these errors, particularly in constrained or complex environ-
ments. Overall, these results validate the cutting trajectory tracking algorithm and provide
a strong foundation for further advancements in autonomous cutting technology. However,
the higher deviations observed in the Y-direction warrant attention and could be addressed
in future work to ensure more consistent performance across all axes.
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5. Conclusions
(1) A kinematic model of the boom-type roadheader was established to achieve coordi-

nate transformation among the roadheader, target section, and roadway. By simplifying the
cutting head model using segmented curves and establishing a section constraint model, a
cutting space driven by the body pose was designed. Within this space, cutting trajectory
points that meet the requirements for sectional forming cutting were obtained.

(2) A bi-objective optimization function was designed for the total length and total
turning angle of the cutting trajectory, and an improved NSGA-II algorithm was used
to solve for executable cutting trajectories. A simulation and experimental validation
platform was built to verify the superiority of the improved algorithm. Additionally, a
virtual simulation platform for trajectory tracking was used to verify the effectiveness of
the cutting trajectories under different body poses, ensuring high forming quality.

(3) A trajectory-tracking experimental platform was built. The experimental re-
sults show that the cutting trajectory tracking is effective, with a maximum deviation
of 23.879 mm, which can effectively support autonomous cutting control. This method
not only provides effective cutting trajectories for autonomous cutting but also avoids
frequent inverse kinematics solutions during the control process, improving computational
efficiency and laying a foundation for autonomous control of sectional forming cutting.

(4) Future work will focus on enhancing the adaptability of the proposed method
to more complex roadway conditions, including variable cross-sections and irregular
geological environments. Additionally, the trajectory-planning approach will be further
optimized to improve computational efficiency and real-time performance for practical
applications.
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