Artificial Intelligence for Detecting Preterm Uterine Activity in Gynecology and Obstetric Care
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Abstract — Preterm birth brings considerable emotional and economic costs to families and society. However, despite extensive research into understanding the risk factors, the prediction of patient mechanisms and improvements to obstetrical practice, the UK National Health Service still annually spends more than £2.95 billion on this issue. Diagnosis of labour in normal pregnancies is important for minimizing unnecessary hospitalisations, interventions and expenses. Moreover, accurate identification of spontaneous preterm labour would also allow clinicians to start necessary treatments early in women with true labour and avert unnecessary treatment and hospitalisation for women who are simply having preterm contractions, but who are not in true labour. In this research, the Electrohysterography signals have been used to detect preterm births, because Electrohysterography signals provide a strong basis for objective prediction and diagnosis of preterm birth. This has been achieved using an open dataset, which contains 262 records for women who delivered at term and 38 who delivered prematurely. Three different machine learning algorithm were used to identify these records. The results illustrate that the Random Forest performed the best of sensitivity 97%, specificity of 85%. Area under the Receiver Operator curve (AUROC) of 94% and mean square error rate of 14%.
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I. INTRODUCTION

Premature birth usually occurs when a baby is born before 37 weeks of pregnancy, while term births occur when the baby is delivered after a gestational period of 37 weeks[1]. According to [2], preterm births can occur for three main reasons, including 1) deliveries are brought forward due to medical indication for the best interest of both the mother and the baby, 2) membrane ruptures occur prior to labour (PPROM) and 3) the occurrence of spontaneous contractions (termed preterm labour or PTL). Moreover, other health and lifestyle factors, such as cervical and uterine abnormalities, recurrent antepartum haemorrhage, illnesses and infections, any invasive procedure or surgery, overweight or obese mothers, ethnicity, social deprivation, long working hours/late nights, alcohol and drug use, and folic acid deficiency could also facilitate this condition.

In England and Wales 7.3% of babies are born prematurely in 2009, 7.1% in 2010 and 7.2% in 2011. This costs the UK National Health Service (NHS) close to £2.95 billion per year [3]. In the United States one of the most common reasons for antenatal hospitalisations is the avoidance of preterm labour and delivery. Over 10% of the 4 million infants born each year are premature and this costs the medical hospitals $1500 a day for neonatal intensive care and constitutes a national healthcare expenditure well over $25.6 billion on women who actually went on to deliver during their stay [4].

In recent years, a number of researches have reported the use of a combination of machine learning classifiers, a better understanding of risk factors related to preterm birth and the use of Electrohysterography (EHG) signal processing has led to the introduction of several measures to improve the effectiveness of the essential treatments of pregnant women [5], [6]. EHG is used to measure electrical activity in the uterus, while machine learning algorithms are trained to distinguish between term and preterm EHG records through the detection of patterns in the data, while managing variance between subjects.

The current research direction of machine learning is moving towards the comparison of different algorithms and the implementation of ensemble algorithm techniques. It can improve the accuracy and robustness of a given classification or regression task, if each learner is better than a random guess and has certain diversity. The increased accuracy is attained by exploring a greater range of learner space, while the robustness is achieved by aggregating and averaging the results.

The contribution of this paper is to investigate the classification performance of different algorithms, such as Random forest classifier, Rule-based classifier and Penalized Logistic Regression classifier techniques, using EHG signals to detect the onset of preterm births. Various machine learning classifiers are compared using an open dataset containing the records of 300 records pregnant subjects. The dataset contains 262 records of women who delivered at term and 38 who delivered prematurely [7]. Using signal processing and oversampling techniques, pre-selected features have been extracted from raw EHG signals that are suited to classifying term and preterm records.

The structure of our paper is as follows. Section II presents the methodology. The simulation results are presented in section III. Finally the paper is concluded in section IV.
II. METHODOLOGY

Predicting preterm birth and diagnosing preterm labour have important consequences, for both the health of the mother and baby, as well as the economy. Most efforts have typically concentrated on mitigating the effects of preterm birth. Nevertheless, they have proven ineffective in the detection of preterm births and incorrect diagnoses of patients are having severe financial implications for the NHS every year [3]. However, one encouraging technique, which has gained recognition in monitoring uterine activity, is the use of advanced machine learning algorithms and Electrohysterography signal processing [8]. For term deliveries, true labour only starts within 24 hours and for preterm deliveries, it may start within 7 to 10 days prior to delivery. The change in EHG activity from non-labour to labour is dramatic; throughout the rest of pregnancy, any change in EHG is more gradual.

A raw EHG signal results from the propagation of electrical activity, between cells in the muscular wall of the uterus. This signal measures the potential difference between the electrodes, in a time domain. In most pregnancies, the connections between gap junctions are sparse, although gradually increasing, until the last few days before labour. A specific pacemaker site has not been conclusively identified, although, due to obvious physiological reasons, there may be a generalised propagation direction, from the top to the bottom of the uterus [9].

Fele-Zorz et al. in [10], conducted a comprehensive study that compared linear and non-linear signal processing techniques to separate EHG records of term and preterm delivery groups. The study was based on EHG records that were collected from a general population of pregnant patients at the Department of Obstetrics and Gynecology Medical Centre in Ljumljana, between 1997 and 2006. These records are publically available via Physionet Term and Preterm Database (TPEHG) database [7], [10]. In the database, records were collected from the general population of pregnant patients, as well as those admitted to the hospital with diagnosed preterm labour. In the TPEHG database, there are 300 records/recording - one record per pregnancy. Each recording was approximately 30 minutes long, had a sampling frequency (fs) of 20Hz, and had a 16-bit resolution with an amplitude range of ±2.5mV. Prior to sampling, the signals were passed through an analogue three-pole Butterworth filter, in the range of 0 to 5 Hz. Records were either recorded early, <26 weeks (at around 23 weeks of gestation) or later, =>26 weeks (at around 31 weeks). In this experiment, linear and non-linear methods have been used and are, in both the time and frequency domains, used to improve the results obtained from classification algorithms. The extraction of features often forms part of the data pre-processing stage.

Zardoshti et al. in [11], evaluated a number of features commonly used when dealing with EHG signals. These included integrating absolute value, zero crossings and auto-regression coefficients. However, despite their good discriminant capabilities, a precise frequency threshold for accurate contraction distinction and delivery prediction, over different patients, could not be determined. Fergus et al. in [6], conducted a broad study of techniques for analysing features of EHG signals, where features such as peak frequency, median frequency, root mean square and sample entropy performed particularly well when discriminating between term and preterm records. The experiment for this paper will be conducted using the following process:

A. Data Acquisition

The dataset used for this paper is the same as that used in [5], [9], [12], [13], with four features (root mean square, median frequency, peak frequency and sample entropy). The raw uterine EHG signal has been extracted from Physionet [7] using the Waveform Database (WFDB) toolbox. The retrieved EHG signals were recorded using four bipolar electrodes adhered to the abdominal surface and spaced at a horizontal, vertical, distance of 2.5cm to 7cm apart. This has been achieved by recording through channel three of the bipolar electrodes. Table 1 shows the details for the TPEHG dataset that has been used in this paper.

<table>
<thead>
<tr>
<th>Recording Time</th>
<th>Number of Recordings</th>
<th>Time of Recordings</th>
<th>Deliveries Recording Weeks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Early Term</td>
<td>143</td>
<td>22.7</td>
<td>39.7</td>
</tr>
<tr>
<td>Term Later</td>
<td>119</td>
<td>30.8</td>
<td>39.6</td>
</tr>
<tr>
<td>Total Term</td>
<td>262</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Early Preterm</td>
<td>19</td>
<td>23.0</td>
<td>34.2</td>
</tr>
<tr>
<td>Later Preterm</td>
<td>19</td>
<td>30.2</td>
<td>34.7</td>
</tr>
<tr>
<td>Total Preterm Records</td>
<td>38</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total Number of Records</td>
<td>300</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

B. Data Pre-processing/Feature Extraction

The collection of raw EHG signals is always temporal. However for analysis and feature extraction purposes, transformation into other domains is possible. These include a frequency representation via Wavelet Transform (WT) and Fourier Transform (FT)[13].

The advantage of frequency-related parameters is that they are less susceptible to signal quality variations, due to electrode placement or the physical characteristics of the subjects. In order to calculate these parameters, a transform from the time domain is required, i.e., using a Fourier transform of the signal. In several of the studies reviewed in [10], [14], Power Spectral Density (PSD) is used to obtain frequency parameters. Peak frequency is one of the features that will be considered within the datasets used within this paper. It describes the frequency of the highest peak in the PSD. Most studies focus on the peak frequency of the burst, in both human and animal studies, and it is confirmed to be one of the most reliable parameters for predicting true labour [9], [10].

Other studies have found medium frequency to be more helpful in determining whether delivery was going to be term or preterm[6], [15]. These along with amplitude based features, root mean squares, and sample entropy will be considered and extracted from the raw EHG signals. Table 2 described the mathematical equation of these four features used in the experiment. In this list, power spectrum is calculated using the
Fast Discrete Fourier Transform, where \( f_k \) and \( N \) describe the sample frequency and the number of samples, respectively. Conversely, median frequency is used to estimate the typical frequency present in the signal and is regarded in the literature as a useful feature in EHG signal. The median frequency is defined as the midpoint in the frequency power spectrum where the sum of the points on each side is equal. RMS is also used in this study as a signal strength estimator in EHG frequency bands. It provides a measure of the magnitude of the varying quantity of the EHG signal where a signal represented by a time-series \( x(t) \) can be calculated as the root of the mean of the squares for all samples in the signal. Measuring the complexity of the signal is regarded as an important feature, which can be calculated using sample entropy. The signal parameters are set where \( m \) starts from \( [2,3,4] \) and \( r \) starts from \( [0.1,0.2,0.15,0.125,0.175] \).

**Table II. Feature Extraction Techniques Used in EMG**

<table>
<thead>
<tr>
<th>Equation Name</th>
<th>Equation Abbreviations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Root Mean Square of EHG Signal</td>
<td>( \text{RMS} = \sqrt{1/N \sum_{t=1}^{N} x_t^2} )</td>
</tr>
<tr>
<td>Peak Frequency of EHG Signal</td>
<td>( \text{Fmax} = \arg \left( \max_{i} \sum_{t=1}^{N} x_t \right) )</td>
</tr>
<tr>
<td>Median Frequency</td>
<td>( \text{Fmed} = l_{m, \bar{Y}} \sum_{t=1}^{N} p(l) = \sum_{l=1}^{10^3} p(l) )</td>
</tr>
<tr>
<td>Sample Entropy</td>
<td>( \text{samplEn}_{m,y}(Y) = -\log \left( \frac{c_m}{c_m} \right) )</td>
</tr>
</tbody>
</table>

The signals were filtered using an analogue three-pole Butterworth filter to obtain the 0.34 to 1Hz band, which contains most of the EHG information [16]. This is because Maner.et al in [16], found that uterine electrical activity occurred within 1Hz and that the maternal heart-rate (ECG) was always higher than 1Hz. Furthermore, 95% of the patients measured had respiration rates of 0.33 Hz or less. Hence, this research considered that a 0.34-1 Hz bandpass filter removed most of these effects and also movement artefacts. In this paper the raw TPEHG signals were passed through the same Butterworth filter to focus on data between 0.34 and 1Hz.

C. Classification

This study employs the comparison of Random Forest classifier, Rule–based classifier and Penalized Logistic Regression classifier for predicting preterm and term EHG signals. The main reason of selecting these classifiers is because of the robustness of the learning algorithms with unbalanced data as well as the data with missing values.

Breiman et al. in [17], proposed Random Forests, which add an additional layer of randomness to bagging. In addition to constructing each tree using a different bootstrap sample of the data, random forests change how the classification or regression trees are constructed. In standard trees, each node is split using the best split among all variables. In a random forest, each node is split using the best among a subset of predictors randomly chosen at that node.

The Random Forest algorithm can be trained through the process of an ensemble of \( B \) trees \( \{T_1(X),...,TB(X)\} \), where, \( X = x_1,...,x_p \) represents the dimensional vector of molecular descriptors or properties associated with a molecule. The ensemble produces \( B \) outputs \( \{Y_1 = T_1(X),...,Y_B = TB(X)\} \) where \( Y_b, b = 1,...,B \), is the prediction for a molecule by the \( b^{th} \) tree. Outputs of all trees are aggregated to produce one final prediction \( Y \). For classification problems, \( Y \) is the class predicted by the majority of trees. In regression, it is the average of the individual tree predictions. In theory, given data on a set of \( n \) molecules for training, \( D = \{(X_1,Y_1),...(X_n,Y_n)\} \) where \( X_i, i = 1,...,n \) is a vector of descriptors and \( Y_i \) is either the corresponding class label (e.g., active/inactive) or activity of interest (e.g., \( \log IC_{50} \)) the training algorithm proceeds as follows. Firstly, from the training data of \( n \) molecules, draws a bootstrap sample (i.e., random sample, with replacement, \( n \) molecules). Secondly, for each bootstrap sample, grow a tree with the following modification: at each node, choose the best split among a randomly selected subset of \( m_{try} \) (rather than all) descriptors. Here, \( m_{try} \) is essentially the only tuning parameter in the algorithm. The tree is grown to the maximum size (i.e., until no further splits are possible) and not pruned back. Thirdly, repeat the above steps until (a sufficiently large number) \( B \) such trees are grown. When \( m_{try} = p \) i.e., the best split at each node is selected among all descriptors, the random forest algorithm is the same as Bagging [17]–[22].

Random Forest algorithm can be very efficient, especially when the number of descriptors is very large. The efficiency of the algorithm, compared to that of growing a single decision tree, comes from two differences between the two algorithms. First, in the usual tree growing algorithm, all descriptors are tested for their splitting performance at each node, while random forest only tests \( m_{try} \) of the descriptors.

Since \( m_{try} \) is typically very small (the square root of the number of descriptors for classification), the search is very fast. In other words, at each node the Random Forest algorithm effectively only sees \( m_{try} \), rather than \( p \) descriptors. Second, to get the right model complexity for optimal prediction strength, some pruning is usually needed for a single decision tree. This is typically done via cross-validation and can take up a significant portion of the computation. In regression, each tree is grown on the residuals of the previous trees. Prediction is done by weighted vote (in classification) or weighted average (in regression) of the ensemble outputs [19]. Recently, Ham et al. in [23], applied Random Forests to classification of hyperspectral remote sensing data. Their approach is implemented within a multi-classifier system arranged as a binary hierarchy. The obtained experimental results in [23] are good for a hyperspectral data set with limited training data.

Penalized Logistic Regression classifier [24] is another model used in our experiment. Huang et al. in [25], used this algorithm for feature selection and classification methods that are applicable to high-dimensional bioinformatics data their result were promising.

The classifier incorporate a penalty term to the log-likelihood function for the same purpose of achieving a stable, as well as accurate, classification model from higher-dimensional data and avoid overfitting by imposing a penalty
on large fluctuations on the estimated parameters [26]. The algorithm is illustrated below in (2). 

\[ l_p(\beta_0; \beta; \lambda) = -l(\beta_0; \beta) + \lambda l(\beta) \]  

(2)

Where \( l(\beta_0; \beta) \) denotes the unrestricted log-likelihood function phrased. \( \lambda \) represents the regularisation parameter controlling the amount of shrinkage and \( f \) represent a penalty function on the coefficient parameter \( \beta \).

The last classifier used in the experiment is Rule Based classifier. Rules can be derived from decision trees by creating a separate rule for each path taken from the root to each leaf node [27], [28]. Rules can also be directly inferred from the data; algorithms using these rules are called ‘separate-and-conquer’ algorithms or ‘covering’ algorithms. As a minimum, prior knowledge of the domain is needed in order to specify the features (predicates) and the functions. The algorithm can then start by considering the most general rule and the ‘best one’ is chosen which describes the largest proportion of training instances. The algorithms are o called covering, because as one rule is learnt, the algorithm eliminates the instances that the rule covers as it has solved them. The rules then become increasingly specific, with more conjunctions added. An example of a rule might be \( IF \ red(x) \ AND \ round(x) \ then \ apple(x) \); this is an example of two conjunctions in a rule. After every stage of elimination, the ‘best’ rule is always chosen. The process is repeated until either there are no more training examples left, or when a threshold classification level has been reached. Rule quality measures such as the J-measure can be used to measure rule induction and classification processes (Smyth and Goodman, 1990) as quoted by [29]. In a classification situation, a decision rule is a logic statement with the following form below in (3).

\[ \text{condition1} \wedge \text{condition 2} \wedge \ldots \wedge \text{class}, \]  

(3)

Where a condition is usually an attribute-value pair indicating a certain value of certain attributes that is required to trigger the condition. If the training data records match all the conditions of the rules, then that mean the rule covers the data record; if the rule covers a data record and classifies the data record to the right class, then this means that the rule explains the data record effectively.

Rule-Based classifier are normally more comprehensible than decision trees for learning binary problems, since with rule-learners, only the rules for the positive class need to be learnt. The major disadvantage of rule-based systems is that they are not very suitable for handling reasoning with uncertainty. Rule-based systems are also not very adept at updating belief in the light of new evidence. In practice, certainty factors have been added to deal with such deficiencies, but in reality, they have led to wildly inaccurate estimates of beliefs [27], [28], [30], [31].

III. RESULT SIMULATION

The experiment was performed using the CARET Package in the R programming language. In order to train the selected classifiers, Leave-one-out Cross-validation (LOOCV) is selected. LOOCV is an estimate of the generalised performance of a model trained on \( n-1 \) samples of data, which is generally a slightly pessimistic estimate of the performance of a model trained on \( n \) samples. Rather than choosing one model in this experiment, we have fitted the model to all of the data, and used LOOCV to provide a slightly conservative estimate of the performance of that model. In the experiments, 30 iterations have been used to calculate the error rate for each of the classifiers.

Another validation technique used in this experiment is the K-fold Cross-validation technique, which estimates the accuracy of the classifiers. In the experiments, k-fold validation is performed using 5 folds and 1 repetition for the mean square errors to compare the true positives (sensitivity) and true negatives (specificity). The Receiver Operator Curve (ROC) has been used to select the optimal model using the largest value. Moreover, the overall performance of the model is calculated using the average of the area under curve (AUC) of the ROC curve for each fold. The benefit of using the Area under the Receiver Operator curve (AUROC) is that, for many tasks, the operational classification costs are unknown or variable, or the operational class frequencies are different to those in the training sample or are variable. In that case, the overall accuracy is often fairly meaningless and the AUROC is a better indicator of performance and ideally we want a classifier that outputs well-calibrated probabilities. This means that in our results, the AUROC, specificity and sensitivity values will be obtained for each fold, and then the mean and standard deviation are calculated to get the mean square error. The ± in front of the figures in result table of both Table 3 and 4 below represents the mean square error of each result.

The TPEHG dataset is unbalanced (262 term and 38 preterm) subjects and the pre-process of the data was done through a 0.34-1 Hz bandpass filter. Table 3 shows the results of the selected classifiers and the mean averages that have been obtained over 30 simulations for the sensitivity, specificity, and AUROC.

<table>
<thead>
<tr>
<th>Classifiers</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>AUROC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Forest</td>
<td>0.977 ±0.021</td>
<td>0.025 ±0.056</td>
<td>0.615 ±0.069</td>
</tr>
<tr>
<td>Penalized Logistic Regression</td>
<td>1.000 ±0.000</td>
<td>0.000 ±0.000</td>
<td>0.569 ±0.013</td>
</tr>
<tr>
<td>Rule-Based Classifier</td>
<td>0.992 ±0.010</td>
<td>0.0286 ±0.064</td>
<td>0.514 ±0.027</td>
</tr>
</tbody>
</table>

From the four selected classifiers used in this experiment, the results indicate that Random Forest classifier performed the best. This is because Random Forest has relatively good accuracy and robustness learning. They also provide two straightforward methods for feature selection; mean decrease impurity and mean decrease accuracy. The specificity in the initial test was low for all classifiers. The TPEHG dataset is unbalanced (262 term and 38 preterm), which has a significant impact on machine learning algorithms as classifiers are more prone to detect the majority class. Therefore, given that there are more term records, the probability of detecting a preterm
record is low. To address this issue, the minority class (preterm) has been oversampled using the Synthetic Minority Over-Sampling Technique (SMOTE). The technique is effective in solving class skew problems [32]-[34]. SMOTE is used to generate 262 preterm records, using the 38 records that are already available. The SMOTE algorithm allows a new dataset to be generated that contains an even split between term and preterm records (262 for each), which have been oversampled using the original preterm records. Table 4 illustrates the results from a k-fold cross validation technique and oversampling of the dataset used to improve the results obtained from the holdout method.

**TABLE IV. SMOTE TPEHG SIGNAL (262 TERM AND 262 PRETERM)**

<table>
<thead>
<tr>
<th>Classifiers</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>AUROC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Forest</td>
<td>0.973 ±0.017</td>
<td>0.858 ±0.009</td>
<td>0.942 ±0.014</td>
</tr>
<tr>
<td>Penalized Logistic Regression</td>
<td>0.901 ±0.053</td>
<td>0.876 ±0.028</td>
<td>0.919 ±0.030</td>
</tr>
<tr>
<td>Rule-Based Classifier</td>
<td>0.992±0.010</td>
<td>0.858±0.009</td>
<td>0.922±0.008</td>
</tr>
</tbody>
</table>

After oversampling our datasets (262/524, i.e. 50 %), the result indicate that Random Forest were more effective and yielded better outcomes in comparison to other classifications. Random Forest can ensemble the classifier using many decision tree models, thus making the parameters easy to set and prevent the problem of overfitting. The results acquired from this experiment have improved on those previously attained in [35]-[36]. These results are encouraging and suggest that the approach posited in our experiments shows a line of enquiry worth pursuing.

IV. CONCLUSION

Current techniques that are being utilized for diagnosing preterm labour are not sufficient enough to predict preterm labour. This paper has shown the experimental results of three different machine learning algorithms in classifying the TPEHG signal, which has been filtered between 0.34 and 1 Hz band, for predicting preterm births. The result indicates that Random Forest performed the best, with specificity of 86%, sensitivity of 97%, Area under the Receiver Operator curve (AUROC) of 94% and mean square error rate of 14%. As a result, the experiment illustrated that Random Forest classifier provides robust learning and can handle high dimensional data using a large number of trees in the ensemble during the classification process.

These results are encouraging and suggest that this would give practitioners the capability to better manage patients and to provide better health care for them and their unborn children. In turn, it could reduce resulting pregnancy complications. Perhaps one negative aspect of the work is the need to utilize oversampling to increase the number of preterm samples. A better way would be to balance the dataset using actual recordings, obtained from pregnant women who delivered prematurely. This will be the focus of future research, alongside a more extensive investigation into different machine learning algorithms and techniques.
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