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Abstract

This thesis investigates the application of artificial neural networks (NN) in air/fuel ratio (AFR) control of spark ignition (SI) engines. Three advanced neural network based control schemes are proposed: radial basis function (RBF) neural network based feedforward-feedback control scheme, RBF based model predictive control scheme, and diagonal recurrent neural network (DRNN) based model predictive control scheme. The major objective of these control schemes is to maintain the air/fuel ratio at the stoichiometric value of 14.7, under varying disturbance and system uncertainty. All the developed methods have been assessed using an engine simulation model built based on a widely used engine model benchmark, mean value engine model (MVEM). Satisfactory control performance in terms of effective regulation and robustness to disturbance and system component change have been achieved.

In the feedforward-feedback control scheme, a neural network model is used to predict air mass flow from system measurements. Then, the injected fuel is estimated by an inverse NN controller. The simulation results have shown that much improved control performance has been achieved compared with conventional PID control in both transient and steady-state response.

A nonlinear model predictive control is developed for AFR control in this research using RBF model. A one-dimensional optimization method, the secant method is employed to obtain optimal control variable in the MPC scheme, so
that the computation load and consequently the computation time is greatly reduced. This feature significantly enhances the applicability of the MPC to industrial systems with fast dynamics. Moreover, the RBF model is on-line adapted to model engine time-varying dynamics and parameter uncertainty. As such, the developed control scheme is more robust and this is approved in the evaluation.

The MPC strategy is further developed with the RBF model replaced by a DRNN model. The DRNN has structure including a information-storing neurons and is therefore more appropriate for dynamics system modelling than the RBF, a static network. In this research, the dynamic back-propagation algorithm (DBP) is adopted to train the DRNN and is realized by automatic differentiation (AD) technique. This greatly reduces the computation load and time in the model training. The MPC using the DRNN model is found in the simulation evaluation having better control performance than the RBF-based model predictive control.

The main contribution of this research lies in the following aspects. A neural network based feedforward-feedback control scheme is developed for AFR of SI engines, which is performed better than traditional look-up table with PI control method. This new method needs moderate computation and therefore has strong potential to be applied in production engines in automotive industry. Furthermore, two adaptive neural network models, a RBF model and a DRNN model, are developed for engine and incorporated into the MPC scheme. Such developed two MPC schemes are proved by simulations having advanced features of low computation load, better regulation performance in both transient and steady state, and stronger robustness to engine time-varying dynamics and parameter uncertainty. Finally, the developed schemes are considered to suit the limited hardware capacity of engine control and have feasibility and strong potential to be practically implemented in the production engines.
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Chapter 1

Introduction

1.1 Importance of Air Fuel Ratio Control

Internal combustion engines used in vehicles are a major source of urban air pollution. The spark-ignition (SI) engine exhaust gases contain oxides of nitrogen (nitric oxide, NO, and small amounts of nitrogen dioxide, NO\textsubscript{2} — collectively known as NO\textsubscript{x}), carbon monoxide and organic compounds which are unburned or partially burned hydrocarbons (HC) [2]. Governments set strict emission standards for engines to reduce the air pollution. Since 1980, the permitted levels for the concentrations of carbon monoxide CO, HC, NO\textsubscript{x} and particulate matter (PM) have been reduced significantly. Table 1.1 shows the development of the limits in Europe [3], from which, we can expect that this trend will continue in foreseeable future.

The three-way catalytic converter (TWC) is the most common pollution abatement system for SI engine. State-of-the-art systems are capable of removing more than 98% of the pollutants. However, this can only be achieved by operating the engine within very narrow air fuel ratio limits for both steady state and transient operation [4]. The variations of greater than 1% below value of AFR 14.7 can result in significant increase of CO and HC emissions. An increase of more
than 1% will produce more NO\(_x\) up to 50%. As shown in Figure 1.1 [1], efficient simultaneous conversion of CO, HC and NO\(_x\) occurs only in a narrow band about stoichiometric air fuel ratio, which is near 14.7:1 for typical formulations of gasoline. Therefore, air fuel ratio control remains critical to effective emissions control with a TWC. In addition, the best balance between power output and fuel consumption can be obtained only by maintaining an air fuel ratio of 14.7, Figure 1.2 shows SI engine’s power output and its fuel consumption varying with air fuel ratio [5].

A substantial improvement of automotive engine performance is therefore required in order to comply with the required characteristics of very low emission levels and high fuel economy. These strong constraints have made the research on air fuel ratio control systems an active area in both research and automotive industry.
Figure 1.1: TWC Conversion Efficiency Varies with Air Fuel Ratio [1]

Figure 1.2: Power Output and Fuel Consumption Influenced by Air Fuel Ratio
1.2 Aims and Objectives

In automotive industry, the look-up tables based feed-forward control scheme is widely adopted in current production electronic control unit (ECU) to maintain air fuel ratio of the highly dynamic and nonlinear SI engines. The disadvantage of this method is that the steady state look-up table lacks the capability to compensate transient engine dynamics, and can not guarantee the system robustness against external disturbances and time varying effects, such as engine aging problems. Moreover, it takes a huge effort and labors for engine calibration to obtain control data to fill the tables.

Although the introduction of PID controller later on AFR control improves the steady state performance, the transient response of the AFR is still not satisfactory, due to the variable time-delay in the AFR measurement and the poor compensation for sharp throttle position change. Additionally, due to the severe nonlinearity of engine dynamics, PID controller can not work effectively in the wide range of engine operating condition.

The aim of this project is to develop advanced control schemes for AFR control of automotive SI engines to maintain the AFR within 14.7 ±1% under operational engine working conditions. The control schemes to be developed will be based on neural networks model, neural network controller and model predictive control strategy. Under the guideline of this aim, the following objectives are proposed and will be achieved in the project.

1. Develop a feedforward-feedback control scheme for the AFR control, in which a neural network model and a neural network controller will be used to estimate air mass flow and to generate the control variable - the fuel flow rate.

2. Develop a model predictive control scheme for the AFR control, in which
an RBF model will be used to predict future AFR. The performance of the AFR under the developed MPC should be robust with respect to the throttle position change and robust to the plant component change.

3. Develop a DRNN model based predictive control scheme for the AFR control. In addition to achieve all the improved performance, computation load in MPC is expected to be reduced to allow the scheme could be practically implemented for real-time control.

4. The developed new control schemes will be evaluated using a well-known engine simulation benchmark - the mean value engine model for regulation against disturbances and robustness against plant component change. Also, comparisons will be done between the schemes.

With these objectives achieved, the accuracy of AFR control will be greatly improved and system complexity is reduced. Additionally, moderate computation are needed to realize such control algorithms.

1.3 Thesis Outline

The thesis proposes three advanced air fuel ratio control schemes for SI engine. It consists of eight chapters and is organized as follows. After an introduction in Chapter 1, working principles of the four-stroke engine and the mean value engine model used in this research is described in details in Chapter 2. To give readers more comprehensive overview, Chapter 3 provides the latest technological advances in the research and industry. The literature survey includes most commonly used modelling and control methods for automotive engine. Chapter 4 presents some common function approximating neural networks and their training algorithms. Automatic differentiation technique is introduced in this chapter as a new method that combines the dynamic back propagation algorithm for training recurrent neural networks. In addition, the detailed steps that are used
to model dynamic systems are explained. In Chapter 5, a radial basis function
based feed-forward and feedback control scheme is proposed. It also includes how
to model intake manifold dynamics using radial basis function network and how
to obtain an inverse controller of fuel injection dynamics. A neural network based
model predictive control is developed in Chapter 6, to reduce the computation
burden on optimization, the secant method and the reduced hessian method are
investigated. Their control performances are compared in term of tracking error
and time cost on optimization. Based on the same control principle, Chapter
7 proposes a model predictive control on AFR using diagonal recurrent neural
network. Automatic differentiation technique is applied to train such networks
efficiently. Since three different methods above are all proposed to control AFR,
it is useful to compare them in order to emphasize their relative advantages and
disadvantages. The discussions on this issue are given at the end of corresponding
chapter. Finally, Chapter 8 concludes the contributions in this project with the
research results in previous chapters. Furthermore, an outlook for future research
directions and areas is also given in this chapter.
Chapter 2

SI Engine Simulation Models

2.1 Engine Process Description

2.1.1 Engine Operating Cycles

The purpose of internal combustion (IC) engines is the production of mechanical power from the chemical energy contained in the fuel. Figure 2.1 shows the structure of a typical spark ignition (SI) engine, a kind of IC engines widely used...
in modern automobile industry [6]. Each cylinder of a SI engine requires four strokes of its piston to complete the sequence of events which produces one power stroke. These operations continuously repeated in the following order:

1. **intake stroke** The space in the cylinder above the piston is filled with the charge (the mixture of petrol vapor and air). The mixture or air is able to enter the cylinder when the piston moves down. See Figure 2.2 [6].

![Figure 2.2: Intake Stroke](image)

2. **compression stroke** The charge is compressed into the top end of the cylinder (called combustion chamber) thus raising its temperature. This is achieved by the upward movement of the piston. See Figure 2.3 [6].

![Figure 2.3: Compression Stroke](image)
3. **power stroke** The petrol vapour is ignited by an electric spark and burned. The resulting increase in pressure drives the piston down the cylinder. See Figure 2.4 [6].

![Figure 2.4: Power Stroke](image)

4. **exhaust stroke** The exhaust valve is opened and the high pressure exhaust gas remaining in the cylinder after the power stroke is discharged. This is achieved by the upward movement of the piston. See Figure 2.5 [6].

![Figure 2.5: Exhaust Stroke](image)

### 2.1.2 EMS and Its Tasks

An engine control unit (ECU) is an electronic control unit which controls various aspects of an internal combustion engine's operation. The ECU consists of one
or several small powerful micro-computers, which evaluate and set the data for different control tasks. The simplest ECUs control only the quantity of fuel injected into each cylinder each engine cycle, and therefore maintain a AFR of 14.7, so that the highest efficiency can be achieved in the engine operating conditions. More advanced ECUs found on most modern cars also control the ignition timing, variable valve timing (VVT), the level of boost in turbo-charged cars. A modern engine management system (EMS) can integrate all these functions of ECUs and on-board diagnosis of car engine. Figure 2.7 shows typical sensor input signal information necessary for the EMS to calculate the correct output signals used to control the various actuators, the ignition, injectors and idle speed control [4].

2.1.3 Electronic Fuel Injection

Before 1980s, the fuel delivery method for almost all gasoline fuelled engines is usually realized by carburetors. Nowadays, electronic fuel injection systems have replaced carburetors in the marketplace because this kind of systems can provide an accurate, reliable and cost-effective method of metering fuel and providing maximum engine efficiency with clean exhaust emissions. Modern fuel injection systems are controlled electronically because this form of control enables the fuel quantity to be accurately set to suit the engine operating conditions. In term of the practice cost, injection systems are much more expensive than carburettor
fuel systems, the strict emission control regulation is one of the most important reasons for their wide implementation in automotive industry.

In operation, the ECU receives data from all of the sensors connected with the engines fuel needs. The ECU compares the input data from the sensors with the data stored in the computer memory. From this comparison of data the ECU provides some output data which appears on the injector cables as an electrical pulse that lasts for a set period. This injector electrical pulse time varies from approximately 2 milliseconds (ms), to around 10 ms. The duty cycle concept is based on the percentage of the available time for which the device is energised. For example, if the pulse time varies as Figure 2.8, a single cycle is indicated by 'C', which consists of an ON time 'A', and an OFF time 'B', then, the duty cycle is 25% [7]. There are two main injection systems according to the position of the injectors, one is the manifold injection(MI) and the other is direct injection(DI).
Figure 2.8: Duty Cycle

Figure 2.9: Single-Point Fuel Injection

Manifold Injection System

This 'indirect' injection is preferred by automotive industry because the injectors used for such injection system operate at a relatively low fuel pressure. Manifold injection systems can be classified into two main groups, single-point and multi-point.

- **single-point injection** - one injector discharges fuel into the air stream before the throttle butterfly, hence it is also known as throttle-body injection. See Figure 2.9 [6].

- **multi-point injection** - individual injectors are used for each cylinder. An injector is positioned near to the inlet valve of each cylinder. See Figure
2.10 [6].

**Direct Injection System**

Many diesel engines feature direct injection. The injection nozzle is placed inside the combustion chamber and the piston incorporates a depression where initial combustion takes place. See Figure 2.11 [8]. With the development in engine and electronic technology together with stricter emission controls, a number of vehicle manufacturers have developed lean-burn SI engines fitted with gasoline direct injection (DI) system. The displacement volume of such kind of SI engines must be 60% higher than that of a stoichiometric SI engine to obtain the same maximum power output, therefore, a turbo-charger is often required to increase the air supply at a given displacement volume. DI system costs more than indirect injection systems; the injectors are exposed to more heat and pressure, so more costly materials and higher-precision electronic management systems are required.

### 2.2 Nonlinear Engine Simulation Model

It is economical to design engine control system based on engine simulation model in both industrial practice and scientific research. As described in the section for engine operating cycles, the thermodynamic and kinetic processes are very fast,
usually just a few milliseconds for a full operating cycle, which are not accessible for control purposes. Moreover, the models necessary to describe these phenomena are rather complex and not suitable to design real-time control systems. Therefore, in this section, the models that will be introduced are control oriented models (COM), it means the input-output behaviour of the systems are modelled with reasonable precision but low computational complexity, and these models include all relevant dynamic effects explicitly. The experiments need to be carried out to identify key parameters. A typical structure of such a COM for an SI engine is shown in Figure 2.12. There are two types of engine models based on this structure of COM, one is cylinder by cylinder engine model (CCEM); the other is mean value engine model (MVEM). The proper choice of model class depends on the problem to be solved.

### 2.2.1 Cylinder by Cylinder Engine Model

In CCEM, the fundamental events are triggered by the crank angle degrees and the torque output during the power stroke is approximated by a mathematical function to capture the shape of the torque pulse, one calculation is done for each
torque pulse. As CCEMs take into account the reciprocating behaviour of the engine, they are usually used for the research on the misfire detection, the torque production, the gas exchange of the individual cylinders and the ignition processes, etc [4].

2.2.2 Mean Value Engine Model

The time $t$ is the independent variable in MVEM. There are no spatially varying variables for the system descriptions that are represented by ordinary differential equations (ODE). MVEM neglect the discrete cycles of the engine and assume all processes are effects are spread out over the engine cycles. The reciprocating behaviour of engines is captured by introducing delays between cylinder-in and cylinder-out effect. The research done by Jonas Karlsson and Jonas Fredriksson proves that an MVEM is well suited for use in control algorithms or for evaluation of control strategies [9].
2.3 Mean Value Engine Model

The engine model adopted in this research is the mean value engine model developed by Elbert Hendricks [10], which is a widely used benchmark for engine modelling and control. The platform which has been selected for this MVEM is the popular MATLAB/SIMULINK. The three distinct systems of this model are the fuel injection, manifold filling and the crankshaft speed dynamic subsystems and those systems are modelled independently. Since this MVEM can achieve a steady state accuracy of about ±2% over the entire operating range of the engine, it is extremely useful for validation of control strategies using simulation. A full description of the MVEM can be found in [10] [11].

2.3.1 Manifold Filling Dynamics

The intake manifold filling dynamics are analysed from the viewpoint of the air mass conservation inside the intake manifold. It includes two nonlinear differential equations, one for the manifold pressure and the other for the manifold temperature. The manifold pressure is mainly a function of the throttle angle \( \alpha \), the engine speed \( n \), the air mass flow past throttle plate \( \dot{m}_{at} \), the air mass flow into the intake port \( \dot{m}_{ap} \), the exhaust gas re-circulation (EGR) mass flow \( \dot{m}_{EGR} \), the EGR temperature \( T_{EGR} \) and the manifold temperature \( T_{i} \). It is described as

\[
\dot{P}_{i} = \frac{\kappa R}{V_{i}} (-\dot{m}_{ap} T_{i} + \dot{m}_{at} T_{a} + \dot{m}_{EGR} T_{EGR})
= f_{p}(\alpha, p_{i} T_{a}, T_{i}, n, m_{EGR}, T_{EGR})
\]

(2.1)

where \( T_{a} \) is ambient temperature, \( \kappa \) is the ratio of the specific heats, and \( V_{i} \) is manifold plus port passage volume. The manifold temperature dynamics are described by the following differential equation
\[ \dot{m}_i = \frac{RT_i}{\rho_i V_i} [ - \dot{m}_{ap}(\kappa - 1)T_i + \dot{m}_{at}(\kappa T_a - T_i) + \dot{m}_{EGR}(\kappa T_{EGR} - T_i) ] \]
\[ = f_T(\alpha, p_i, T_a, T_i, n, m_{EGR}, T_{EGR}) \]  

where \( \alpha \) is the throttle angle, \( R \) is gas constant (here \( 287 \times 10^{-5} \)). Equation (2.1) and (2.2) can be realised by MATLAB/SIMULINK as shown in Figure 2.13 and 2.14, the air mass flow dynamics in the intake manifold can be described as follows. The air mass flow past throttle plate \( \dot{m}_{at} \) is related with the throttle position and the manifold pressure. The air mass flow into the intake port \( \dot{m}_{ap} \) is represented by a well-known speed-density equation.
\[ m_{at}(\alpha, p_i) = m_{at1} \frac{p_a}{\sqrt{T_a}} \beta_1(\alpha) \beta_2(p_r) + m_{at0} \quad (2.3) \]

\[ m_{ap}(n, p_i) = \frac{V_d}{120RT_i} (\eta_i \cdot p_i) n \quad (2.4) \]

where

\[ \beta_1(\alpha) = 1 - \cos(\alpha) - \frac{\alpha_0^2}{2!} \quad (2.5) \]

\[ \beta_2(p_r) = \begin{cases} \sqrt{1 - \frac{(p_r - p_c)^2}{1 - p_c}} & \text{if } p_r \geq p_c \\ 1 & \text{if } p_r < p_c \end{cases} \quad (2.6) \]

\[ p_r = \frac{p_i}{p_a} \quad (2.7) \]

\( m_{at0}, m_{at1}, \alpha_0 \) are constants and \( p_c \neq 1 \). \( V_d \) is engine displacement. Additionally, instead of directly model the volumetric efficiency \( \eta_i \), it is easier to generate the quantity \( \eta_i \cdot p_i \) which is called normalised air charge. The normalised air charge can be obtained by the steady state engine test and is approximated with the first-order polynomial Equation (2.8)

\[ \eta_i \cdot p_i = s_i(n)p_i + y_i(n) \quad (2.8) \]

where \( s_i(n) \) and \( y_i(n) \) are positive functions of the crankshaft speed and \( y_i \ll s_i \).

### 2.3.2 Crankshaft Speed Dynamics

The crankshaft speed is derived based on the conservation of the rotational energy on the crankshaft. Its state equation can be written as

\[ \dot{n} = -\frac{1}{In} (P_f(p_i, n) + P_p(p_i, n) + P_b(n)) + \frac{1}{In} H u \eta_i(p_i, n, \lambda) m_f(t - \Delta \tau_d) \]

\[ = f_n(p_i, n, m_f, \lambda) \quad (2.9) \]

Both the friction power \( P_f \) and the pumping power \( P_p \) are related with the manifold pressure \( p_i \) and the crankshaft speed \( n \). The load power \( P_b \) is a function of the crankshaft speed \( n \) only. The indicated efficiency \( \eta_i \) is a function of the
Figure 2.15: Block Diagram of Crankshaft Speed Dynamics

manifold pressure $p_i$, the crankshaft speed $n$ and the air fuel ratio $\lambda$. Here, $I$ is crankshaft load inertia; $H_u$ is fuel lower heating value; $\dot{m}_f$ is engine port fuel mass flow; $\Delta \tau_d$ is the injection torque delay time. The implementation of Equation (2.9) is shown in Figure 2.15

### 2.3.3 Fuel Injection Dynamics

It has been found that the fuel jet from the injector can be characterised into two portions. One portion mixes with the air stream and enters the cylinder directly; the other portion deposits as fuel film on the surfaces of the intake system components, and mixes with the air stream through the reentrainment/evaporation process during subsequent engine cycles. This is known as wall-wetting.

According to Hendrick's identification experiments with SI engine, the fuel flow dynamics could be described as following equations [10]

$$
\dot{m}_{ff} = \frac{1}{\tau_f} (-\dot{m}_{ff} + X_f \dot{m}_f)
$$

(2.10)
where $\dot{m}_{fv}$ is fuel film mass flow; $\dot{m}_{fi}$ is injected fuel mass flow; $\dot{m}_{fv}$ is fuel vapor mass flow. The model is based on keeping track of the fuel mass flow. The parameters in the model are the time constant for fuel evaporation, $\tau_f$, and the proportion of the fuel which is deposited on the intake manifold or close to the intake valves, $X_f$. These parameters are operating point dependent and thus the model is nonlinear in spite of its linear form. The MVEM provided by Elbert Hendrick has been validated using the real time data acquired from the engine test bed that equipped with Ford 1.6L engine. The parameters for this model could be approximately expressed in the terms of the states of the model as

$$\tau_f(p_i, n) = 1.35(-0.672n + 1.68)(p_i - 0.825)^2 + (-0.06n + 0.15) + 0.56 \quad (2.13)$$

$$X_f(p_i, n) = -0.277p_i - 0.055n + 0.68 \quad (2.14)$$

### 2.3.4 MVEM under AFR Measurement Delay

The AFR could be calculated using Equation (2.15)

$$\lambda = \frac{\dot{m}_{iap}}{\dot{m}_f} \quad (2.15)$$

Nowadays, in the practical application of automotive industry, oxygen sensors are used in the fuel injection system. They determine if the air fuel ratio exiting a gas-combustion engine is rich (with unburnt fuel vapour) or lean (with excess oxygen), then, a closed-loop feedback controller, usually a PI controller, adjusts fuel injection rate $m_{fi}$ according to real-time sensor data rather than operating with a open-loop fuel map. Therefore, the time delay of injection systems should also be considered. Manzie's research [12] [13] has shown there are three causes
of time delay for injection systems: the two engine cycle delay between the injection fuel and the expulsion from the exhaust valves, the propagation delay for the exhaust gases to reach the oxygen sensor and the sensor output delay. It has been found that the engine speed has more influence on these delays than the manifold pressure. Therefore, the following equation can be used to represent the delays of injection systems.

\[ t_d = 0.045 + \frac{10\pi}{n} \]  \hspace{1cm} (2.16)

The time delay on air fuel ratio measurement has not been considered in original MVEM. A module used for air fuel ratio measurement is added into original MVEM for the research purpose of AFR control, which is based on Equation (2.16). The expanded system is shown in Figure 2.16, it has two inputs - fuel injection rate \( m_{fi} \) and throttle angle \( u \); one output - air fuel ratio \( AFR \).

The valid throttle angle for the model depends on what kind of throttle body
is used. If the throttle plate could be turned so that it is perpendicular to the axis of the throttle throat, then, this is a throttle angle of zero degrees. However, this angle cannot of course be attained physically as throttle plates are nearly always elliptical. Usually the throttle plate in the closed position is say 9 to 12 degrees. Using this convention, the maximum opening angle of the throttle (if it is to be effective) is about 70 to 80 degrees. Opening it wider than this will have no influence on the throttle air mass flow. In this project, the throttle angle changes from 20 degrees to 70 degrees in 10 degree steps, with 0.5 random measurement error chosen to simulate the driving dynamics of the simulation engine. It almost covers the whole engine operating conditions.

As described before, an electric pulse triggered by the ECU energies the solenoid in fuel injector, therefore, the fuel injection rate can be controlled by adjusting the duty cycle in each sample time. For the expanded engine model in this project, the fuel injection rate ranges from $6.28 \times 10^{-4} \text{ kg/second}$ to $3.0 \times 10^{-3} \text{ kg/second}$.

The change of throttle angle is considered as external disturbance as it is usually given by the vehicle driver and can not be predicted. However, it is easy to be measured by throttle position sensor. The control methods developed are to control the fuel injection rate to make sure the AFR varying within the $\pm 1\%$ bounds of the stoichiometric value.

### 2.4 Summary

In this chapter, the operating cycles of a typical four-stroke engine has been described briefly and the engine management system to control the combustion process is introduced. As this research focuses on the fuel injection system for SI engine, the main injection systems in automotive industry are shown and explained. A proper engine simulation model for air fuel ratio control purpose has
been developed based on Elbert Hendricks' well-known mean value engine model. It consists of the modules for the intake manifold dynamics, the crankshaft speed dynamics the fuel injection dynamics. For the control purpose in our research, the MVEM is expanded by adding a module for air fuel ratio measurement delay. With fixed engine load, the operating conditions of MVEM is discussed in term of the range of throttle angle.
Chapter 3

Literature Survey

3.1 Introduction

Performance requirements and environmental concern drive the development of automobiles and engines towards more efficiency and less pollution. Since electronic engine controls was introduced in the 1980's, significant improvements in fuel economy and emissions reductions have been achieved by the development of this area. Look-up table is the dominant method used by ECU in automotive industry. The reasons for this are the simplicity, low computation load, and reliability. However, the difficulty on the implementation of look-up tables is that it will take a huge effort and labors for engine calibration to obtain control data to fill the tables. Besides, the increased number of control and sensor signals, the nonlinear characteristics, time dependents of engine processes, and unavoidable time delays all make the calibration process more complicated. In modern ECUs, around 9000 parameters and more than 600 control and diagnostic functions are implemented [14] [15]. Engine control using look-up tables method can be found in [16] in details.

The ECUs in next generation are expected to have the ability to overcome these difficulties brought by the increasing requirement on engine performance and
the limitation of look-up table method, and improve the control performance by adopting advanced control technologies. Moreover, online adaptation is another attractive characteristic for future engine control system, which means that the control system can alter settings to take account of changes in the condition of components, such as engine wear, components replacement, air leakage in manifold, etc. With the increasing computational powers that are becoming available for engine control units, more advanced methods for modelling and control can be implemented to increase the engine efficiency and reduce the fuel consumption. The purpose of this chapter is to review the recent research that has been done on advanced modelling and control techniques for automotive engines.

3.2 Engine Modelling Methods

First-principles models are chosen in system modelling if a knowledge of underlying physical, chemical and thermodynamic processes is known. However, such first-principles dynamic models for complex industrial processes are very difficult to obtain. The development of such models is always very expensive and time consuming [17]. The engine models by first principles methods, which have been introduced in Chapter 2 are often called analytic engine model. They are important to investigate internal combustion engine dynamics and design the controllers for production engine. They are typically used for hardware in loop (HiL) testing of ECUs or during the design phase of controller algorithms for early validation by offline simulation. In addition to lookup tables, there are many other non-analytic engine models that can be found to describe automotive engine dynamics in both industry practice and university research. These engine modelling methods presented are based on the techniques of system identification for control purpose. The models obtained in this way are called 'grey box' models that represent only the input-output behavior of the plant, and carry a little information about its internal structure. Therefore, high accuracy and good
flexibility can be achieved by these modelling methods.

### 3.2.1 NARX Models

Auto-regression with extra inputs (ARX) model describes the input-output relationship of dynamic system as a difference equation:

\[
y(t) + a_1 y(t-1) + \cdots + a_{n_a} y(t-n_a) = b_1 u(t-1) + \cdots + b_{n_b} u(t-n_b) + e(t)
\]  

(3.1)

\(e(t)\) is a direct error in the difference equation, usually white noise. The adjustable parameters are

\[
\theta = \begin{bmatrix} a_1 & a_2 & \cdots & a_{n_a} & b_1 & b_2 & \cdots & b_{n_b} \end{bmatrix}^T
\]  

(3.2)

The vector \(\theta\) of nonlinear ARX (NARX) model should depend on the values of output \(y(j) : j = t-n_a, t-n_a+1, \cdots, t\) and input \(u(k) : k = t-n_b, t-n_b+1, \cdots, t\) at time \(t\) [18].

![Figure 3.1: In-cylinder pressure reconstruction using NARX models](image)

A recent paper [19] describes such a NARX model which is used for cylinder pres-
sure trace reconstruction on a multi-cylinder engine as shown in Figure 3.1. Four input variables are chosen for the inverse crank dynamics model, to predict the in-cylinder pressure, which are crank replacement, crank acceleration, the delayed crank acceleration, and the delayed in-cylinder pressure. A very good structure of NARX model has been found for multi-cylinder pressure reconstruction in this research. Other practical applications of NARX models in automotive industry have been found in the ignition sweep, exhaust temperature model, engine fault diagnosis, and etc [20] [21] [22]. However, the optimal structure of NARX model is difficult to obtain. More recently, a Takagi-Sugeno fuzzy inference is introduced to NARX model to find the appropriate model network structure, simulation results of the air fuel ratio control based on such NARX model are very attractive [23]. Nevertheless, the main drawback of NARX model remains, which is model estimation and adaptation for multi-variable nonlinear systems require a high computational effort.

3.2.2 Fuzzy Models

Four different fuzzy classes can be identified - relational fuzzy systems, linguistic fuzzy systems, singleton fuzzy systems, and Takagi-Sugeno fuzzy system. The common fuzzy model used in automotive industry is linguistic fuzzy systems that can be divided into three parts as shown in Figure 3.2. Crisp, continuous inputs are transformed into linguistic variables with membership grades between 0 and 1. This process is known as fuzzification. The linguistic inputs are then evaluated using fuzzy rules and formed into fuzzy outputs. Continuous crisp outputs are

![Figure 3.2: Processing Steps of a Fuzzy System](image-url)
then obtained via the process of defuzzification [5]. Fuzzy modelling enables the integration of different information of diverse sources. It is possible to operate with linguistically formulated rules, physical laws or quantitative information of measurement data.

![Fuzzy System Diagram](image)

**Figure 3.3: Partitioned Fuzzy Estimator**

One of the widespread uses of fuzzy models is for fault diagnosis of automotive applications. Paul Frank proposed a fuzzy thresholding method for engine fault diagnosis [24], in his paper, the thresholds are made fuzzy and the fault decision is calculated using fuzzy rules. In this way the fault decision will contain information about the certainty that a fault has occurred. Ahmed Soliman proposed a fuzzy inference for diagnosis of an automotive emission control system [25]. A two-layer
fuzzy logic system is used in his experiment; the lower layer is used to detect the presence of a faulty system, and the higher layer is employed to isolate the faulty system. The enhanced performance of diagnosis system by fuzzy models has been documented. In addition, the fuzzy system can also be used to generates weighting factors in correlation to the accuracy of the wheel speed signals and the acceleration signal [5], see Figure 3.3. According to its input signals the rule base of the fuzzy estimator generates a signal reliability zero, small, middle or big. The defuzzified, crisp output values \( k_i \) are weighting factors in the range of \([0, 1]\). A comprehensive review on the contribution of fuzzy system to the improvement of modern car performances can be found in [26].

3.2.3 Neural Network Models

Neural networks are inspired by biological brain connectionism. From the past research in this area, neural networks have proved to provide very powerful solutions to a large variety of engineering problems ranging from modelling over prediction up to classification. They can not only provide a simple model structure for nonlinear system, but also capture the nonlinearity and dynamics with satisfactory accuracy. However, one of the major obstacles to engineering application of neural networks is the heavy computational burden for their online training. With the evolution of electronics, reconfigurable device such as field programmable gate arrays (FPGA) have make feasible online training for the parameters of the neural network. Therefore, NN based modelling and control have been a very active research area in recent years.

A lot of researches on engine modelling using neural network has been done over past years, most of them are based on feed-forward model including the multi-layer perception (MLP) network, the radial basis function (RBF) network, the pseudo-linear radial basis function (PLRBF) network [27] [28] [29]. In these researches, neural networks have been used as a modelling method for air path
dynamics, emission gas recirculation (EGR), AFR dynamics. The results shows that NN modelling is relatively easy and inexpensive. As some research have proved that since time series data may have autocorrelation or time dependence, the recurrent neural network models which take advantage of time dependence may be useful. In other words, feedback allows recurrent networks to achieve better predictions than can be made with a feed-forward network with a finite number of inputs. Therefore, recurrent neural network has come to be very popular as an engine modelling method recently, especially for the modelling of AFR dynamics [30] [31]. The recurrent neural network in those paper is trained on-line and off-line by the classical back-propagation algorithm with history stack adaption. The advantage of RNN based engine models is that they can make a relative accurate prediction on air fuel ratio with limited training data set.

The neural networks discussed above are often called discrete-time neural networks (DTNN) because the models based on them usually make predictions and self-updating in every sample time in practice. More recently, the training efficiency of continuous time recurrent neural network (CTRNN) have been improved significantly by the introduction of automatic differentiation (AD) technique [32]. Compared those feedforward and recurrent models under discrete time domain, CTRNN theoretically provides a better modelling performance to approximate the highly nonlinear systems, which makes it a potential method that can be extended for car engine modelling.

### 3.2.4 Hybrid Models

A first-principle engine model is often based on conventional thermodynamic and gas dynamic relations. The performance of a engine model can be improved by integrating the conventional model with a distributed and synergistic neural network. The structure of such neuro-hybrid model is shown in Figure 3.4 where the demodulator block has the function of providing a set of signals that describe
in a unique way the frequency content of the input signal of the dynamic system under identification [33]. The neuro-hybrid model provides a flexible structure for system identification because it implements a mechanism where the system dynamics dependent on its dominant behaviour and a priori knowledge can be weighed between the parametric and the neural network models. The experiment result in [34] [35] prove that the hybrid model can follow closely the expected results in predicting the performance of a SI engine. The hybrid model can learn the input output data relation very well and is capable to predict the output in the decided domain.

3.3 Engine Control Methods

3.3.1 LQR Control

Linear quadratic regulator (LQR) design technique is a well established methodology for the design of multi-variable control system. The characteristics of such control loops are well known and understood, and they have robustness properties which appear immediately to make them suitable for engine control. However, as shown in Chapter 2, the engine dynamics are severely nonlinear. This means that linearization process on the engine equations must be carried out before making an LQR controller.

A well-known attempt at making an LQR controller to deal with AFR regu-
lation problem is reported by Christopher Onder et al in paper [36]. This work is based on an isothermal model that is linearized close to idle speed and specialized for combined AFR and engine speed control in a limited speed range. Engine mapping was employed in this model. Fairly good AFR and speed control has been achieved in the region $4^\circ \leq \alpha \leq 8^\circ$ and from idle up to 2000rpm on an Federal Test Procedure (FTP) drive cycle using a 3.5L, 6 cylinder engine. Recently, a LQR control on homogeneous charge compression ignition (HCCI) engine has been implemented in Lund University by Maria Karlsson et al [37]. LQR control is realized to minimize emissions of $NO_x$ and soot when the engine was operated using direct injection of diesel fuel only. The work focuses on the choice of feedback variables and the control structure to minimize emissions. A weighted sum of emissions is approximated by a quadratic cost function in the measured variables combustion phasing and ignition delay, which is used as a basis for LQR control. Unfortunately, the disadvantage of LQR control on automotive engine is that the linearized model is often of a high order that leads to heavy computational load, and the effective control is usually within a small range of engine operating conditions.

### 3.3.2 Sliding Mode Control

Variable structure control with a sliding mode is well known for its robustness properties. Such robustness properties make sliding mode control a good candidate for industrial applications. A sliding mode controller for engine speed control has been provided in good agreement with the engine dynamics in the paper [38]. A weighted sum of speed error and integral of speed error are regards as the sliding variables. Another experimental study of a sliding mode controller has been reported by Kaidantzis et al on an overall lambda control loop for lambda control in the paper [39]. It has been found that the lambda variations could be held to within $\pm 5\%$ during very large changes of throttle angle and widely varying engine speed. The performance of a PI controller and a sliding mode controller
are compared for the same test conditions. More research on the sliding mode control on AFR can be found in [40], however, the study is based on a simulation model rather than real engine test bed. It is difficult to compare with that been shown in other papers. In practical application, the difficulty using sliding mode control to solve AFR regulation problem is that the inherent measurement time delays exist in internal combustion engines [41], which has been given in Equation (2.16).

### 3.3.3 Neural Network Control

Neural networks appear to be able to implement many functions essential to control systems with higher degree of autonomy because of their ability to learn, to approximate functions, to classify patterns and because of their potential for massively parallel hardware implementation.

In Wensel’s paper [21], A neural network is used to adapt the forgetting factor in an adaptive control algorithm for an SI engine. From the simulation results, the AFR control using the controller is very convincing. However, the stability analysis and robustness test on the developed system are not given in the paper. More recently, Shivaram Kamat et al propose a virtual air fuel ratio sensors for engine control in the paper [42]. A fully connected RNN model with inputs as manifold absolute pressure, throttle position, fuel pulse-width, spark advance and engine speed is used as a virtual oxygen sensor for the AFR prediction. As shown in Figure 3.5, the control structure consists the engine feedforward controller and a feedback controller with a NN based virtual sensor for AFR estimation. However, the virtual AFR sensor has not been able to accurately capture the sharp transients in the lambda signal. Experimental results show no significant improvement on AFR control in transient. Nevertheless, the virtual lambda sensor is still useful for its potential in realtime engine diagnostics and for fault-tolerant control development in the event of a relevant system failure.
The application of neural networks as engine controllers have been found in many other areas as well, such as engine cold start [35], anti-lock braking systems [43], idle speed control [44].

### 3.3.4 Model Predictive Control

Model predictive control (MPC) is, perhaps, the most general way of posing the process control problem into time domain. It is a collection of optimal control, stochastic control, and control of process with dead time and multi-variable control. It has a significant and widespread impact on industrial process control. It is the only generic control technology which can deal routinely with equipment and safety constraints. The basic structure of a model predictive control is shown in Figure 3.6. From this control structure, it can be seen that the future evolution of the reference is known a priori, the system can react before the change has effectively been made, thus avoiding the effects of the delay in process response. To obtain...
the control law, it is necessary to minimize the cost function $J$ of Equation (3.3).

$$J(N_1, N_2, N_u) = \sum_{j=N_1}^{N_2} a(j) [y_{\text{model}}(k + j|k) - sp(k + j)]^2$$

$$+ \sum_{i=1}^{N_u} \beta(i) [\Delta u(k + i - 1)]^2$$

(3.3)

$N_1, N_2$ are the minimum and maximum prediction horizon vectors, with $i_{th}$ element specifying the parameter for the corresponding output, $N_u$ is the control horizon vector, with $j_{th}$ element specifying the parameter for the corresponding input. $N_1$ and $N_2$ mark the limits of the instants in which it is desirable for the output to follow the reference. Therefore the predicted model outputs $y_{\text{model}}$ are evaluated as past and future values of the presented inputs and outputs of the control signals. A numerical optimization can be obtained for linear models as an analytic solution for example active set method, and for nonlinear models iteratively by for example a Sequential Quadratic Programming method. The detailed description of MPC can be found in [17] [45].
Traditionally, MPC is mainly used to control the process in petro-chemical industry. This is because the slow process in the application, which makes the MPC controller have sufficient time for online optimization. The evolution of electronics has made ECU capable of advanced control algorithms, for example, neural computation and online optimization. Therefore, many researches have been found in the field of engine control using MPC. Compared with the traditional feedback control, one of the good reasons for automotive industry to adopt MPC is that the difficulty brought by the time delay between sampling and control can be easily overcome. Therefore, the control performance of SI engines during transient can be improved without complicate feed-forward compensation. From the consideration of limited computation ability of ECU, linear MPC (LMPC) is more attractive for automotive applications. The successful examples can be found in the paper [46], [47], [48]. The research in these papers includes AFR regulation, cruise control, waste-gate control of diesel engine, and all the experiments are based on LabView or dSPACE prototyping system for real time control. Better control performance has been achieved if compared with PI controlled system. However, the experimental results also show that LMPC is not effective in a wide range of engine operating conditions due to the limitation of linear models used in these application. Replacing the linear internal model in MPC scheme by a nonlinear one can be a potential method to solve this problem. As neural networks as one class of nonlinear model have been used with success in a wide range of application, more recently, lots of research interests have shown on neural networks based nonlinear MPC for AFR [12] [13] [49] [29]. Using these NN based model predictive control, significant fuel consumption savings have been obtained and good control performances have been observed. Nevertheless, the need of fast online calculations to put NMPC into practical use is in imperious demands because these NMPC schemes are only tested on computer simulation models and few reports have been found for real engine control application due
to the expensive computational load on optimization.

3.4 Summary

This chapter reviews the previous research on several non-analytic modelling technologies for automotive engines. These modelling methods are important because the advanced controls are most often model based, for instance, sliding mode control and model predictive control. The models are usually obtained by system identification using the engine input-output data. However, a careful analysis of the a priori knowledge about the engine dynamics is still important to have an effective non-analytic engine model as it involves the selection of the model inputs, the type of excitation signals, the model order, etc. Production ECU employs look-up tables for engine modelling and control. This kind of static models cannot maintain its robustness and lack of the ability to deal with the performance degradation under time-varying conditions. Therefore, more advanced engine control methods need to be developed to improve the performance of ECU. Among the control methods that have been reviewed in this literature, the neural network based control and model predictive control seem more promising for AFR regulation. For example, NN-based feed-forward controller can obtain the input-output mapping by neural computation. The deep understanding on the intake manifold dynamics is essential to build such model. Adaptation algorithm can adjust the neural parameters online, and therefore improve the system robustness against changing conditions such as engine wear, or components replacement. Model predictive control generates the control signal according to the predicted system outputs, which can solve the difficulty caused by the large time delay of oxygen sensors. A good performance of AFR control in both transient and steady state is expected to be obtained by MPC. These two methods can be the potential control schemes to replace the look-up table and traditional feedback control for the production ECU of next generation.
Chapter 4

Neural Modelling Techniques

4.1 Introduction

Neural networks are very powerful tools for modelling nonlinear processes. Most kind of networks are described as black box systems, but that is not completely true. In general neural networks can be stated as grey boxes, caused by the fact that at least some a priori knowledge have to be known. For example, the input variables and the best number of neurons used in a specific application have to be defined and therefore the black box becomes grey. A further advantage is the ability to react in time for time-varying processes by adaptation. This is a very important fact, especially for engines. There are two types of neural network used in this study. One is radial basis function neural network (RBFNN), and the other is diagonal recurrent neural network (DRNN). Although there are some other types of NN, such as multi-layer perceptrons network (MLPN), that can be used to model dynamic systems, the above two types of NN have been chosen in this study due to their simple structures and that they are easy to train.

4.2 Radial Basis Function Neural Networks

RBFNN views the design of a neural network as a curve-fitting problem in a high-dimensional space. In contrast to the MLPN, RBFNN utilizes a radial con-
struction mechanism. This gives the hidden layer parameters of RBFNN a better interpretation than for the MLPN. Therefore, the algorithm to adjust the output layer weights, due to minimising the squared error between actual and estimated output, is a linear learning rule [50]. The very well developed linear learning algorithms, exhibit much faster convergence than nonlinear algorithms, such as least square (LS). The disadvantage is that, if compared with other feed-forward neural networks, for example MLPN, a larger network is needed to achieve the same modelling performance.

4.2.1 RBFNN Structure

The RBFNN, as shown in Figure 4.1, consists of three layers: input layer, hidden layer and output layer, where \( x = [x_1, x_2, \cdots, x_n]^T \in \mathcal{R}^n \) is the input vector,

\[
h = [h_1, h_2, \cdots, h_q]^T \in \mathcal{R}^q \text{ is the hidden layer output vector, } W(k) \in \mathcal{R}^{p \times q} \text{ is the weight matrix with entry } w_{ij}, \text{ which is the weight linking the } j\text{th node in the hidden layer to the } i\text{th node in the output layer, and } \hat{y} = [\hat{y}_1, \hat{y}_2, \cdots, \hat{y}_p] \in \mathcal{R}^p \text{ is the output vector of the RBFNN.}
\]
In mathematical terms, the following equations are used to describe the RBFNN.

\[ \hat{y}(k) = W \cdot h(k) \]  
\[ h(k) = f[z(k)] \]  
\[ z_i(k) = \sqrt{[x(k) - c_i]^T[x(k) - c_i]} = \| x(k) - c_i \| \]

(4.1)  
(4.2)  
(4.3)

where \( i = 1, 2, ..., q \). \( c_i \in R^n \) is the \( i \)th centre in the input space, and \( f[.] \) is the nonlinear activation function in hidden layer. The gaussian basis function given by

\[ f[z(k), \sigma] = e^{-\frac{z^2(k)}{2\sigma^2}} \]

(4.4)

is chosen in this research, where \( \sigma \) is a positive scalar called width, which is a distance scaling parameter to determine over what distance in the input space the unit will have a significant output.

The RBF neural network models are used in this research to predict system outputs. The procedure of RBFNN modelling and prediction is to determine network inputs according to system dynamics; data collection and scaling; network training and validation; using the network to do prediction. The network training includes determining the number of centres, \( q \), appropriate centres and widths, \( c_i \) and \( \sigma_i \), \( i = 1, \ldots, q \) from the training data set; obtaining the weights \( W \) by training data, and validating the network by the test data. Finally the network model is used to do prediction. In the following three training algorithms are briefly introduced.
4.2.2 Training Algorithms

K-means Algorithm

The K-means clustering algorithm is used to choose the centres of RBFNN from a set of training data in this research. Its objective is to minimise the sum squared distances from each input data to its closest centre so that the data is adequately covered by the activation functions $f[.]$.

Procedure:

Step 1: Choose $q$ initial cluster centres $c_1(1), c_2(1), \ldots, c_q(1)$.

Step 2: At the $k$th iteration step, distribute the sample $\{ x \}$ into $S_j(k)$ among the $q$ cluster domains. $S_j(k)$ denotes the set of samples whose cluster is $c_j(k)$

$$x \in S_j(k) \quad \text{if} \quad \| x - c_j(k) \| < \| x - c_i(k) \|$$ (4.5)

where $j = 1, 2, \ldots, q$ and $i = 1, 2, \ldots, j-1, j+1, q$.

Step 3: Update the cluster centres.

$$c_j(k+1) = \frac{1}{N_j} \sum_{j}^{N_j} S_j(k)$$ (4.6)

where $N_j$ is the number of elements in $S_j(k)$.

Step 4: Repeat Step 2 to Step 3 until $c_j(k+1) = c_j(k)$.

$\rho$-Neighbourhood Method

The RBFNN width $\sigma$ of each unit is computed by the $\rho$-Nearest neighbours method. The guideline is that the excitation of each node should overlap with some other nodes (usually closest) so that a smooth interpolation surface between nodes is obtained. To achieve this each hidden node must activate at least one other hidden node to a significant degree. Therefore, the width is selected so that $\sigma$ is greater than the distance to the nearest unit centre.
\[
\sigma_i = \left[ \frac{1}{\rho} \sum_{j=1}^{\rho} \| c_i - c_j \|^2 \right]^{\frac{1}{2}}
\]  

(4.7)

where \( i = 1, 2, \ldots, q \), \( c_j \) is the \( \rho \)-nearest neighbours of \( c_i \). For nonlinear function approximation \( \rho \) depends on the problem and requires to be experimented.

**Batch Least Squares Algorithm**

The least squares method is one of the most commonly used for linear parameter adaptation. The batch adaptation can be described as following. Assume a system is mathematically described as Equation (4.1), at sample time \( k \), \( \hat{Y} \in \mathbb{R}^{k \times p} \) is defined as:

\[
\hat{Y}(k) = \begin{bmatrix}
\hat{y}^T(1) \\
\vdots \\
\hat{y}^T(k)
\end{bmatrix} = \begin{bmatrix}
h_1(1) & \cdots & h_q(1) \\
\vdots & \ddots & \vdots \\
h_1(k) & \cdots & h_q(k)
\end{bmatrix} \begin{bmatrix}
w_{11} & \cdots & w_{p1} \\
\vdots & \ddots & \vdots \\
w_{1q} & \cdots & w_{pq}
\end{bmatrix} = H(k)W^T
\]  

(4.8)

where

\[
H(k) = \begin{bmatrix}
h^T(1) \\
\vdots \\
h^T(k)
\end{bmatrix}
\]  

(4.9)

\[
h(i) = \begin{bmatrix}
h_1(i) \\
\vdots \\
h_q(i)
\end{bmatrix}, \quad i = 1, 2, \ldots, k
\]  

(4.10)

Least squares cost function is defined as below:

\[
J = \sum_k E^2(k) = [Y(k) - \hat{Y}(k)]^T [Y(k) - \hat{Y}(k)]
\]  

(4.11)
where $Y(k) \in \mathbb{R}^{k \times p}$ are the desired output

$$Y(k) = \begin{bmatrix} y^T(1) \\ \vdots \\ y^T(k) \end{bmatrix} \quad (4.12)$$

By matrix vector differentiation rules,

$$\frac{dJ}{dW} = -2H(k)^TY(k) - 2H(k)^TH(k)W \quad (4.13)$$

The optimum condition of the minimum $J$ is $dJ/dW = 0$, thus the LS algorithm are

$$W = [H^T(k)H(k)]^{-1}H^T(k)Y(k) \quad (4.14)$$

**Recursive Least Squares Algorithm**

Recursive least squares (RLS) algorithm is a recursive form of the Least Squares (LS) algorithm. It evaluates for each new sample the parameter matrix $W$ newly. The basic idea of RLS algorithm is to compute the new parameter estimate $W(k)$ at discrete time steps $k$ by adding some correction information to the previous parameter estimate $W(k-1)$ at time instant $k-1$. It is used to find the RBF network weights $W$, which can be summarised as follows [51]:

$$y_p(k) = y_c(k) - W(k-1)h(k) \quad (4.15)$$

$$g_z(k) = \frac{P_z(k-1)h(k)}{\mu + h^T(k)P_z(k-1)h(k)} \quad (4.16)$$

$$P_z(k) = \mu^{-1}[P_z(k-1) - g_z(k)h^T(k)P_z(k-1)] \quad (4.17)$$

$$W(k) = W(k-1) + g_z(k)y_p(k) \quad (4.18)$$

where $W(k)$ and $h(k)$ represent the RBF network weights and activation function outputs at iteration $k$, $y_c(k)$ is the process output vector, $P_z$ and $g_z$ are middle
terms. $\mu$ here is called forgetting factor ranging from 0 to 1 and is chosen to be 1 for off-line training. The parameters $g_z$, $w$ and $P_z$ are updated orderly for each sample with the change of the activation function output $h(k)$.

### 4.3 Diagonal Recurrent Neural Networks

Recurrent NNs (RNN) have important capabilities that are not found in feed-forward networks, such as attractor dynamics and the ability to store information for later use. Of particular interest is their ability to deal with time varying input or output through their own natural temporal operation. Thus, the RNN is a dynamic mapping and is better suited for dynamic systems modelling than the feed-forward networks. Considering the computation burden of MPC for fast dynamic system, the DRNN, instead of fully connected recurrent neural networks (FRNN), is used in this study. The DRNN has one hidden layer that is comprised of self-recurrent neurons from their own output only. Since there is no inter-links among neurons in the hidden layer, DRNN has considerably fewer weights than FRNN and the network is simplified considerably.

#### 4.3.1 DRNN Structure

The DRNN consists of one input layer, one hidden layer and one output layer. The basic DRNN structure is shown in Figure 4.2.

Here, the input vector at sample instant $k$ is $x(k) = [x_1(k) \ldots x_n(k)]^T$ with $n$ the number of input variables, the hidden layer vector $h(k) = [h_1(k) \ldots h_q(k)]^T$ with $q$ the number of hidden layer nodes, and output vector $y(k) = [\hat{y}_1(k) \ldots \hat{y}_p(k)]^T$ with $p$ the number of output variables. There are three weighting matrices, $W^h(k) \in \mathcal{R}^{q \times (n+1)}$ connected between input layer and hidden layer, $W^y(k) \in \mathcal{R}^{p \times (q+1)}$ connected between hidden layer and output layers, and $W^d(k) \in \mathcal{R}^{p \times q}$ connected between hidden layer output and hidden layer input as feedback. These matrices...
are defined as follows.

\( W^h(k) = [w^h_{i,j}], \quad i = 1, \ldots, q, \quad j = 1, \ldots, n + 1 \)

\( W^y(k) = [w^y_{i,j}], \quad i = 1, \ldots, p, \quad j = 1, \ldots, q + 1 \)

\( W^d(k) = [w^d_{i,j}], \quad i = 1, \ldots, v, \quad j = 1, \ldots, q \)

Here \( v \) is the maximum number of delayed sample instants in the feedback as shown in Figure 4.3.

The recurrent structure within each hidden layer node is the feedback from the node output to its input through different orders of time delay, as shown in Figure 4.3. The DRNN output can be calculated from its input and weights as follows:

\[
\hat{y}(k) = W^y \begin{bmatrix} h(k) \\ 1 \end{bmatrix}
\]  

(4.19)
\[ h(k) = f[z(k)] \quad (4.20) \]
\[
z(k) = W^h \begin{bmatrix} x(k) \\ 1 \end{bmatrix} + \begin{bmatrix} \text{diag}(w^d_1) & \cdots & \text{diag}(w^d_v) \end{bmatrix} \begin{bmatrix} h^d(k - 1) \\ \vdots \\ h^d(k - v) \end{bmatrix} \quad (4.21) \]

\[
diag(w^d_i) = \begin{bmatrix} w^d_{i,1} & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & w^d_{i,v} \end{bmatrix} \quad i = 1, \ldots, v \quad (4.22)\]

\[ h^d(k) = h(k) \in \mathcal{R}^q, \quad \text{feedback after activation function} \quad (4.23) \]

where \( f(\cdot) \) in Equation (4.20) is the nonlinear activation function in hidden layer.

The typical hidden layer activation functions used in DRNN are sigmoid and hyperbolic tangent function. In the investigation of process modelling with DRNN, only sigmoid activation function is chosen as the nonlinear transfer function in DRNN.
4.3.2 Training Algorithms

Dynamic Back-Propagation Algorithm

Because the weights in the feedback loop are nonlinearly related to the network output, optimisation algorithms for linear systems cannot be used. Here, training of these weights is achieved using a so-called dynamic back-propagation algorithm. Let \( y(k) \) and \( \hat{y}(k) \) be the actual responses of the plant and the output of the DRNN model, then an error function for a training cycle for DRNN can be defined as:

\[
E_m = \frac{1}{2} [y(k) - \hat{y}(k)]^2
\]  
(4.24)

The gradient of error simply becomes

\[
\frac{\partial E_m}{\partial W} = -e_m(k)\frac{\partial \hat{y}(k)}{\partial W}
\]
(4.25)

where \( e_m(k) = y(k) - \hat{y}(k) \) is the output error between the plant and the DRNN.

Given the DRNN shown in Figure 4.2 and described by Equations (4.19)-(4.23), the output gradients with respect to output, recurrent and input weights, respectively, are given by

\[
\frac{\partial \hat{y}(k)}{\partial W^y} = h(k)
\]
(4.26)

\[
\frac{\partial \hat{y}(k)}{\partial W^d} = W^y P(k)
\]
(4.27)

\[
\frac{\partial \hat{y}(k)}{\partial W^h} = W^y Q(k)
\]
(4.28)

where \( P(k) \equiv \partial h(k)/\partial W^d \) and \( Q(k) \equiv \partial h(k)/\partial W^h \) and satisfy

\[
P(k) = f'(z)\{h(k - 1) + W^d P(k - 1)\}, \quad P(0) = 0
\]
(4.29)

\[
Q(k) = f'(z)\{x(k) + W^d Q(k - 1)\}, \quad Q(0) = 0
\]
(4.30)
The weights can now be adjusted following a gradient method, i.e., the update rule of the weights becomes

$$W(k + 1) = W(k) + \eta \left( -\frac{\partial E_m}{\partial W} \right)$$

(4.31)

where $\eta$ is the learning rate and $\eta = \eta^h, \eta^d, \eta^v$ respectively for the corresponding weight matrix. Equation (4.24)-(4.31) define the dynamic back-propagation algorithm (DBP) for DRNN.

The update rules call for a proper choice of the learning rate $\eta$. If let $\eta^h$, $\eta^d$, and $\eta^v$ be the learning rate for DRNN weights $W^h$, $W^d$, and $W^v$ respectively, then, the DBP algorithm converges if $0 < |W^d_j| < 1$, $j = 1,2,\cdots,v$ and the learning rate are chosen as [52]:

$$0 < \eta^h < \frac{2}{q}$$

(4.32)

$$0 < \eta^d < \frac{2}{q} \left[ \frac{1}{W_{\text{max}}^v} \right]^T$$

(4.33)

$$0 < \eta^h < \frac{2}{n + q} \left[ \frac{1}{W_{\text{max}}^v \cdot x_{\text{max}}} \right]^2$$

(4.34)

Here, $W_{\text{max}}^v := \max_k ||W^v(k)||$, $x_{\text{max}} := \max_k ||x(k)||$ and $|| \cdot ||$ is the sup-norm.

4.4 Automatic Differentiation Technique

4.4.1 Introduction

There are many ways to obtain the derivatives of a mathematical function. Straight forward hand calculations is the first to come in mind. This course is usually taken in problems of small size. If the function is not simple, the number of variables is large, or the input and output range of values is large, hand calculation becomes nearly impossible and prone to errors that are difficult to
debug. In the training stage of DRNN, the derivative of error between DRNN and plant against all the weights, is required for DBP algorithm. As shown in equations (4.24)-(4.31), the deduction of this derivative is very complex, due to the internal dynamics of DRNN. Therefore, on the practical application side, it is preferable to obtain this derivative by computational methods. In general, there are three important methods for finding the derivatives. These are, the numerical differentiation method, the symbolic method, and the recently developed method of automatic differentiation. The three methods are introduced in the next sections with special emphasis in the AD tool.

4.4.2 Numerical Differentiation

The most common alternative to hand coding is the numerical approximation of derivatives by Finite Difference (FD) formula. A simple formula is constructed from the expansion of \( f(x) \) in Taylor series truncated after the first order term:

\[
 f(x) = f(x_k) + \Delta x \cdot \frac{\partial f}{\partial x} \bigg|_{x=x_k} + O(\Delta x^2)
\]  

(4.35)

where \( \Delta x = x - x_k \) and it is some very small positive number. Evaluated at \( x = x_k - \Delta x \), then a good approximation of the derivative is computed easily as:

\[
\frac{\partial f}{\partial x} \bigg|_{x=x_k} = \frac{f(x) - f(x_k - \Delta x)}{\Delta x} + O(\Delta x^2)
\]  

(4.36)

The order of the approximation is controlled by the term at which the series is truncated that is the last term in Equation (4.36). Note that only function evaluations are needed to calculate the derivative. Thus, the coding of the algorithm is very simple and existing codes can be used.

More accurate derivative can be computed using Centered Finite Differences (CFD)
method as:

\[
\frac{\partial f}{\partial x} \bigg|_{x=x_k} = \frac{f(x + \Delta x) - f(x - \Delta x)}{2\Delta x} + \mathcal{O}(\Delta x^3) \tag{4.37}
\]

which usually gives better approximation, but cost an additional function evaluation. The main disadvantage of FD and CFD approaches lies with the tradeoff between truncation error and roundoff error. As the truncated Taylor series expansion is only valid in the neighbourhood of the expansion point \(x_k\), small values of \(\Delta x\) tend to reduce the truncation error. Ideally, the exact derivative is the limit of these formula above, when \(\Delta x\) tends to zero. However, very small values of \(\Delta x\) increase the roundoff error. Finding the best \(\Delta x\) requires numerous executions of the program, and even then the computed derivatives are just approximations. Other disadvantages of this approach are the instability of higher order differentiation formula and the computational cost of the techniques, approximately \(n + 1\) times the computational effort associated with evaluation of the function itself [53].

### 4.4.3 Symbolic Differentiation

Symbolic differentiation (SD) is a computer aided analog to analytical or hand differentiation employing a graph theoretical approach. The formula representation of a function is transformed into a formula representation for its derivative, that is either interpreted or further transformed into a program in a common programming language. In principle, evaluation of these formula gives exact values of the derivatives of the function. Symbolic differentiation only incurs roundoff error resulting from the individual floating point operations.

Symbolic differentiation, usually performed in computer algebra packages like Maple and Mathematica [54], is unable to deal with branches, loops and subroutines intrinsic in computer codes. For every binary operator (except \(+\) or \(-\)), the derivative expression is likely to double in size, leading to a combinatorial
explosion effect. Due to this effect, the resulting derivative code is difficult to manipulate and to be used for practical software applications. The computational cost of SD is almost impossible to predict. It generally grows enormously with function complexity. Instead, Automatic Differentiation is bounded in terms of the number of independent and dependent variables.

4.4.4 Automatic Differentiation

Automatic Differentiation (or AD), which is developed for the automatic computation of derivatives, is a new approach to obtain analytical derivatives of programs (possible containing conditional statement, loops etc.). AD is the numerical computation of exact values of the derivative of a function at a given argument value. It just like FD, requires only the original program $f$. But instead of executing $f$ on different sets of inputs, it builds a new, augmented, program $f'$, that computes the analytical derivatives along with the original program. This new program is called the differentiated program. Precisely, each time the original program holds some value $v$, the differentiated program holds an additional value $dv$, the differential of $v$. Moreover, each time the original program performs some operations, the differentiated program performs additional operations dealing with the differential values. So, it decomposes the model into a series of elementary functions ($\times, /, \sin(-), \text{etc.}$), applies the simple rules of differentiation (product rule, quotient rule, etc.) to evaluate the partial derivatives of the elementary functions, and then accumulates them with the chain rule to obtain the derivatives of the program. The resulted derivative values are obtained without generating a formula for the derivatives, thus avoiding the unnecessary overhead of symbolic differentiation and the truncation error inherent in FD formulas [55].
Table 4.1: Evaluation of $f$ and its derivative

<table>
<thead>
<tr>
<th>Evaluation of $f(x,y)$</th>
<th>Evaluation of $f'(x,y)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v_1 = y$</td>
<td>$dv_1 = dy$</td>
</tr>
<tr>
<td>$v_2 = v_1^3$</td>
<td>$dv_2 = 3v_1^2 dv_1$</td>
</tr>
<tr>
<td>$v_3 = xv_2$</td>
<td>$dv_3 = x dv_2 + dxv_2$</td>
</tr>
<tr>
<td>$v_4 = 0.5v_3$</td>
<td>$dv_4 = 0.5dv_3$</td>
</tr>
<tr>
<td>$v_5 = x + y$</td>
<td>$dv_5 = dx + dy$</td>
</tr>
<tr>
<td>$v_6 = \sin(v_5)$</td>
<td>$dv_6 = \cos(v_5)dv_5$</td>
</tr>
<tr>
<td>$v_7 = \exp(v_6)$</td>
<td>$dv_7 = \exp(v_6)dv_6$</td>
</tr>
<tr>
<td>$f(x,y) = v_4 - v_7$</td>
<td>$df = dv_4 - dv_7$</td>
</tr>
</tbody>
</table>

To explain further, consider the function $f(x,y)$ represented below:

$$f(x,y) = 0.5xy^3 - \exp(\sin(x + y))$$  \hspace{1cm} (4.38)

The partial derivatives of this function are easily obtained and equal to:

$$\frac{\partial f}{\partial x} = 0.5y^3 - \cos(x + y) \cdot \exp(\sin(x + y))$$  \hspace{1cm} (4.39)

$$\frac{\partial f}{\partial y} = 1.5xy^2 - \cos(x + y) \cdot \exp(\sin(x + y))$$  \hspace{1cm} (4.40)

Using only binary operations, this function would be represented as shown in Table 4.1. Differentiation each line of the code, one would get the code to generate the derivative without the formula of the derivative, shown as equations (4.39) and (4.40). In order to calculate the partial derivative in respect to $x$ the vector $[dx, dy]^T$ is set to $[1, 0]^T$, meaning that $\partial y/\partial x = 1$. Analogously, to calculate the partial derivative in respect to $y$, the vector $[dx, dy]^T$ is set to $[0, 1]^T$. In Table it is shown that the evaluation of the formulas on Table would lead to the same expressions of equations (4.39) and (4.40).

Although great advances have been made in symbolic differentiation of formulas, AD generally requires less memory and CPU time, and also applies to functions defined by computer programs or subroutines for which no formula may be available.
There are two basic modes of operation in automatic differentiation, one is the forward mode and the other is the reverse mode. In the forward mode, the derivatives are propagated through the computation using the chain rule. This is the most classical approach, the differentiation machinery behaves as a human who would augment the code by additional instructions computing the derivatives and reCusing the shared expressions assigned to temporary variables. Consider a function, \( y = g(f(x)) \) consisting of two operations: \( v = f(x) \) and \( y = g(v) \). In forward mode, by applying the chain rule, \( \hat{y} = dy/dx \) can be evaluated in the sequence: \( x = 1, \hat{v} = f'(x) \hat{x} \) and \( \hat{y} = g'(v) \hat{v} \). In forward mode, a function and its derivatives can be evaluated in parallel. Note that the same method is used in Table 4.1. This mode is easy to understand and implement, and requires computational effort proportional to \( n \times m \), where \( n \) is the number of independent variables and \( m \) the dimension of the function component.

In the reverse mode, the intermediate derivatives are computed in the reverse order, from the final results down to the independent variables. The reverse mode evaluation is based on the definition of adjoint, \( \hat{v} = dy/dv \). After evaluating the sequence, \( v = f(x) \) and \( y = g(v) \) with all intermediate results recorded, the adjoints are evaluated in a reverse sequence: \( \hat{y} = 1, \hat{v} = \hat{g}g'(v) \) and finally, \( dy/dx = \hat{x} = \hat{v}f'(x) \). The reverse mode requires saving the entire computa-
tion trace, since the propagation is done backwards through the computation, and hence, the partial derivatives need to be stored for derivative computation. Hence the reverse mode can be prohibitive due to memory requirements [56]. However, the reverse mode is better for computing multidimensional gradients of a function, because the computational effort for it is proportional with \( m \), the length of the code list, and independent of \( n \), the number of independent variables. In fact, when the number of \( m \) is much less than \( n \) such as the objective function of an optimisation problem, evaluation in reverse mode is vastly more efficient than in forward mode. This can result in significant saving in computational time [57].

There are aspects to be considered other than merely the computational cost when discussing AD modes. Reverse mode implementation is quite more sophisticated and may employ complex structures of indirect addressing. That may prevent vectorisation of the final code [58]. Hence, available AD codes employ a combination of both strategies in order to balance complexity and computational cost.

4.4.5 Implementation of AD Using ADOL-C library

The \( C++ \) package ADOL-C (Automatic Differentiation by Overloading in \( C++ \)) proposed by Griewank et al. [59], facilitates the evaluation of first and higher derivatives of vector functions that are defined by computer programs written in \( C \) or \( C++ \). The resulting derivative evaluation routines may be called from \( C/C++ \), Fortran, or any other language that can be linked with \( C \).

In the thesis (where the derivatives will be required) ADOL-C is linked with \textit{MATLAB} via \textit{mex} warp for derivatives evaluation. ADOL-C facilitates the simultaneous evaluation of arbitrarily high directional derivatives and the gradients of these Taylor coefficients with respect to all independent variables. Relative to
the cost of evaluating the underlying function, the cost for evaluating any such scalar-vector pair grows as the square of the degree of the derivative but is still completely independent of \( n \), the number of vector functions component, and \( m \), the number of independent variables.

For the reverse propagation of derivatives, the whole execution trace of the original evaluation program must be recorded, unless it is recalculated in piece as advocated in [60]. In ADOL-C, this potentially very large data set is written first into a buffer array and later into a file if the buffer is full or if the user wishes a permanent record of the execution trace. In either case, it refer to the recorded data as the tape. The user may generate several tapes in several named arrays or files. During subsequent derivative evaluations, tapes are always accessed strictly sequentially, so that they can be paged in and out to disk without significant runtime penalties. If written into a file, the tapes are self-contained and can be used by other Fortran, C or C++ programs [61][62].

4.5 SI Engine Modelling Using Neural Networks

Neural network methods have proven to be powerful tools in modelling of non-linear dynamic processes. In this research, neural network is used for engine dynamics modelling, because it is a universal tool for system identification, and can be used for a large number of different applications for engine control. Moreover, for production ECU in automotive industry, memory restrictions are still an important issue. By fully utilizing micro-controller for the neural computation, the system memory cost can be reduced to a certain extent. The flow chart in Figure 4.4 shows the procedure for system identification, in which the work is done in steps [50].

The first step in the engine modelling is the generation of a suitable training
Figure 4.4: The System Identification Loop
Figure 4.5: Random Amplitude Signal

data set. As the training data will influence the accuracy of the NN modelling performance, the objective of experiment design on training data is to make the measured data become maximally informative, subject to constraints that may be at hand. As such the input signals are required to excite the dynamic modes of the process at different frequencies while also ensuring that the training data adequately cover the specified operating region. A hybrid excitation signal for NN training was proposed by Lightbody and Irwin [63]. A persistently exciting input signal may be sufficient in linear system identification, but this is not the only consideration for the identification of non-linear systems. The process modelling of a NN model consisting of two parts, (1) the capturing of the dynamics of the process and (2) the approximation of the underlying non-linear vector function. Random amplitude signal (RAS) is chosen for this research, which is shown in Figure 4.5. Before training or validating the neural network using RAS, all input and output data obtained from MVEM by simulation will be scaled to the range of [0, 1]. The linear scale is used as follows:
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\[ u_s(k) = \frac{u(k) - u_{\text{min}}}{u_{\text{max}} - u_{\text{min}}} \quad (4.41) \]
\[ y_s(k) = \frac{y(k) - y_{\text{min}}}{y_{\text{max}} - y_{\text{min}}} \quad (4.42) \]

where \( u_{\text{min}} \) and \( u_{\text{max}} \) are the minimum and maximum inputs among the data set, while \( u_s \) is the scaled input. The same is for the output.

To testify validity of the NN model, the engine data is usually divided into two parts, the first data set is used for training neural network and the left is used for NN model validation. Generally, the modelling error of the training data set is often smaller than the test data set. In this research, the modelling and control performance are evaluated by mean absolute error (MAE), which is given as the following:

\[ MAE = \frac{1}{N} \sum_{k=1}^{N} \|f(k) - y(k)\| = \frac{1}{N} \sum_{k=1}^{N} \|e(k)\| \quad (4.43) \]

As the name suggests, the MAE is an average of the absolute errors \( e(k) = f(k) - y(k) \). For modelling performance, \( f(k) \) is the prediction by NN model and \( y(k) \) the output of SI engine. In term of the evaluation of control performance, \( f(k) \) is the engine output and \( y(k) \) the corresponding set-point value.

### 4.6 Summary

In this chapter, two types of neural networks used for SI engine modelling in this research are described, including RBFNN and DRNN. A brief overview of the structures of RBFNN and DRNN, and the corresponding general training algorithms are introduced.

In addition, to improve the performance of dynamic back-propagation algorithm for DRNN, automatic differentiation is implemented, and a short introduction on
this technique is provided.

Finally, the NN modelling procedure and the generation of training and validation data sets is described.
Chapter 5

RBFNN based

Feedforward-Feedback Control

5.1 Introduction

Due to the high nonlinearity of automotive engine system dynamics and large disturbance, the traditional feedback control on AFR by itself, or in conjunction of look-up table, is not satisfactory. Significant improvements are expected to achieve by adding feed-forward control. The desired engine port fuel mass flow \( \dot{m}_f \) is described by the following equation:

\[
\dot{m}_f = \frac{\dot{m}_{ap}}{\lambda}
\]  

(5.1)

Here, \( \lambda \) is the air/fuel ratio. When tight control of NO

x, HC and CO emissions is required, operation of the automotive engine with a stoichiometric mixture is advantageous so that a three-way catalyst can be used to clean up the exhaust [2]. In practice, the fuel injection rate \( m_{fi} \) can not be obtained in this way because of fuel deposition and transportation mechanisms as shown in Equations (2.10), (2.11), and (2.12). However, during the past decade, methods based on artificial neural network have established effective tools of system modelling, which give us a black-box approach to deal with process mechanisms [64] [65].
In this chapter, a RBFNN model is used to predict the air mass flow into intake port $\dot{m}_{ap}$, then, the expected engine port fuel mass flow $\dot{m}_f$ in next sample time can be deduced from Equation (5.1). After that, this expected $\dot{m}_f$ is transferred to a RBF-based inverse model of fuel injection dynamics to generate control variable $\dot{m}_{fi}$. Finally, a feedback trim - PI control is used in conjunction with this RBFNN feedforward control to compensate for modelling errors and unmeasured disturbance.

5.2 Control System Configuration

The strategy of RBF-based feedforward-feedback control of AFR is shown in Figure 5.1.

![Figure 5.1: RBF-based Feedforward-Feedback Control Structure](image)

Figure 5.1: RBF-based Feedforward-Feedback Control Structure
External disturbance is usually given by the vehicle driver as the change of throttle angle. It can not be predicted. However, it is easy to be measured by throttle position sensor. In this system structure, the air mass flow rate into the cylinders is estimated by a RBFNN from the throttle angle and some system states including manifold pressure and crankshaft speed. Then, the neural network controller will determine the appropriate fuel flow rate by Equation (5.1) according to the estimated air flow rate. This feed-forward controller produces compensation for the external disturbance. At the same time, the PI controller is used to form the feedback control and to control the uncompensated effects as well as the steady state offset. In the experiment, PI controller is tuned by hand. A flowchart of the control actions in time sequence is given in Figure 5.2. The improved system’s transient response is displayed and commented on the section of implementation.

5.3 Neural Modelling of $\dot{m}_{ap}$ and $\dot{m}_{fi}$

5.3.1 Neural Model for $\dot{m}_{ap}$

According to the analysis of $\dot{m}_{ap}$ in Equation (2.4), at sample instant $k$, the relevant inputs affecting $\dot{m}_{ap}$ can be determined as intake manifold temperature $T_i$, throttle position $u$, crankshaft speed $n$, and $\dot{m}_{ap}$ itself in the last sample time, all inputs are measurable. Different orders and time delays of these variables are tried in the model training, and the following order are found most appropriate giving the minimum modelling error. We have the following equation:

$$\dot{m}_{ap}(k) = g(T_i(k - 1), u(k - 1), n(k - 1), \dot{m}_{ap}(k - 1)) + e(k) \quad (5.2)$$

where $g(\cdot)$ is a nonlinear function and $e(k)$ is a noise with zero mean. Equation (5.2) completely describes the relevant inputs and their time dependencies on
\( \dot{m}_{ap} \). Therefore, the RBF neural network of \( \dot{m}_{ap} \) modelling is constructed as Figure 5.3. To train this network model, three sets of RAS were designed for \( T_i, u \) and \( n \). The ranges of these excitation signals are listed in Table 5.1. The sample time of simulation system was set to 0.1s. The simulation was run for 500 seconds with a set of 5000 data samples of \( \dot{m}_{ap} \) collected. These data were divided into two groups: the first 4500 data samples were used for training while
the remaining 500 data samples for validation. Before training and test, the raw data were scaled using the following equation

\[ x_{\text{scale}}(k) = \frac{x(k) - \min\{x(i)\}}{\max\{x(i)\} - \min\{x(i)\}}, \quad i \in [1, N] \]  

(5.3)

where \( N \) is the number of samples in the data set. In the training, the number of hidden layer nodes were chosen by experiment. Different numbers of nodes from 5 to 15 were tried respectively and the generated MAE of modelling for the 500 test samples were compared. It was found that the neural network with 13 centers gave minimum prediction MAE of 0.0546. Therefore, 13 nodes were used in RBF model for \( \dot{m}_{ap} \). The result is shown in Figure 5.4

5.3.2 Inverse Model for \( \dot{m}_{fi} \)

In this section a RBF network is trained to model the inverse dynamics of fuel injection to generate the control variable \( \dot{m}_{fi} \). When \( \dot{m}_{ap} \) is predicted by the
neural model in Figure 5.3, it will be used to calculate the desired fuel flow rate into engine port, \( \dot{m}_f \), by keeping \( \lambda = \frac{\dot{m}_{ap}}{\dot{m}_f} = 14.7 \). However, such obtained desired \( \dot{m}_f \) can not be directly used in fuel injection control, as the injected fuel flow rate is not \( \dot{m}_f \), but \( \dot{m}_{fi} \). There are dynamics between \( \dot{m}_{fi} \) and \( \dot{m}_f \) as described by Equation (2.10), (2.11), and (2.12). Considering these equations, the dynamics can be represented by

\[
\dot{m}_f(t) = f_1[\dot{m}_{fi}(t), n(t)]
\]  

(5.4)

With different orders and time delays tried in model training, the most appropriate order for the discrete equation is as follows

\[
\dot{m}_f(k) = f_2[\dot{m}_f(k - 1), \dot{m}_f(k - 2), \dot{m}_{fi}(k - 1), \dot{m}_{fi}(k - 2), n(k - 1)]
\]  

(5.5)

Therefore, \( \dot{m}_{fi}(k - 1) \) can be predicted using the above dynamics by

\[
\dot{m}_{fi}(k - 1) = f_3[\dot{m}_{fi}(k - 2), \dot{m}_f(k), \dot{m}_f(k - 1), \dot{m}_f(k - 2), n(k - 1)]
\]  

(5.6)
where $f_3$ is an inverse nonlinear function of (5.5). If $\hat{m}_{fi}$ is predicted at current sample instant $k$, the equation is

$$\hat{m}_{fi}(k) = f_3[\hat{m}_{fi}(k-1), \bar{m}_f(k+1), \bar{m}_f(k), \bar{m}_f(k-1), n(k)] \quad (5.7)$$

Since $\bar{m}_f(k)$ and $\bar{m}_f(k+1)$ are not available when $\hat{m}_{fi}(k)$ needs to be predicted, the desired value of fuel flow rate into engine port, $\bar{m}_f(k)$, calculated from $\bar{m}_f(k) = \hat{m}_{ap}(k)/\lambda$, is used to replace $\bar{m}_f(k)$ and $\bar{m}_f(k+1)$. $n(k)$ is approximated by $n(k-1)$. Thus, the above equation becomes

$$\hat{m}_{fi}(k) = f_3[\hat{m}_{fi}(k-1), \bar{m}_f(k), \bar{m}_f(k-1), n(k-1)] \quad (5.8)$$

This equation can be approximated by a RBF network in Figure 5.5. The ranges of these excitation signals $\bar{m}_f$, $\hat{m}_{fi}$, and $n$, are listed in Table 5.2 according the simulation engine model.

![Figure 5.5: The Structure of RBFNN for $\hat{m}_{fi}$](image)

<table>
<thead>
<tr>
<th>RAS</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{m}_f$</td>
<td>$1.2 \times 10^{-3}$ kg/s</td>
<td>$2.2 \times 10^{-3}$ kg/s</td>
</tr>
<tr>
<td>$\hat{m}_{fi}$</td>
<td>$4.5 \times 10^{-4}$ kg/s</td>
<td>$3.0 \times 10^{-3}$ kg/s</td>
</tr>
<tr>
<td>$n$</td>
<td>$1.0 \times 10^4$ rpm</td>
<td>$5.5 \times 10^3$ rpm</td>
</tr>
</tbody>
</table>

Table 5.2: Ranges of Excitation Signals for $\hat{m}_{fi}$ Modelling
Simulation setting is the same as before, a set of 5000 data samples of $\dot{m}_{ap}$ was collected, with the first 4500 data samples for training and the remaining 500 data samples for validation. The number of hidden nodes was selected to be 12 in the experiments following the procedure as described for $\dot{m}_{ap}$. The result is shown in Figure 5.6. The prediction MAE for $\dot{m}_{fi}$ in scaled data is only 0.0012,

![Figure 5.6: $\dot{m}_{fi}$ Modelling with RBFNN](image)

the output of the neural network almost matches the real engine output data perfectly. This is because of $\dot{m}_f(k-1)$, which can be calculated online at sample time $k$, was used to predict the value of fuel injection rate $\dot{m}_{fi}(k)$. Another reason for constructing the inverse model in this way is that we have created a RBFNN model that can predict the $\dot{m}_{ap}$ for one step ahead. Therefore, $\ddot{m}_f(k)$ can be calculated through $\ddot{m}_{ap}(k)$ according to Equation (5.1), then, is used as one of the inputs of inverse model, which is approximated to $\dot{m}_f(k)$. 
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5.4 PID Control on AFR

We have already seen in last section that the throttle angle $u$ is the signal given by vehicle driver, which can not be predicted and manipulated by control system. Therefore, it is classified as disturbance. $\dot{m}_{fi}$ is the manipulated variable used to control the process. Based on the analysis of Equation (2.10), (2.11), (2.12), and (5.1), we can see that the difficulty to design a PID controller is that the output AFR decreases with $\dot{m}_{fi}$ increasing or the steady state gain is negative, which makes it impossible to tune PID controller by common methods. To solve the problem, two PID control methods are implemented and the configures are shown in Figure 5.7 and 5.8 respectively.

![Figure 5.7: PID Control Scheme-1](image)

The idea in the first method is that the design of PID controller will be easier if the output AFR can change in the same direction as the control variable. In Figure 5.7, the actual control variable used by actuator is the reciprocal of PID controller's output $uu$. When this component is added to the engine dynamics, the AFR will increase when $\dot{m}_{fi}$ increase. A positive static gain is achieved, and the PID controller can be easily realized by standard tuning method, for example, Ziegler-Nichols method.
Inspired by look-up tables method, the optimal fuel injection rate can be found by experiments if given a specific value of throttle angle. Then, the PID controller working at this operating point, as seen in Figure 5.8, is to eliminate the negative effect of throttle angle change. The simulation results show that the better performance can be obtained by this method if compared with the first scheme.

5.5 Feedforward-Feedback Control System Simulation

5.5.1 The Control Structure

The RBF-based feedforward-feedback control system structure in our implementation is shown in Figure 5.9. At the sample time $k$, the neural model for $m_{ap}$ makes one-step prediction on the air flow rate into engine port $m_{ap}(k)$ using the
measured states including throttle angle position $u(k-1)$, intake manifold temperature $T_i(k-1)$, and $\dot{m}_{ap}(k-1)$. The predicted air flow rate $\dot{m}_{ap}(k)$ divided by 14.7 (stoichiometric value) is the fuel film rate $\dot{m}_f(k)$ for an ideal combustion. However, $\dot{m}_f(k)$ can not be used by fuel injection directly. In our control scheme, $\dot{m}_f(k)$, measured engine speed $n(k-1)$, and fuel injection rate $\dot{m}_{fi}(k-1)$ form a input vector for the inverse model of fuel injection dynamics, which outputs the appropriate fuel injection rate for this sample time. On the other hand, to enhance the performance in steady state, the a PI controller is used to form the feedback control. Therefore, the injection rate for activating fuel injector is the sum of two control variables, one is from RBF based NN controller; the other from PI controller.

![Figure 5.9: RBF-based Feedforward-Feedback Control Structure on AFR](image)

Figure 5.9: RBF-based Feedforward-Feedback Control Structure on AFR
5.5.2 Throttle Angle Change During Control

The change of throttle angle in driving condition is given by the vehicle driver. Usually the throttle plate in the closed position is say 9° to 12° degrees. Using this convention, the maximum opening angle of the throttle, if it is to be effective, is about 70° to 80°. Opening it wider than this will have no influence on the throttle air mass flow. In our simulations, as shown in Figure 5.10, a throttle angle changing gradually from 25° to 65° by 10° each 20 seconds with 0.5° random measurement error is chosen to simulate the driving dynamics of the simulation engine. This almost covers the whole engine operating condition. The AFR is to be controlled between the ±1% bounds of the stoichiometric value(14.7), i.e. $99\% \times 14.7 \leq \text{AFR} \leq 101\% \times 14.7$.

![Figure 5.10: Throttle Angle Change During Control](image-url)
5.5.3 PID Control Parameters Setting

A digital PID controller shown as follows is realized [66].

$$\dot{m}_{fi}(k) = \dot{m}_{fi}(k-1) + K[(1+\frac{T}{T_1} + \frac{T_D}{T})e(k) - (1 + \frac{2T_D}{T})e(k-1) + \frac{T_D}{T}e(k-2)]$$  (5.9)

Here, the sampling time $T$ is also chosen to be 0.1s. First, the derivative time $T_D$ is set to be 0 and the PI controller was tuned by open-loop method of the Ziegler-Nichols rules [67]. After fine tuning, the PI controller that is use here with RBF based neural network controller for air fuel ratio regulation is

$$\dot{m}_{fi}(k) = \dot{m}_{fi}(k-1) + 2 \times 10^{-6} \cdot e(k) - 1.4 \times 10^{-4} \cdot e(k-1)$$  (5.10)

The derivative term $T_D$ can cause large amounts of change in the output given small amounts of measurement or process noise. Further experiments also illustrated that $T_D$ can not make an contribution on the improvement of control performance. In the simulation, the sampling time is chosen to be 0.1s same as that in the data acquisition.

5.5.4 Simulation Results

From the response of AFR in simulation, it can be seen that the engine process exhibits a higher degree of nonlinearity when the throttle angle operates between 25° and 45°. It means the accurate AFR control in this range is more challenging. The control result and the injected fuel mass are shown in Figure 5.11 and 5.12. It can be seen that the AFR is controlled within the ±1% bounds of the stoichiometric value(14.7) in both transient and steady state. The good control performance is because of the good prediction of the RBR based feedforward controller on the air mass flow rate into engine port according the states of manifold dynamics, the fuel injection rate it generates consequently can make appropriate compensation for the influence of the throttle angle. The tracking performance is
evaluated by mean absolute error that has been defined in Equation (4.43). The tracking MAE of AFR control is 0.0014 in this simulation.

Figure 5.11: Simulation Result of RBF-based Feedforward-Feedback Control on AFR

Figure 5.12: $\dot{m}_f$, Produced by RBF-based Feedforward-Feedback Controller
5.6 Control Performance Comparison with PID

In order to show the advantages of RBF-based feedforward-feedback controller, its control result is compared with that of a traditional PID controller, which is used in the production ECU of current automotive industry. In this simulation, the structure of PID control used here is the scheme 2 shown in section 5.4. Because of the severe nonlinearity in the engine dynamics when the throttle angle operates between between 25° and 45°, the PID controller is developed to work at 40° of throttle angle, and initial value for fuel injection is set to $2.895 \times 10^{-3}$. By only PID control on AFR, this design is reasonable to guarantee the overall performance in the whole engine operating condition. According to Equation (5.9), the PID controller for air fuel ratio regulation is

$$\dot{m}_{fi}(k) = \dot{m}_{fi}(k - 1) + 36.12 \cdot e(k) - 36 \cdot e(k - 1) \quad (5.11)$$

The tracking MAE is 0.2499. Figures 5.13 and 5.14 show the control result and the corresponding fuel injection rate, with the tuned PI controller and the same throttle angle changing.

Figure 5.13: Simulation Result of PI Control on AFR
Compared with traditional feedback controller, it can be seen that RBF-based feedforward-feedback control significantly reduces the overshoot and settling time. In addition to better transient response, the tracking MAE of RBF-based feedforward-feedback controller is much less than that of PI controller. This means the steady state response is further improved as well. Therefore, a significant improvement in performance is achieved using RBF-based feedforward-feedback controller.

5.7 Robustness Analysis

Air Leakage in the intake manifold is one of the exasperating problems that are influenced by aging effect, which can result from any holes in the manifold or at any of the connection points. Air leakage in intake manifold can ruin engine performance, boost exhaust temperature and raise emissions. In the engine model we are using, the parameter $\dot{m}_{ap}$ stands for the air flow rate into the engine port, which is shown in Equation (2.4). When air leakage happens, the reduced amount of air into the cylinders will result in the decrease of $\dot{m}_{ap}$, this will fool the ECU into over-fuelling, and incomplete combustion will result in high emissions of HC in the exhaust gases and a decreasing effective work. In this section, the
robustness of developed neural network-based control system will be tested to deal with air leakage problem.

5.7.1 Control Performance with 10% Uncertainty

In this simulation, all the parameters settings for engine model are the same as those in previous experiments. The sample time is 0.1 second and throttle angle changes from 25° to 65° in 100 seconds. A model mismatches is introduced on

![Figure 5.15: Simulation Result of RBF-based Feedforward-Feedback Control on AFR When Engine Model Has 10% Mismatch](image)

$m_{ap}$ - the air flow rate into engine port, which is a 10% magnitude decrease of the original $m_{ap}$ value after running the simulation for 25 seconds. According to Equation (2.4), if there is an air leakage during engine running, the air fuel ratio suddenly decreased. The look-up table has little capacity to deal with this situation due to the static control map. However, the RBF-based feedforward and feedback controller developed in this project can adjusts the fuel injection rate according the real-time condition of intake manifold, and compensate for the influence of this system mismatch after several sample times and, which can be seen from the comparison on fuel injection rates between Figure 5.12 and Figure 5.16, therefore keep the satisfactory air fuel control performance. The simulation
results are shown in Figure 5.15 and 5.16 and the tracking MAE is 0.0021.

5.7.2 Control Performance with 30% Uncertainty

With the same simulation conditions, more serious air leakage in intake manifold is given to test the method developed. The model mismatch has been increased to 30% this time. From the simulation results shown in Figure 5.15 and 5.16, it can be seen that, the overshoot in this situation has reached 10% due to the increased level of air leakage, the AFR has the oscillation around the stoichiometric value(14.7) for several sampling intervals. But still, a good control performance has been achieved overall. The controller output - $m_{fi}$ still stay in its working range. The tracking MAE is 0.0039. The simulation results show the developed control method is robust to 30% system mismatch.

5.8 Summary

This chapter presents a new development in automotive engine AFR control with a feedforward-feedback control system structure. Two neural networks are used
Figure 5.17: Simulation Result of RBF-based Feedforward-Feedback Control on AFR When Engine Model Has 30% Mismatch

Figure 5.18: $\dot{m}_{fi}$ Produced by RBF-based Feedforward-Feedback Controller When Engine Model Has 30% Mismatch

to estimate air flow rate and required fuel injection rate under variations of the throttle angle. The inverse of fuel injection dynamics is employed to obtain a more accurate fuel injection rate. The developed system is evaluated with an engine benchmark of simulation throughout the whole operating space, and satisfactory performance is obtained. Comparing with a PI control the developed system shows a significant improvement in both overshoot reduction and quick
response. Moreover, the system is capable of dealing with the air leakage problem. Therefore, the RBF-based feedforward-feedback control is one of the potential control schemes for the production ECU of the next generation, which can replace the lookup table method and traditional feedback control.
Chapter 6

RBFNN-based Model Predictive Control

6.1 Introduction

Currently the most controllers in ECU are formulated by using PI or PID controllers with gain scheduling along with map based feedforward control functions. Around 9000 parameters are more than 600 control and diagnostic functions are implemented in modern electronic control units [8]. This makes the system highly complex. Adjustments of these controller are mostly done manually by experts after long research and experiments.

Model predictive control is widely adopted in chemical industry, which has been proved an effective control principle to handle the complexities and improve the quality of the control system. For the MPC on automotive engines, previous researches have shown that linear models based MPC are not effective for whole engine working range and can not produce good control during fast throttle angle transients [68]. Recently neural network based models as one class of nonlinear model have attract the attention of researchers for the nonlinear model predictive control (NMPC) on engine application [12] [13]. In this project, the neural net-
work based NMPC strategy to solve AFR regulation problem of SI engines will be investigated.

Radial basis function neural network is chosen among the feedforward neural networks not only because it has the attractive approximating power but also because it can achieve online updating efficiently, which is crucially important to deal with the system time-varying effects.

6.2 Control System Configuration

The idea of model predictive control with neural network has been introduced in details by some researchers, such as Draeger [69]. The strategy is shown in Figure 6.1. The obtained adaptive RBF neural network is used to predict the

![Image: Control Structure of RBF-based MPC](image-url)

Figure 6.1: Control Structure of RBF-based MPC
engine output for \( N_2 \) steps ahead. The non-linear optimizer minimizes the errors between the set-point and the engine output by using the cost function,

\[
J(k) = \sum_{i=k+N_1}^{k+N_2} [msp(i) - \hat{y}(i)]^2 + \xi \sum_{i=k}^{k+N_u} [\hat{m}_{fi}(i) - \hat{m}_{fi}(i-1)]^2 \tag{6.1}
\]

Here, \( N_1 \) and \( N_2 \) define the prediction horizon. \( \xi \) is a control weighting factor which penalizes excessive movement of the control input, the fuel injection \( \hat{m}_{fi}(k) \). \( N_u \) is the control horizon. Then the remaining main problem of MPC is to solve the non-linear optimization problem in each sample period, calculate a series of optimal \( \hat{m}_{fi}(k), \hat{m}_{fi}(k+1), \hat{m}_{fi}(k+2), \ldots, \hat{m}_{fi}(k+N_u-1) \), from which the neural network model generates outputs to minimize \( J(k) \) in Equation (6.1). Finally the first control variable in the series \( \hat{m}_{fi}(k) \) is used to control the process and this procedure is repeated in the next sample period.

6.3 Engine modelling using RBFNN

6.3.1 Data Collection

In engine data collection, the training data must be representative of typical plant behavior in order to analyze the performance of different adaptive engine models in practical driving conditions. This means that input and output signals should adequately cover the region in which the system is going to be controlled [69]. As shown in Figure 2.16, the engine model used for this research has two inputs - fuel injection rate \( \hat{m}_{fi} \) and throttle angle \( u \); one output - air fuel ratio \( AFR \). To obtain the engine data for neural network training, a set of RAS was designed for throttle angle and fuel injection. As shown in Table 6.1, throttle angle was bounded between 20 degree and 70 degree and the fuel injection rate range used in simulation engine is from 0.0007 to 0.0079 kg/s, the sample time is set to be 0.1 s. The first 1000 samples of excitation signals for engine model inputs are shown in Figure 6.2 and 6.3. After introducing the excitation signals to the
Figure 6.2: Scaled Throttle Angle Data for RBFNN Training

Figure 6.3: Scaled Fuel Injection Rate Data for RBFNN Training
<table>
<thead>
<tr>
<th>RAS</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta$</td>
<td>$20^\circ$</td>
<td>$70^\circ$</td>
</tr>
<tr>
<td>$\dot{m}_{fi}$</td>
<td>$7 \times 10^{-4}$</td>
<td>$7.9 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

Table 6.1: Range of Excitation Signals for AFR Modelling using RBFNN

engine model in Figure 2.16, the data can be collected from the output of air fuel ratio, and Figure 6.4 shows the first 1000 samples of the AFR data for training RBFNN. All the data shown in the figures here are scaled using Equation (5.3). A set of 5000 data samples obtained was divided into two groups. The first 4500 data samples were used for training RBFN model and the rest would remain for model validation.

![Scaled Air Fuel Ratio Data for RBFNN Training](image)

**Figure 6.4: Scaled Air Fuel Ratio Data for RBFNN Training**

### 6.3.2 Engine Modelling using RBFNN

Given the expanded engine model as shown in Figure 2.16, the RBFNN engine model has three inputs: fuel injection rate $m_{fi}$, throttle angle $\theta$ and air-fuel ratio $y$, and one output: air-fuel ratio. Different orders of network inputs and different number of hidden layer nodes have been used in training experiments and the second-order structure with 12 hidden nodes is chosen after experiments as shown in Figure 6.5, which gives the minimum prediction error. The centres
\[ c \text{ and the width in hidden layer nodes of the RBF network } \sigma \text{ were determined using K-means algorithm and } \rho \text{-nearest neighborhood heuristic respectively and } \rho \text{ here is set to 3. The recursive least square algorithm is used for training the network weights with its parameters set as } \mu = 1.0, w(0) = 1.0 \times 10^{-16} \times U_{n_h \times 1} \text{ and } P(0) = 1.0 \times 10^8 \times I_{n_h \times n_h} \text{, where } I \text{ is an identity matrix and } U \text{ stands for a matrix whose components are ones.}

All input and output data of the RBFNN have been scaled to the range of [0, 1] before they are used for training and validation. The training data set with 4500 samples are used to train the RBFNN model. Then, the test data set with 500 samples is applied to the trained model and the model predicts results for are displayed in Figure 6.6. From the simulation result in Figure 6.6, it can be seen that the good match between the engine model output and the RBFNN output during the model validation phase. The AFR in the figure is normalized value and the MAE is 0.0365.
6.3.3 Adaptive Online Training of RBFNN Model

Adaptability is an attractive quality that can be brought by neural controller to deal with the ever-changing engine operating condition. The neural parameters of RBFNN model are updated online using RLS algorithm. $w(0)$ and $P(0)$ have been found in the stage of engine modelling. These obtained parameters are used as initial values for online training. As to the forgetting factor $\mu$, it was set to 1 in the model training, which means all the data are weighted equally. With a smaller value of $\mu$, the algorithm has a shorter memory length and is better adapted to changing dynamics. Therefore, it is necessary to tune $\mu$ to make the control algorithm robust against system uncertainties. Simulation results show 0.99 is a suitable value for $\mu$ in this application.

6.3.4 Multi-Step Prediction on AFR using RBFNN Model

The feedforward network, such as RBFNN, is often used for one-step prediction. However, to implementing RBFNN based NMPC, the trained RBFNN is required to make multi-step prediction on AFR. The structure of AFR prediction for model predictive control is given in Figure 6.7. Within a sample interval $k$, $\theta(k-1)$,
\[ \theta(k), y(k-1), y(k), \dot{m}_{fi}(k-1) \] are constants as they are measured values in last or current sample time. The work left now is to utilize an appropriate optimization algorithm to find the vector \([\dot{m}_{fi}(k) \dot{m}_{fi}(k+1) \ldots \dot{m}_{fi}(k+N_u-1)]^T\) that can minimize the objective function \(J(k)\) in (6.1).

### 6.4 Single-dimensional optimization approach

Practical applications often place emphasis on computation speed on the premise that all the performance requirements are met. Therefore, a simple control structure is chosen in this research and assumed that the input \(\dot{m}_{fi}\) will remain constant over the prediction horizon: \(\dot{m}_{fi}(k) = \dot{m}_{fi}(k+1) = \ldots = \dot{m}_{fi}(k+N_u-1)\). In this case there is only one parameter that are going to be found. The optimization problem to be solved is reduced to one-dimensional. Secant Method is chosen to find the solution of this nonlinear programming (NLP) problem and our experiments show that it is more efficient and reliable in this application than the other interpolation methods.

#### 6.4.1 Problem Formulation

The general nonlinear programming problem could be defined as,

\[
\min_{x \in \mathbb{R}^n} J(x) \quad (6.2)
\]

subject to

\[
\begin{align*}
    c_{eq}(x) &= 0 \quad (6.3) \\
    c_{in}(x) &\leq 0 \quad (6.4)
\end{align*}
\]

where \(J : \mathbb{R}^n \to \mathbb{R}\) is the objective function, \(c_{eq} : \mathbb{R}^n \to \mathbb{R}^m\) and \(c_{in} : \mathbb{R}^n \to \mathbb{R}^p\) are constraint functions. All of these functions are smooth. Only inequality constraint applied in our case, as fuel injection rate is bounded within a region.
Figure 6.7: Multi-Step Prediction on AFR using RBFNN Model
The Secant Method is to find the improved design vector \( X_{i+1} \) from the current design vector \( X_i \) using the formula

\[
X_{i+1} = X_i + \xi_i^* S_i
\]  
(6.5)

where \( S_i \) is the known search direction and \( \xi_i^* \) is the optimal step length found by solving the one-dimensional minimization problem as

\[
\xi_i^* = \min_{\xi_i} [J(X_i + \xi_i^* S_i)]
\]  
(6.6)

Here the objective function \( J \) is to be evaluated at any trial step length \( t_0 \) as

\[
J(t_0) = J(X_i + t_0 S_i)
\]  
(6.7)

Similarly, the derivative of the function \( J \) with respect to \( \xi \) corresponding to the trial step length \( t_0 \) is to be found as

\[
\left. \frac{dJ}{d\xi} \right|_{\xi = t_0} = S_i^T \Delta J|_{\xi = t_0}
\]  
(6.8)

### 6.4.2 Secant Method

The necessary condition for \( J(\xi) \) to have a minimum of \( \xi^* \) is that \( J'(\xi^*) = 0 \). The secant method seeks to find the root of this equation [70]. The equation is given of the form

\[
J'(\xi) = J'(\xi_i) + s(\xi - \xi_i) = 0
\]  
(6.9)

where \( s \) is the slope of the line connecting the two points \( (A, J'(A)) \) and \( (B, J'(B)) \), where \( A \) and \( B \) denote two different approximations to the correct solution, \( \xi^* \).

The slope \( s \) can be expressed as

\[
s = \frac{J'(B) - J'(A)}{B - A}
\]  
(6.10)
Equation (6.9) approximates the function $J'(\xi^*)$ between $A$ and $B$ as a linear equation and the solution of Equation (6.9) gives the new approximation to the root of $J'(\xi^*)$ as

$$
\xi_{i+1} = \xi_i - \frac{J'(\xi_i)}{s} = A - \frac{J'(A)(B - A)}{J'(B) - J'(A)}
$$

(6.11)

The iteration process given in Equation (6.11) is known as the secant method, see Figure 6.8.

6.4.3 Simulation Results

In the simulation, the set-point of the system is set to be the constant stoichiometric value 14.7. The throttle angle, as disturbance is set with a change from $25^\circ$ to $65^\circ$ and with $0.5^\circ$ uncertainty as shown in Figure 5.10 in last chapter. The AFR is to be controlled between the bounds of the stoichiometric value (14.7). Choosing the sampling time to be 0.1s. The parameters of nonlinear optimization were chosen as $N_1 = 1$, $N_2 = 6$, $\xi = 0.1$, $N_u = 0$, then the MPC of SI engines can be considered as a sub-problem of NLP problems.

$$
\min_{\bar{z} \in R^n} f(\bar{m}, f_i)
$$

(6.12)
subject to

\[ \dot{m}_{f_i}^l \leq \dot{m}_{f_i} \leq \dot{m}_{f_i}^u \]  

(6.13)

where \( f : R^n \rightarrow R \), \( \dot{m}_{f_i}^l \) and \( \dot{m}_{f_i}^u \) represent the lower bound and the upper bound of the control variable \( \dot{m}_{f_i} \).

The system output under the developed MPC is displayed in Figure 6.9, together
with the associated manipulated variable displayed in Figure 6.10. The MAE of the AFR tracking is 0.0483. One can see that the air-to-fuel ratio is regulated within a neighborhood of stoichiometric. This performance is much better than that of PI controller [49] that is widely used in automotive industry.

The time cost in optimization in each sample period is shown in Figure 6.11. The mean time cost in one sample period is 0.0277 seconds. Since the whole simulation was running in MATLAB environment, the further reduction on time cost of optimization could be achieved if optimization algorithm is realized by C code in practical application.

6.5 Multi-dimensional optimization approach

The multi-dimensional approach for MPC was implemented using reduced Hessian method and is compared with secant method, in terms of the control performance and time consumptions on optimization. The Reduced Hessian Method is reviewed in the following.
6.5.1 Reduced Hessian Method

By applying sequential quadratic programming (SQP), the general nonlinear programming problem reduces to solving the following quadratic programming (QP) at each iteration. Find $d$ that minimizes

$$J(d) = \min \{ g(x_k)^T d + \frac{1}{2} d^T W(x_k) d \}$$  \hspace{1cm} (6.14)

subject to

$$c_{eq}(x_k) + A_{eq}(x_k)^T d = 0$$ \hspace{1cm} (6.15)

$$c_{in}(x_k) + A_{in}(x_k)^T d \leq 0$$ \hspace{1cm} (6.16)

Here, $g$ denotes the gradient of $f$, $W$ denotes the Hessian Matrix (with respect to $x$) of the Lagrangian function $L(x, \lambda) = f(x) + \lambda^T c(x)$, $A_{eq}(x)$ and $A_{in}(x)$ stand for the $n \times m$ and $n \times p$ matrices of constraint gradients.

Among different SQP methods, the reduced Hessian method is a newly developed algorithm for solving NLP problems subject to equality constraints ($c_{eq}(x) = 0$) [71] [72]. It has been shown that the method is robust and less expensive to implement. In order to illustrate how it can be implemented into MPC of SI engines, the basic idea of the reduced Hessian method is discussed in this section.

In the following parts of this section, $c(x)$ and $A(x)$ are used to represent $c_{eq}$ and $A_{eq}(x)$ respectively.

The Search Direction

Assuming

$$A_k^T Z_k = 0$$  \hspace{1cm} (6.17)
then $Z_k$ is a basis for the tangent space of the constraints. Now the solution $d$ in Equation (6.14) can be stated as

$$d_k = Y_k p_Y + Z_k p_z$$  

(6.18)

where $Z_k$ is a matrix spanning the null space of $A_k^T$, $Y_k$ is a matrix spanning the range of $A_k$, $p_Y$ and $p_z$ are vectors in $\mathbb{R}^m$ and $\mathbb{R}^{n-m}$, respectively. The problem of (6.18) becomes solving $Y_k, p_Y, Z_k, p_z$. By grouping the components of $x$ into $m$ basic or dependent variables and $n-m$ non-basic or control variables, and $A(x)^T$ can be written as follows.

$$A(x)^T = [C(x)N(x)] = \left[\begin{array}{c} \frac{\partial c}{\partial x}^T \\ \frac{\partial c}{\partial u}^T \end{array}\right]$$  

(6.19)

$C(x)$ is assumed to be non-singular. Then defining

$$Z_k = \begin{bmatrix} -C(x)^{-1}N(x) \\ I \end{bmatrix}$$  

(6.20)

$$Z_k = \begin{bmatrix} -N(x) \\ C(x) \end{bmatrix}$$  

(6.21)

$$Y_k = \begin{bmatrix} I \\ 0 \end{bmatrix}$$  

(6.22)

According to Equation (6.17), the following equation is obtained

$$p_Y = - [A_k^T Y_k]^{-1} c_k$$  

(6.23)

Substituting $p_Y$ into Equation (6.18) and then into Equation (6.15) to compute the minimum value under the assumption that $Z_k^T W_k Z_k$ is positive definite, the solution is
\[ p_z = - \left( Z_k^T W_k Z_k \right)^{-1} \left[ Z_k^T g_k + Z_k^T W_k y p_y \right] \]  

\( Z_k^T W_k Z_k \) is the reduced Hessian. In order to eliminate the computational work required to evaluate \( W_k \) and \( Z_k^T W_k Z_k \), the BFGS algorithm is used to approximate the reduced Hessian \( Z_k^T W_k Z_k \). As for the cross term \( Z_k^T W_k y p_y \), there are two methods to deal with it. The first one is to omit it and the second one is to use a vector \( w_k \) as its approximation by means of finite-difference approximation or quasi-Newton approximation (Broyden’s update).

**Line Search and Stopping Criterion**

Before updating \( x^* \) by using \( x_{k+1} = x_k + \alpha_k d_k \), \( \alpha_k \) needs to be tested according to

\[
\phi_{\mu k}(x_k + \alpha_k d_k) \leq \phi_{\mu k}(x_k) + 0.1 \alpha_k D \phi_{\mu k}(x_k; d_k)
\]

where \( \phi_{\mu k}(x_k) = f_k + \mu_k \| c_k \|_1 \) and \( D \phi_{\mu k}(x_k; d_k) = g_k^T d_k - \mu_k \| c_k \|_1 \) (\( \mu_k \) is chosen by users). If the above formula is not satisfied, a new \( \alpha_k \) should be chosen as

\[
\alpha_k = \max \left\{ \frac{-0.5 D \phi_{\mu k}(x_k; d_k) \alpha_k^2}{\phi_{\mu k}(x_k + \alpha_k d_k) - \phi_{\mu k}(x_k) - \alpha_k D \phi_{\mu k}(x_k; d_k)}, 0.1 \right\}
\]

If a solution of this optimization problem is denoted by \( x^* \), define \( e_k = x_k - x^* \) and \( \sigma_k = \max \{ ||e_k||, ||e_{k+1}|| \} \). If \( \sigma_k \leq tol \) (\( tol \) is defined by users.), the algorithm can be stopped.

### 6.5.2 Simulation Results

During the implementation of Reduced Hessian Method, the parameters of the nonlinear optimization were the same as one-dimensional case. To solve the MPC optimization problem by reduced Hessian method, two slack variables \( x_1 \) and \( x_2 \) are introduced to convert the inequality constraint to become two equality constraints. Correspondingly, a quadratic penalty function \( x_1^2 + x_2^2 \) with a parameter \( \mu_s \) is added into the objective function \( J \) in Equation (6.1). Then the MPC op-
Figure 6.12: Simulation Result of RBFNN based MPC on AFR Using Reduced Hessian Method

Figure 6.13: $\dot{m}_f$ Produced by RBFNN based MPC Method Using Reduced Hessian Method

Optimization problem becomes: Find a suitable control variable $\dot{m}_f$ to minimize

$$f = J + \mu_s (x_1^2 + x_2^2)$$  \hspace{1cm} (6.27)
subject to

\[
\begin{align*}
(m_{fi} - m_{fi}^*) - x_1^2 &= 0 \\
(m_{fi} - m_{fi}^*) - x_2^2 &= 0
\end{align*}
\]  

Here \( m_{fi}^* \) and \( m_{fi} \) are respectively 0.0014 kg/sec and 0.0079 kg/sec. After being scaled, the two bounds become 0 and 1. In order to reduce the influence of the slack variables \( x_1 \) and \( x_2 \) on the new objective function, the parameter \( \mu_a \) is chosen to be \( 10^{-10} \). To stop the optimization program at a suitable time, the tolerance \( tol \) is set be \( 10^{-7} \).

With the above modification and parameters setting, the simulation results are shown in Figure 6.12 and 6.13, the tracking mean absolute error is 0.0335. The time cost in optimization is shown in Figure 6.14 for comparison with the performance of Secant Method. It can be seen in Figure 6.14 that the optimization time used in one sample period is more than the sample period 0.1s when the sample instant \( k > 470 \). This would not be implemented in practice even if the ECU has the same computational power as the PC used to do simulation. However, considering the optimization time is much less when \( C \) language is used coding control algorithms, instead of \( MATLAB \), the method is still possible to implement in real-time control.

### 6.5.3 Algorithms Comparison

In term of control performance, the simulation results show that if compared with secant method, reduced Hessian method on AFR control can obtain smaller overshoot under step disturbance. Its tracking performance is similar as that obtained by secant method. However, the computation load is one of the important issues in practical application of ECU. In our experiment, the mean time cost in one sample period using reduced Hessian method is 0.0473 seconds that
is nearly twice as many as that used by secant method. From this perspective, the single-dimensional optimization approach implemented by secant method in this application is much better than multi-dimensional optimization approach by reduced Hessian method.

6.5.4 Control Performance with 10% Uncertainty

Air leakage problem is introduced to test the robustness of DRNN-base MPC on AFR. With the same simulation condition as previous section, 10% system uncertainty has been introduced to engine model after running for 26 seconds, to test the robustness of developed neural network-based MPC system to deal with air leakage problem. Figure 6.15 and 6.16 show the control performance obtained by RBFNN-based MPC method. The tracking error by MAE is 0.0881. From the simulation results, it can be seen that the internal RBFNN model used for model predictive control was not trained using the data with system uncertainty, however, adaptive training method adjusts the neural parameters according to the change of engine dynamics. This guarantees the correct prediction on AFR. The control algorithm therefore can produce the fuel injection rate appropriately.
Figure 6.15: Simulation Result of RBFNN based MPC on AFR When Engine Model Has 10% Mismatch

Figure 6.16: $m_{fi}$ Produced by RBFNN based MPC Method When Engine Model Has 10% Mismatch

6.5.5 Control Performance with 30% Uncertainty

The system uncertainty has been increased to 30% here. The simulation results shown in Figure 6.17 and 6.18. It can be seen that, although there is a 20% overshoot of AFR when 30% system mismatch introduced, the AFR converges quickly into the ±1% bounds of the stoichiometric value (14.7). The online adaptation on neural parameters by RLS algorithm makes a good contribution for this
improvement on control performance. As the NMPC structure shown in Figure 6.1, there is a feedback of the AFR error between the engine output and RBFNN model output, which is used to adjust the value of AFR set-point. Therefore, even there is no on-line adaptation on neural parameters, it is still possible for the AFR to converge toward stoichiometric value (14.7) by this adjustment mechanism of NMPC. However, the RBFNN engine model in this research is trained
and updated online with RLS algorithm. Therefore, a better prediction on AFR can be achieved under system uncertainty. This improved accuracy on predicted AFR is very important to deal with the changes on system dynamics. The simulation result proves that the developed control method is robust enough to 30% uncertainty in the air intake system. The tracking error in this simulation by MAE is 0.1017.

6.6 Control Performance Comparison with PID

Under same simulation environment, the air fuel ratio control results of both PID control and RBFNN-based MPC are shown in Figure 6.19 and 6.20. Compared with traditional feedback control, the RBFNN-based MPC on AFR has better tracking performance. In addition, as discussed previously in Chapter 2, there is a time delay on the air fuel ratio measurement by the oxygen sensor, the overshoot in the PID control reaches 51.7%. The overshoot for the RBFNN-based MPC is just 12.9%, which is much smaller than PID’s. This is because the RBFNN model used here has the throttle angle signal as one of its inputs. Therefore, when such a model is used for predictive control, the optimization algorithm can take the change of throttle angle into account and produce an appropriate fuel injection rate to minimize the influence it brought.

6.7 Comparison between RBF based MPC and Feedforward-Feedback Control

The air fuel ratio control results under same simulation environment, are shown in Figure 6.21 and 6.22, for both RBFNN-based MPC and FFC method. Obviously, in term of control performance, feedforward and feedback control is better than MPC method, as the RBF-based feedforward controller monitors the system states and can take correct action before the disturbances upset the process.
Figure 6.19: Comparison of AFR Control Result between RBFNN based MPC and PID

However, RBF-based MPC still has some advantages over FFC method. By the comparison of the structure of these two control methods, it can be seen that, in the RBF-based MPC, the controller only needs the three values - throttle angle, fuel injection rate and air fuel ratio for online adaptation of neural networks and the computation of control action. For the FFC method, besides the three measurements above, engine speed, the temperature in intake manifold and air flow rate into the engine port are needed to compute the control action. Therefore, taking hardware implementation into account, the RBFNN-based MPC method can achieve good control performance on AFR, at the same time, reduce the system complexity in a large degree.
6.8 Summary

This chapter has discussed the RBFNN-base MPC scheme for air fuel ratio of SI engine. The adaptive RBF network is trained by the RLS method for modelling AFR dynamics. Based on the engine model, the MPC scheme is realized for controlling AFR. According to different MPC structures, the advantage and disadvantage of both single dimension and multi-dimension optimization methods are discussed. The robustness of this model predictive control is tested. The control performance by RBFNN-based MPC for AFR is much better than that of a traditional PI controller in a wide engine operating condition. Based on the comparison of control performance between RBFNN-based MPC and RBFNN-
Figure 6.21: Comparison of AFR Control Result between RBFNN based MPC and RBFNN based Feedforward and Feedback Control. The advantage of MPC method that can be brought for engine management system is given.
Figure 6.22: Comparison of $\dot{m}_{fi}$ Produced by RBFNN based MPC and RBFNN based Feedforward and Feedback Control
Chapter 7

DRNN-based Model Predictive Control

7.1 Introduction

The radial basis function network used previously for MPC represents a class of neural networks known as nonlinear layered feedforward networks. In this chapter another important class of neural networks that have a recurrent structure is considered, for model predictive control on air fuel rate of SI engine. Such recurrent neural networks have the ability to store information for later use, thus they are better suited for dynamical system modelling than the feedforward network. There are different structures of recurrent neural networks available, such as continuous-time neural network (CTRNN) [73], fully connected recurrent neural network (FRNN) [74], and etc. However, the computation for network training and online adaptation of these RNNs is very heavy and not suitable for real-time implementation in AFR control application. In our research, the diagonal recurrent neural network (DRNN) is chosen for engine modelling for nonlinear model predictive control on AFR. The architecture of DRNN is a modified mode of the fully connected recurrent neural network with one hidden layer, and the hidden layer is comprised of self-recurrent neurons as shown in Figure 4.3. This sim-
7.2 Control System Configuration

The strategy of DRNN-based model predictive control on air fuel ratio is shown in Figure 7.1. The trained adaptive diagonal recurrent neural network model is used to predict the engine output for $N_2$ steps ahead. The nonlinear optimizer finds out the optimal control variable online by minimizing the errors between

Figure 7.1: Control Structure of DRNN-based MPC
the set point and the predicted engine output by using the cost function.

\[
J(k) = \sum_{i=k+N_1}^{k+N_2} [s_p(i) - \hat{y}(i)]^2 + \xi \sum_{i=k}^{k+N_u} [\dot{m}_{fi}(i) - \dot{m}_{fi}(i - 1)]^2
\] (7.1)

Here, \(N_1\) and \(N_2\) define the prediction horizon. \(\xi\) is a control weighting factor which penalizes excessive movement of the control input, the fuel injection \(\dot{m}_{fi}\). \(N_u\) is the control horizon. Then, calculate a series of optimal \(\dot{m}_{fi}(k), \dot{m}_{fi}(k + 1), \ldots, \dot{m}_{fi}(k + N_u - 1)\) from which the neural network model generates outputs to minimize the objective function \(J\) in Equation (7.1). Due to the operating limitation of fuel injector, there are constraints on the control variable - fuel injection rate \(\dot{m}_{fi}\). Therefore, the problem to be solved here is of nonlinear optimization with constraints. Considering the computational efficiency, secant method is used in our simulation, which has been introduced previously. Finally, the first control variable \(\dot{m}_{fi}(k)\) is used to control the process. This procedure is repeated in the next sample period.

7.3 Engine Modelling using DRNN

7.3.1 Data Collection

To obtain the engine data for DRNN modelling, two sets of RAS were designed for throttle angle \(\theta\) and fuel injection rate \(m_{fi}\). The ranges of these excitation signals are listed in Table 7.1 The sample time in the simulation was set to 0.1 sec. The

<table>
<thead>
<tr>
<th>RAS</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\theta)</td>
<td>20°</td>
<td>70°</td>
</tr>
<tr>
<td>(\dot{m}_{fi})</td>
<td>(7 \times 10^{-4})</td>
<td>(7.9 \times 10^{-4})</td>
</tr>
</tbody>
</table>

Table 7.1: Range of Excitation Signals for AFR Modelling Using DRNN

simulated engine model MVEM was run for 500 seconds with a set of 5000 data samples collected for all three input and one output variables. These data were divided into two groups: the first 4500 data samples were used for training while
the remaining 500 data samples for validation. All input and output data of the DRNN have been scaled to the range of [0, 1] before they are used for training and validation. Figure 7.2, 7.3, and 7.4 show the first 1000 samples of the data for DRNN model training.

### 7.3.2 DRNN Model Structure

Given the expanded engine model as shown in Figure 2.16, the DRNN engine model for AFR control has three inputs: fuel injection rate $\dot{m}_{fi}$, throttle angle $\theta$ and air-fuel ratio $AFR$, and one output: air-fuel ratio. The DRNN model structure is shown in Figure 7.5. Different orders of network inputs and different number of hidden layer nodes have been used in training experiments. In the simulation study, the neural parameters $n = 3$, $q = 13$, $p = 1$, $v = 2$ were determined to be the best DRNN modelling structure, which gives the minimum prediction error. The training and online updating of DRNN model are realized by dynamic backpropagation algorithm [52] and the initial learning rate of DRNN, $\eta^h$, $\eta^d$ and $\eta^v$ are set to $1 \times 10^{-7}$. 
Figure 7.3: Scaled Fuel Injection Rate Data for DRNN Training

Figure 7.4: Scaled Air Fuel Ratio for Data RBFNN Training
7.3.3 DRNN by ADOL-C

In this simulation, the DRNN engine model is built by C/C++ language and ADOL-C library. Therefore, we can benefit from the computation efficiency of gradient of error in DRNN by using automatic differentiation. Besides, the control algorithm developed by C/C++ language is easy to be transferred to real application. The procedure is given as follows:

Declaring Active Variables

The key ingredient of automatic differentiation by overloading is the concept of an active variable. Typically, the independent variables, dependent variables, and all quantities that directly or indirectly depend on them are declared as active. For the training purpose in our application, we want to obtain the output gradients with respect to output, recurrent and input weights shown in Equation (4.25), therefore, the DRNN output \( \hat{y} \) and three weight matrices \( W^h, W^v, W^d \) are defined as active variable.
Marking Active Sections

As defined by ADOL-C, all calculations involving active variables that occur between the void function calls `trace_on` and `trace_off` are recorded on a sequential data set called tape. The sequence of statements executed between a particular call to `trace_on` and the following call to `trace_off` is referred as an active section of the code. After the definition of active variables, the code to realize the diagonal recurrent neural network as described in Equation 4.19 through 4.23 must be written between `trace_on` and `trace_off` as active section.

Selecting Independent and Dependent Variables

ADOL-C marks independent and dependent variables using `<==` and `>==` statements. The derivative values calculated after the completion of an active section always represent derivatives of the final values of the dependent variables with respect to the initial values of the independent variables. Therefore, to make a proper function calling, all the variables in matrices $W^h$, $W^y$, $W^d$ must be initialized by `<==` at the beginning of active section, and the DRNN output $\hat{y}$ must be give an assignment by `>==` at the end of active section.

Calling Routines in Drivers for Optimization

In ADOL-C, there are many drivers provided for solving optimization problems and nonlinear equations. The driver routine used to calculate the gradient of error $\partial E_m / \partial W$ in Equation (4.25) is `gradient`, its prototype can be found in the header file `<adolc/drivers/drivers.h>.

Building a Interface between MATLAB and C++

MATLAB has the capability of running functions written in C/C++. The files which hold the source for these functions are called MEX-Files. As the engine model used in this research is developed in MATLAB/Simulink computation environment, to make the matrices of gradient of error for DRNN, which are
obtained by automatic differentiation technique, available for simulation in each sample time, an interface with MATLAB environment is built by MEX warp.

### 7.3.4 Engine Modelling Results by DRNN

After training DRNN for 60 epochs by DBP algorithm, the DRNN-based engine model is tested with validation data. The MAE of the trained DRNN model is 0.0252. Figure 7.6 shows the simulation result. It can be seen that the good match between the engine data and the DRNN output during the model validation phase.

![Figure 7.6: DRNN Modelling Result](image)

### 7.4 DRNN-based MPC Simulation

#### 7.4.1 Simulation Environment Setting

The developed DRNN is used as internal model in the MPC scheme for AFR control. The performance of the MPC scheme is evaluated by simulating the system on the engine simulation model, the MVEM. In the simulation, the set-point of the system is set to be the constant stoichiometric value 14.7. The
throttle angle used as disturbance here is the same as that in previous simulations, it increases from 20° to 70° with 0.5° uncertainty, by changing 10° every 20 seconds as shown in Figure 5.10. The AFR is to be controlled between the bounds of the stoichiometric value (14.7). The sampling time is 0.1s, which is the same as that in engine modelling.

7.4.2 Tuning of Control Parameters

The control parameters in the objective function were chosen as $N_1 = 1$, $N_2 = 5$, as further increasing on the prediction horizon leads to heavier computation load. In fact, there is no significant improvement of control performance brought by a larger prediction horizon. As the optimization algorithm used to solve the objective function (7.1) is secant method that is a single-dimensional approach, the control horizon $N_u$ is set to zero in this case. The setting of control weighting factor is by trial-and-error. In our simulation, if $\xi$ is too small, the control system becomes unstable when throttle angle of MVEM operates between 25° to 45°. If $\xi$ is too large, it is very difficult to obtain a good tracking performance when a disturbance is introduced because too much penalties are given on excessive movement of the control input. Simulation result in this research shows that $\xi = 0.34$ is an appropriate setting for $\xi$.

7.4.3 Simulation Results

The system output - air fuel ratio obtained by DRNN-based MPC is shown in Figure 7.7. The control variable $m_{fi}$ produced by the developed controller is displayed in Figure 7.8. The figure shows that the air-to-fuel ratio is regulated within a ±1 neighborhood of stoichiometric value. The system makes prompt control actions by making a multi-step prediction on AFR when there are step changes on throttle angle. Therefore, a good control performance has been achieved in both steady state and transient state. The MAE (see Equation (4.43)) of the AFR tracking is 0.0248,
7.4.4 Control Performance with 10% Uncertainty

As before, air leakage problem is used to test the robustness of DRNN-base MPC on AFR. With the same simulation condition in previous section, 10% system uncertainty has been introduced to engine simulation model after running for 26 seconds, to test the robustness of the developed neural network-based MPC system to deal with air leakage problem. Figure 7.9 and 7.10 show the control performance obtained by RBFNN-based MPC method. The tracking error by
MAE is 0.0277. It can be seen there is a 7.14% overshoot on AFR when there is a sudden reduction on the air mass flow into engine port due to the air leakage in manifold. Then, AFR comes back to the bounds of the stoichiometric value(14.7) within 2 seconds by the adjustment on the fuel injection rate. This is because that the DRNN model can adapt itself online by DBP algorithm to catch the change of engine dynamics. Consequently, the accurate prediction on AFR makes DRNN...
based MPC produce the appropriate \( \dot{m}_{fi} \) for stoichiometric operation.

### 7.4.5 Control Performance with 30% Uncertainty

Further investigation on system robustness under uncertainty has been done by introducing 30\% mismatch of \( \dot{m}_{ap} \) to the engine model. Simulation results are

![Figure 7.11: Simulation Result of DRNN based MPC on AFR When Engine Model Has 30\% Mismatch](image1)

![Figure 7.12: \( \dot{m}_{fi} \) Produced by DRNN based MPC Method When Engine Model Has 30\% Mismatch](image2)
shown in Figure 7.11 and 7.12. The tracking error by MAE is 0.0350. The overshoot of AFR has reached 21.7%. However, the AFR settles within the bounds of the stoichiometric value (14.7) after 2.3 seconds. In addition, a good control performance has been achieved in steady state. The result proves that the developed control method has the capability to deal with 30% uncertainty in the air intake system.

7.5 Comparison with PID Control

Under same simulation environment, the air fuel ratio control results of both PID control and DRNN-based MPC are shown in Figure 7.13 and 7.14. Compared
with traditional feedback control, the DRNN-based MPC on AFR has better tracking performance. In addition, as discussed previously in Chapter 2, there is a time delay on the air fuel ratio measurement by the oxygen sensor, the maximum overshoot PID controller, caused by the change of throttle angle, reaches 51.7%. The maxim overshoot for the DRNN-based MPC is just 12.2%, which is much smaller than PID's.
7.6 Comparison with RBFNN based Feedforward and Feedback Control

The air fuel ratio control results, which is under same simulation environment, are shown in Figure 7.15 and 7.16, for both DRNN-based MPC and FFC method.

![Graph of AFR Control Result between DRNN based MPC and RBFNN based Feedforward and Feedback Control](image)

In term of tracking performance, FFC method is better than the DRNN-based MPC. However, as discussed in Chapter 6, the advantage by implementing MPC is that, without losing too much tracking performance, the complexity of control system can be reduced significantly.
The following simulation results in Figure 7.17 and 7.18 show that, given the same simulation condition and optimization algorithm, the tracking performance obtained by using DRNN-based model predictive control on air fuel ratio is better than that of RBF-based MPC. However, Diagonal recurrent neural network has more complicate structure than RBF neural network, which results in heavier computation load for micro-controller. In term of training algorithm, recursive least square method used for RBF neural network is more computationally ef-
Figure 7.17: Comparison of AFR Control Result between DRNN based MPC and RBFNN based MPC

...efficient than dynamic back-propagation algorithm for DRNN, which means that more powerful micro-controller is required if one wants to implement DRNN-based MPC for engine control system. Trade-off between hardware cost and control performance needs to be made in practical application.

7.8 Summary

This chapter has discussed the DRNN-base MPC scheme for air fuel ratio of SI engine. The adaptive DRNN trained by the dynamic back-propagation method is used for modelling AFR dynamics of an SI engine. Automatic differentiation technique is implemented in our application, to improve the computational efficiency of DRNN training algorithm. Based on this DRNN models, the MPC schemes are realized for regulating AFR. The robustness of this model predictive control is tested.
The significant improvement on control performance has been achieved by DRNN based MPC scheme if compared with PID control. FFC method described in Chapter 5 can obtain better control performance. However, DRNN-based MPC method reduces the system complexity in a large degree without losing satisfactory control on AFR. Finally, as expected at the beginning of this chapter, DRNN model is more suitable to be an internal model of MPC scheme if compared with RBFNN model.
Chapter 8

Conclusions and Future Work

8.1 Conclusions

Three control methods have been proposed in this thesis for air fuel ratio control of SI engines. In terms of control performance, these developed advanced control methods can obtain satisfactory effectiveness and robustness to large system uncertainty. All the aims and objectives listed in Chapter 1 of this thesis have been achieved and briefly concluded as below.

A new development in automotive engine AFR control with a feedforward-feedback control system structure has been made in this research. Two neural networks are used to estimate air flow rate into the cylinders and required fuel injection rate under variations of the throttle angle. The inverse of fuel injection dynamics is employed to obtain an accurate estimation of fuel injection rate. The developed system is evaluated with an engine benchmark of simulation throughout the whole operating space, and satisfactory performance is obtained. This method, inspired by look-up table, has two significant advantages over look-up table method. First, by the realizing input-output mapping with neural computation rather than data storing, the cost on system memory is reduced. Moreover, compared with the linear interpolation on control data used in look-up table method, a smoother
hyper-plane for control is achieved by using neural network model. In addition, a large amount of time and labor cost on control system calibration has been saved.

This research also proposed a RBFNN-base MPC scheme for air fuel ratio of SI engines. The adaptive RBF network is trained by the RLS method for modelling AFR dynamics of an SI engines. Based on the engine models, a MPC scheme is realized for controlling AFR. According to different MPC structures, both single dimension and multi-dimension optimization methods are implemented in the MPC scheme, and their advantages and disadvantages are discussed. The robustness of this model predictive control against air leakage in manifold is tested. The developed MPC scheme reduces the undesired overshoot of AFR response by predicting the future outputs and a good static and dynamic performance of the control system has been obtained. RBFNN model is adapted online by RLS algorithm, so that the change on engine parameters is compensated. In terms of control performance, RBFNN-based MPC for AFR is much better than a traditional PI controller in a wide range of engine operating condition.

Further research on MPC scheme on AFR regulation has been done by adopting recurrent neural network for modelling engine dynamics. An adaptive DRNN trained by the dynamic back-propagation method is used for modelling AFR dynamics of an SI engine. Due to the recurrent characteristic of DRNN, the implementation of DBP algorithm is complex and prone to make mistakes. This makes the tuning of neural parameters very difficult. Automatic differentiation technique is implemented in our application during training and online updating stages. The complexity of DBP algorithm has been reduced by the introduction of AD. In the meantime, the computational efficiency is improved. Based on this DRNN model, the MPC scheme is realized for regulating AFR. According to the comparison with RBFNN-based MPC methods, a better control performance in both steady state and transient has been obtained by using this DRNN as an in-
ternal model for MPC scheme on AFR. However, the advantage of a DRNN model is accompanied by an increase in complexity of the structure and computational load on training algorithm. This means that more powerful micro-controller is required if one wants to implement DRNN-based MPC for engine control system. The practice cost on the ECU with such control scheme is consequently higher.

8.2 Future Work

8.2.1 On-Board Application of Developed Control Algorithms

The effectiveness and robustness of control algorithms developed in this research have been investigated using the mean value engine model that is a widely used engine benchmark for engine modelling and control. However, before the practical application in automotive industry, the developed methods are necessary to tested on a real-time computer with real input-output devices. This process is usually called rapid control prototyping (RCP), which is shown in Fig. 8.1 [75].

Figure 8.1: Rapid Control Prototyping Definition: control algorithm is simulated and plant is real

As the control algorithms we developed are all based on MVEM that runs in MAT-
LAB/SIMULINK computational environment, the RCP solution from dSPACE is the best choice to carry out further research work. The hardware and software required to complete the experimental setup are shown in Table 8.1 [76]. In addition, a high performance PC with MATLAB/SIMULINK installed and an engine test bed are required.

<table>
<thead>
<tr>
<th>HARDWARE</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Single-board hardware</td>
<td>DS1103 PPC Controller Board</td>
</tr>
<tr>
<td>Accessories</td>
<td>PEX4 Expansion Box with PCMCIA Link</td>
</tr>
<tr>
<td></td>
<td>CLP1103 Connector Panel</td>
</tr>
<tr>
<td>SOFTWARE</td>
<td></td>
</tr>
<tr>
<td>Implementation software</td>
<td>Real-Time Interface (RTI)</td>
</tr>
<tr>
<td></td>
<td>RTI CAN Blockset</td>
</tr>
<tr>
<td></td>
<td>PowerPC Compiler</td>
</tr>
<tr>
<td>Test and Experiment Software</td>
<td>ControlDesk</td>
</tr>
<tr>
<td></td>
<td>MLIB/MTRACE</td>
</tr>
</tbody>
</table>

Table 8.1: Hardware and Software Components for RCP

Given these research facilities, the developed control algorithms in MATLAB environment can be transferred from M files to C files. Then, the C files will be complied for a certain processor and exported to DS1103 PPC board for real-time engine control. DS1103 PPC board connects to PC with high-speed serial link by PX4 expansion box, therefore, all the real-time data of engine running condition can be displayed in the monitor of PC through the software ControlDesk.

8.2.2 In-Cylinder Pressure Re-Construction for AFR Control

An in-cylinder pressure sensor inside the combustion chamber can provide AFR information that replaces the oxygen sensor signal. By using such kind of sensors, the time delay in the feedback system can be reduced significantly [77]. The effort made on a look-up table controller could consequently be reduced by the improvement on control performance of feedback controller during fast transients. When considering production engine, cost and durability issues pose major prob-
lems. Several in-cylinder pressure re-construction methods have been proposed. Most of them are based on measured crank kinematics or measured structural vibrations. Linear models, frequency response functions and feedforward neural networks had been used in previous research [78] [79] [19]. Few research papers using recurrent neural networks have been found due to the difficulty on training and low computational efficiency for online updating. The diagonal recurrent neural network with AD tuning, which has been developed in this PhD project, can be the potential model for such application. In addition, the stability and robustness of AFR control system using NN based predictor need to be investigated for practical application.

8.2.3 Extension of NN-based Control for Other Engine Control Problems

The number of variables in an engine control system has risen from 40 to 600 in the last two decades [80]. However, more and more new technologies, such as active safety systems, hybrid powertrain, turbo-charged gasoline engines, and variable valve timing etc, have been used in automotive industry along with the growth of requirements in engine efficiency, customer safety, and vehicle ride comfort. The introduction of these new technologies makes the scale of control system huger and more complex.

For example, Figure 8.2 [81] shows a schematic diagram of a turbo-charged gasoline engine. A design challenge for such engines is to develop a system that provides adequate boost at low speed and load without creating an over-boost situation at high speed and loads. Typically, the solution is to control the wastegate very precisely according to the engine operating condition. This certainly causes an increase in complexity of the control design and calibration. The developed control schemes in this thesis can be easily extended to solve this kind control problem to meet strict standard. In addition, the development cost and
system complexity will be reduced significantly by implementing NN-based methods and MPC on production ECU.

8.2.4 Neural Network for Engine Fault Diagnosis

On-board diagnosis of car engines has become increasingly important because of environmentally based legislative regulations such as on-board diagnostics-II (OBDII) [5]. A fault can be defined as an undesired deviation of one or more variables of the system from the normal behavior. For automotive engine, faults are often harmful to automobile and even lead to hazardous situation for vehicle driver if early detection is not made. On the other hand, early detection and isolation of engine faults can affect the fuel efficiency and reduced the air pollution. However, the fault detection based on first principals is often not effective due to the severe nonlinearity of engine dynamics. Recently, engine fault diagnosis using neural networks has been an active research area. RBFNN and DRNN have been proven good modelling tools in this PhD project, and further investigation of their effectiveness for engine fault diagnosis may produce satisfactory results.
Appendix A

Symbols

\[ H_u \quad \text{fuel lower heating value (kJ/kg)} \]
\[ I \quad \text{crank shaft load inertia (kg \cdot m^2)} \]
\[ L_{th} \quad \text{stoichiometric air/fuel ratio 14.7} \]
\[ \dot{m}_{EGR} \quad \text{EGR mass flow (kg/sec)} \]
\[ \dot{m}_{ap} \quad \text{air mass flow into intake port (kg/sec)} \]
\[ \dot{m}_f \quad \text{engine port fuel mass flow (kg/sec)} \]
\[ \dot{m}_{ff} \quad \text{fuel film mass flow (kg/sec)} \]
\[ \dot{m}_{fi} \quad \text{injected fuel mass flow (kg/sec)} \]
\[ \dot{m}_{fv} \quad \text{fuel vapor mass flow (kg/sec)} \]
\[ N_1 \quad \text{minimum prediction horizon} \]
\[ N_2 \quad \text{maximum prediction horizon} \]
\[ N_u \quad \text{control horizon} \]
\[ n \quad \text{crankshaft speed (rpm)} \]
\[ P_a \quad \text{ambient pressure (bar)} \]
\[ P_b \quad \text{load power (kW)} \]
\[ P_f \quad \text{friction power (kW)} \]
\[ P_i \quad \text{manifold pressure (bar)} \]
\[ P_p \quad \text{pumping power (kW)} \]
\[ R \quad \text{gas constant (here 287 \times 10^{-5} \text{ J/deg m}^3)} \]
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_a$</td>
<td>ambient temperature</td>
<td>Kelvin</td>
</tr>
<tr>
<td>$T_{EGR}$</td>
<td>EGR temperature</td>
<td>Kelvin</td>
</tr>
<tr>
<td>$T_i$</td>
<td>intake manifold temperature</td>
<td>Kelvin</td>
</tr>
<tr>
<td>$t_d$</td>
<td>time delay of fuel injection systems</td>
<td>sec</td>
</tr>
<tr>
<td>$u$</td>
<td>throttle position</td>
<td>degrees</td>
</tr>
<tr>
<td>$V_d$</td>
<td>engine displacement</td>
<td>liters</td>
</tr>
<tr>
<td>$V_i$</td>
<td>manifold + port passage volume</td>
<td>m$^3$</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>air/fuel ratio</td>
<td></td>
</tr>
<tr>
<td>$\Delta \tau_d$</td>
<td>injection torque delay time</td>
<td>sec</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>ratio of the specific heats = 1.4 for air</td>
<td></td>
</tr>
</tbody>
</table>
Appendix B

Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AD</td>
<td>Automatic differentiation</td>
</tr>
<tr>
<td>ARX</td>
<td>Auto regressive with exogenous input</td>
</tr>
<tr>
<td>CCEM</td>
<td>Cylinder by cylinder engine model</td>
</tr>
<tr>
<td>COM</td>
<td>Control oriented model</td>
</tr>
<tr>
<td>CTRNN</td>
<td>Continuous time recurrent neural network</td>
</tr>
<tr>
<td>DBP</td>
<td>Dynamic back-propagation</td>
</tr>
<tr>
<td>DI</td>
<td>Direct injection</td>
</tr>
<tr>
<td>DRNN</td>
<td>Diagonal recurrent neural network</td>
</tr>
<tr>
<td>ECU</td>
<td>Electronic control unit</td>
</tr>
<tr>
<td>EGO</td>
<td>Exhaust gas oxygen sensor</td>
</tr>
<tr>
<td>EGR</td>
<td>Exhaust gas re-circulation</td>
</tr>
<tr>
<td>EMS</td>
<td>Electronic management system</td>
</tr>
<tr>
<td>FD</td>
<td>Finite difference</td>
</tr>
<tr>
<td>FPGA</td>
<td>Field programmable gate arrays</td>
</tr>
<tr>
<td>FRNN</td>
<td>Fully connected recurrent neural network</td>
</tr>
<tr>
<td>HC</td>
<td>Hydrocarbons</td>
</tr>
<tr>
<td>IC</td>
<td>Internal combustion</td>
</tr>
<tr>
<td>LS</td>
<td>Least square</td>
</tr>
<tr>
<td>MAE</td>
<td>Mean absolute error</td>
</tr>
</tbody>
</table>
MI  Manifold injection
MIMO  Multiple-input and multiple-output
MLP  Multiple-layer perceptron
MPC  Model predictive control
MVEM  Mean value engine model
NLP  Nonlinear programming
NN  Neural network
NO  Nitric oxide
NO₂  Nitrogen dioxide
ODE  Ordinary differential equation
PID  Proportional-integral-derivative
PLRBF  Pseudo-linear radial basis function
PM  Particulate matter
QP  Quadratic programming
RAS  Random amplitude signal
RBF  Radial basis function
RBFNN  Radial basis function neural network
RLS  Recursive least square
RNN  Recurrent neural network
SD  Symbolic differentiation
SI  Spark ignition
SISO  Single input single output
SQP  Sequential quadratic programming
TDC  Top dead centre
TWC  Three way catalytic
VVT  Variable valve timing
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