Abstract—An exploratory research is presented to gauge the impact of feature selection on heterogeneous ensembles. The task is to predict diabetes onset with healthcare data obtained from UC Irvine (UCI) database. Evidence suggests that accuracy and diversity are the two vital requirements to achieve good ensembles. Therefore, the research presented in this paper exploits diversity from heterogeneous base classifiers; and the optimisation effect of feature subset selection in order to improve accuracy. Five widely used classifiers are employed for the ensembles and a meta-classifier is used to aggregate their outputs. The results are presented and compared with similar studies that used the same dataset within the literature. It is shown that by using the proposed method, diabetes onset prediction can be done with higher accuracy.
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I. INTRODUCTION

Diabetes is a global issue and recent estimates suggest that around 381.8 million adults aged 18 and over are living with diabetes [1]. The situation becomes even more complicated with 45.8% of adults estimated to have undiagnosed diabetes globally [2]. Without the appropriate models and resources (e.g., data) for early detection, people with diabetes may only be diagnosed after the onset of complications. However, with the advent of data collection technologies, healthcare data is becoming increasingly accessible. Machine learning can be used to construct computer models with capability to learn from such data so that predictions can be made on new examples without being explicitly programmed [3].

A single classifier can be trained to make predictions on unseen data. However, advances in machine learning have given rise to multiple classifier learning (also known as ensembles) [4], and this is widely known to perform better than single classifiers [5]. An ensemble is constructed by training a pool of single classifiers on a given training dataset and subsequently combining their outputs with a function for final prediction [6]. Thus, when an unseen data instance is presented, each classifier in the ensemble is asked for its prediction, and finally all predictions are combined using the combiner function.

There is consensus within the literature that accuracy and diversity are the two vital requirements to achieve good ensembles. Single classifiers such as neural network and C4.5 decision trees are often used to construct a variety of ensembles due to their sensitivity to change(s) in the dataset. However, diversity (i.e., individual bias) in such situations are limited to data manipulation only [7]. Therefore, the method presented in this paper exploits diversity in the form of heterogeneous base classifiers, each trained with specific feature subset of the training data that leads to optimum accuracy. Five widely used classifiers are employed as base learners namely: Sequential Minimal Optimization (SMO), Radial Basis Function (RBF), C4.5 decision tree, Naive Bayes (NB) and Repeated Incremental Pruning to Produce Error Reduction (RIPPER). It is expected that their individual biases would introduce diversity, and the classifier induced feature subsets would improve accuracy; ultimately leading to construction of good ensembles. All possible combinations of the five classifiers are explored, using both the full training dataset and feature selected subsets. A comparative study is conducted between the most accurate ensembles from both groups; to measure the impact of feature selection and its significance in improving ensemble accuracy. The results are also compared with similar studies that used the same dataset within the literature.

II. BACKGROUND

One of the most active areas of research in ensembles has been to study methods for constructing good pool of classifiers. Early ensemble methods, such as Bayesian model, evaluates the samples of each model individually and their predictions are averaged and weighted by how good they are [8]. Other general purpose ensemble methods exist, each focusing on one or more aspects of the ensemble learning process. For simplicity, only those involving data manipulation are discussed in this paper.

A common way to construct ensembles is by manipulating the input data fed to a single classifier. This can be achieved by running the classifier with a training set that consists of a sample drawn randomly with replacement from the original dataset. Such a training set is called a bootstrap replicate of the original training set and the technique is called Bagging (derived from bootstrap aggregation [9]).

A more advanced method for manipulating the training dataset is illustrated by the AdaBoost algorithm [10]. Like Bagging, AdaBoost manipulates the training examples to generate multiple models. However, AdaBoost maintains a set of weights over the training samples. In each run, a sample is used to train the classifier and the weighted error of the resultant model is computed. This weight is used to update the
weights on the other training samples by placing more weight on training samples that are misclassified; and less weight on those that are correctly classified.

Dietterich and Bakiri [11] described a technique for multi-class data called error-correcting output coding. In this method, the original classes are randomly partitioned into two subsets and the input data are re-classed based on the subset in which their original class belong. The re-classed data are used to constructs a classifier. By repeating this process, ensemble classifiers are obtained.

Another widely used technique for generating multiple classifiers is to manipulate the input data features. The process (commonly called feature selection [12]) is used to select a subset of the input data that contain useful features. A major disadvantage is that some features that may seem less important, and are thus discarded, may bear valuable information. This is where ensembles come into play by simply partitioning the input features among the individual classifiers in the ensemble. Hence, no information is discarded.

Initial implementations of feature selected ensembles used random or grouped features for training classifiers. Liao and Moody [13] group the input features into clusters based on their mutual information, such that features in each group are greatly correlated to each other, and less correlated with features in other groups. Tumer and Oza [14] presented a similar method in which the grouping is based on the class values. The features are grouped based on correlation with the class.

In an image analysis problem, Cherkauer [15] trained an ensemble of 32 neural networks by grouping together features that illustrate different image processing operations. Tumer and Ghosh [16] applied a similar technique to a sonar dataset by grouping features with similar characteristics and discarded those that did not fit into any group. Other researchers implemented the grouping strategy with random selection so that none of the input features are discarded [17]–[19].

The methods discussed so far share some similarities in that they assign features to each individual classifier model randomly or through some form of grouping. However, further strategies have been developed that uses more advanced selection process. Among them, Günter and Bunke [20] who proposed an ensemble method based on two feature selection algorithms, namely floating sequential forward and backward search algorithms [21]. In this approach, each classifier is given a well performing set of features using any of the two feature selection algorithms. The approach is similar to the one adopted in this paper, except that the classifiers are not heterogeneous.

III. EXPERIMENTAL DESIGN

A. Data

The data was obtained from UCI Machine Learning Repository [22], and originates from a national study conducted on the Pima Indian population [23]. The study is a standardised health check conducted every two years, in which community residents are tested for diabetes. However, only a fraction of the original data consisting of female subjects aged 21 or above was made available in UC Irvine database. The data consists of 768 samples, each defined as a row vector with eight features and a class value (i.e., negative or positive). The class value is determined by selecting one examination per subject that revealed a negative test result for diabetes and met one of the following two criteria:

i. Diabetes is diagnosed within five years of the examination

ii. Diagnosis test performed five years later is negative

Of the samples, 500 tested negative and the rest (n = 268) tested positive over the 5 year period. Some abnormalities are evident in the data. For instance, some data instances have blood pressure value of zero. Such abnormality in the dataset could be due to missing values or human error which is common in real life examples. The class categories are not equally represented in the data (i.e., 500 negative & 268 positive instances). To address these issues, two pre-processing operations are applied as shown in Figure 1.

![Figure 1 Data pre-processing operations applied on the original dataset](image)

By removing instances with “0” values, the total data sample was reduced to 419 of which 279 tested negative and 140 tested positive. To ensure unbiased estimates of prediction during experiment, we used Synthetic Minority Over-sampling Technique (SMOTE) algorithm by Chawla et al. [24], to oversample the minority class. As a result, a better balance of 279 negative and 280 positive instances is obtained. The feature characteristics of the revised dataset are shown in Table I and we assumed that instances with ‘0’ value in the first feature indicated that the subject has never been pregnant. It is important to note that all reference to ‘full data’ in this paper refer to the revised dataset after pre-processing which contains 559 data instances.

### Table I Characteristics of the revised pima diabetes data

<table>
<thead>
<tr>
<th>Features</th>
<th>Min</th>
<th>Max</th>
<th>Mean</th>
<th>Std. Dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>No of times pregnant</td>
<td>0</td>
<td>17</td>
<td>3.6</td>
<td></td>
</tr>
<tr>
<td>Fasting plasma glucose</td>
<td>56</td>
<td>198</td>
<td>127.7</td>
<td>31.7</td>
</tr>
<tr>
<td>Diastolic blood pressure</td>
<td>24</td>
<td>110</td>
<td>71.8</td>
<td>12.2</td>
</tr>
<tr>
<td>Triceps skin fold</td>
<td>7</td>
<td>63</td>
<td>30</td>
<td>10</td>
</tr>
<tr>
<td>2-hr Serum Insulin</td>
<td>14</td>
<td>846</td>
<td>164.9</td>
<td>118.1</td>
</tr>
<tr>
<td>Body mass index</td>
<td>38.2</td>
<td>67.1</td>
<td>33.4</td>
<td>6.7</td>
</tr>
<tr>
<td>Pedigree function</td>
<td>0.1</td>
<td>2.4</td>
<td>0.5</td>
<td>0.3</td>
</tr>
<tr>
<td>Age</td>
<td>21</td>
<td>81</td>
<td>33.2</td>
<td>11.8</td>
</tr>
</tbody>
</table>
B. Experiment

To construct the ensembles proposed in this paper, five classifiers are employed as base learners as illustrated in Table II, namely – SMO, RBF, C4.5, NB and RIPPER. The classifiers are purposefully selected, to represent the five broad families of machine learning algorithms. The idea is to overcome the limited diversity issue that may exist when using variations of a single classifier.

Table II Five broad machine learning approaches and associated algorithms

<table>
<thead>
<tr>
<th>Learning algorithm</th>
<th>Family</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sequential Minimal Optimization (SMO)</td>
<td>Support Vector Machine (SVM)</td>
</tr>
<tr>
<td>Radial Basis Function (RBF) network</td>
<td>Artificial Neural Network (ANN)</td>
</tr>
<tr>
<td>C4.5</td>
<td>Decision Tree</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>Bayesian</td>
</tr>
<tr>
<td>RIPPER</td>
<td>Rule based</td>
</tr>
</tbody>
</table>

In a nutshell, all the five base classifiers are used to induce the features within the experimental data that leads to optimum accuracy. The feature search is conducted with best-first search algorithm [25]. The algorithm is known to be very greedy because it prefers states that look good very early in the search. To ensure that a thorough search was conducted, bi-directional approach was used. In the forward search, the algorithm starts with a preferred feature and incrementally adds other features. At each increment, the new subset is evaluated with an underlying classifier. The added feature is only kept if there is an increase in accuracy. The forward search also include a back tracking operation in which features added earlier are eliminated to check if this leads to improved accuracy. This dynamic continues until the desired subset is reached. The procedure is the same for backward search except that it begins with all the features and eliminates them until a desired subset (same as in forward search) is reached. 10-fold cross-validation is used during classifier training. Figure 2 shows a high level diagram of the proposed method.

To construct the ensemble, stacked generalization strategy (commonly known as stacking) was employed which involves training the predictions of two or more classifiers on a given dataset, with an independent or meta-classifier [26]. Weighted K-nearest neighbour (k-NN) algorithm [27] is used as the meta-classifier. In this experiment, each neighbour is assigned a weight $1/d$, where $d$ is the distance to the neighbour. This is mainly due to issues of class overlapping and imbalance observed in the training dataset. Although SMOTE is used to obtain a near balanced dataset, visualisation of the data points shows that the classes are not linearly separable. A 2D scatterplot of body mass index (BMI) and other features of the dataset is shown in Figure 3 (blue dots = positive & red dots = negative).

In total, two groups of 26 ensemble models are trained by exploiting outputs from the five base classifiers in all the possible combinations (using full dataset and feature selected subset). The results are used to conduct a comparative analyses presented in section V.

IV. RESULTS

The results are analysed with a modular approach so that individual components of the method are discussed appropriately. Four performance evaluation metrics are considered, including Accuracy, Sensitivity, Specificity and Area under the Receiver Operative Curve (AUC). These are all derived from a contingency table [28]. In this case, the Accuracy measures the total number of correct predictions. Sensitivity only measures the proportion of positive instances that are correctly identified while specificity measures the proportion of negatives that are correctly identified as such.

Comparative evaluation is also performed with McNemar’s test, to measure the accuracy difference between the proposed model and (i) the most accurate base learner and (ii) the most accurate ensemble; when trained on full dataset. Mc Nemar’s test [29] is a non-parametric test on a 2x2 classification table to measure the difference between paired proportions as illustrated in Table III.

Table III Possible results of two classifier algorithms

<table>
<thead>
<tr>
<th>Classifier A failed</th>
<th>Classifier A failed</th>
<th>Classifier B succeeded</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{ff}$</td>
<td>$N_{ff}$</td>
<td>$N_{ss}$</td>
</tr>
<tr>
<td>Classifier B succeeded</td>
<td>$N_{fs}$</td>
<td>$N_{ss}$</td>
</tr>
</tbody>
</table>

$N_{ff}$ denotes the number of times both classifiers failed to classify instances correctly and $N_{ss}$ denotes success for both classifiers. These two values do not give much information
about the classifiers’ performances as they do not indicate how their performances differ. However, the other two parameters ($N_{SF}$ and $N_{FS}$), show cases where one of the classifier failed and the other succeeded; indicating the performance discrepancies.

Table IV shows the base level results when trained on full dataset. From the table, it appears that the RIPPER and RBF models are the most accurate (78%). Accuracy assumes even class balance with equal error cost but this is not always the case in real world examples and certainly not in the research reported in this paper where the abnormal class is disproportionately lower; and the cost of misclassifying an abnormal example as normal is much higher. Consider the binary classification of the UK population as either positive or negative in terms of diabetes. Recent estimates suggest that 4.6% of the population are affected [30], leaving 95.4% normal cases. A model that predicts all the normal class correctly and all the minority class wrong would give a very high but misleading accuracy of 95.4%. Therefore, to determine the superior model between RBF and RIPPER models, there is a need to look at the parameters from which the accuracy value was calculated.

Table IV  Result of base learners trained with full dataset

<table>
<thead>
<tr>
<th>Results</th>
<th>NB</th>
<th>RBF</th>
<th>SMO</th>
<th>C4.5</th>
<th>RIPPER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy (%)</td>
<td>75.0</td>
<td>78.0</td>
<td>76.9</td>
<td>74.0</td>
<td>81.0</td>
</tr>
<tr>
<td>Sensitivity (%)</td>
<td>72.0</td>
<td>82.0</td>
<td>74.0</td>
<td>81.0</td>
<td>80.0</td>
</tr>
<tr>
<td>Specificity (%)</td>
<td>77.0</td>
<td>73.0</td>
<td>78.0</td>
<td>74.0</td>
<td>77.0</td>
</tr>
<tr>
<td>AUC (%)</td>
<td>83.0</td>
<td>85.0</td>
<td>85.0</td>
<td>79.0</td>
<td>79.0</td>
</tr>
<tr>
<td>True Positive (TP)</td>
<td>201</td>
<td>229</td>
<td>206</td>
<td>226</td>
<td>233</td>
</tr>
<tr>
<td>False Positive (FP)</td>
<td>79</td>
<td>51</td>
<td>74</td>
<td>54</td>
<td>57</td>
</tr>
<tr>
<td>True Negative (TN)</td>
<td>216</td>
<td>205</td>
<td>219</td>
<td>207</td>
<td>214</td>
</tr>
<tr>
<td>False Negative (FN)</td>
<td>63</td>
<td>74</td>
<td>60</td>
<td>72</td>
<td>65</td>
</tr>
</tbody>
</table>

Compared to RBF, the RIPPER model predicted more instances correctly ($TP + TN = 437$). However, predictions of the minority class are proportionately lower with the RIPPER model ($TP = 223$) compared to RBF model ($TP = 229$). The nature of the model discussed in this chapter requires a fairly high rate of correct detection in the minority class (i.e., $TP$ or positive diagnoses). Given that RBF model produced relatively higher true positives ($TP = 229$) and thus lower false positives ($FP = 51$), it is fair to say that RBF is slightly more accurate than RIPPER when trained on full dataset.

Table V shows the feature selected subset for each classifier, as well as the results obtained. Outputs from the base classifiers (trained on full dataset and feature selected subset) are used in all possible combinations to train ensemble models using KNN algorithm. The results are shown in Table VI.

Table V  Result of base learners trained with feature selected subset

Table VI  Performance at ensemble level in all possible combinations (with Full data and feature subset).
As shown in Table V, RBF is more accurate than the other base classifiers when trained on feature selected subset. However, its true positive result is higher when trained with full data ($TP = 229$) than with feature selected subset ($TP = 226$). Based on this, it was decided to use RBF result on full data as a benchmark against which the proposed ensemble method is measured, to determine if improvement is made.

Table VI shows the results from both ensemble groups. (trained on the best feature subset). In total, 52 ensemble models are trained (i.e., 26 with full dataset and 26 with feature selected subset). The aim is to compare the results of the best ensemble from both groups. Of those trained with feature selected subset, the combination of C4.5 + RIPPER + NB clearly performed better than the rest on all the metrics, thus selected as the preferred ensemble model from the group. Henceforth, this model would be called ‘EN-mod1’ for simplicity. The same combination (trained with full data) would be referred to as ‘EN-mod2’. However, EN-Mod2 is not the best among the ensemble models trained with full dataset. In this group, the combination of RBF + C4.5 + NB is the best, and thus selected as the preferred ensemble model from this group. Henceforth, this model would be called ‘EN-mod3’ for simplicity. Result from these models are compared and analysed in the next section.

V. ANALYSIS

This section presents a comparative analysis between the models identified in section IV, in order to show the superiority of the ensemble method implemented.

A. RBF Vs EN-Mod1

As shown in Figure 4, EN-mod1 clearly improved the results obtained with RBF model, by 5% in accuracy, sensitivity and specificity. The AUC was improved by 1%. To examine the significance of this improvement, McNemar’s test was conducted (see Figure 5).

![Figure 4](image1)

**Figure 4** Graphic representation of EN-mod1 vs RBF model performance

EN-mod1 classified 83.0% of the instances correctly while RBF correctly classified 77.6%. The accuracy difference between both models is 5.37% which is significant at 95% confidence interval ($P=0.0332$).

![Figure 5](image2)

**Figure 5** EN-mod1 vs RBF performance showing Accuracy, Sensitivity, Specificity, AUC and McNemar’s test

B. EN-Mod1Vs (EN-Mod2 & EN-Mod3)

As it can be seen from Table VI, EN-Mod1 performed better than its counterpart trained on full dataset (i.e., EN-mod2). However, EN-Mod2 is not the best ensemble within this group. Therefore, it is important to compare EN-Mod1 performance with the best ensemble trained with full dataset (i.e., EN-Mod3). As shown in Figure 6, EN-mod1 performed considerably better than EN-mod3 in all the metrics.

![Figure 6](image3)

**Figure 6** EN-mod1 vs EN-mod3 performance using Accuracy, Sensitivity, Specificity, AUC and McNemar’s test

The accuracy difference between the two models is 7.33% in favour of EN-mod1, at 95% confidence interval from 2.63% to 12.04%, which is significant ($P=0.0030$). This affirms the significance of feature selection in the ensemble method reported in this paper. Considerable difference in AUC performance (4%) is also recorded in favour of EN-mod1 as shown in Figure 7. Therefore, it can be said that the ensemble method implemented in this paper is fit for purpose.

![Figure 7](image4)

**Figure 7** Graphic representation of EN-mod1 vs EN-mod3 model performance on AUC.
C. RBF vs (EN-Mod2 & EN-Mod3)

In the comparative study between RBF and EN-Mod1, it can be noted that significant improvement was made at ensemble level when trained with feature selected subset of the experimental data. To fully understand the effects of redundant features, there is need to compare RBF performance with ensembles trained with full dataset (i.e., EN-Mod2 and EN-Mod3).

As shown in Figure 8, RBF performed better than EN-Mod2. Accuracy is better with RBF (78%) in comparison to EN-mod2 (72%). The difference is 5.55%, which is significant at 95% confidence interval ($P=0.0433$).

![Figure 8: EN-mod2 vs RBF performance showing Accuracy, Sensitivity, Specificity, AUC and Mc Nemar’s test](image)

RBF also improved sensitivity by (14%) and specificity by (-4%). Negative difference is preferred for specificity due to the nature of classification problem. Visual representation of the AUC results is shown in Figure 9, in which RBF performed better by 7%.

![Figure 9: Graphic representation of EN-mod2 vs RBF model performance on AUC](image)

RBF comparison with EN-Mod3 shows similar results (see Table VI). The results highlight the negative impact of redundant features on classification tasks, particularly in complex data situations. This was overcome through feature selection at base level, ultimately leading to improved performance obtained with EN-Mod1.

VI. CONCLUSION

Based on the results, ensemble models tend to yield better results than individual constituent classifiers. However this is not a certainty, as various factors may affect their ability to improve on performance, particularly at base level training. Issues such as redundant features, class imbalance and skewed class distribution within the training data were found to be major contributors to low performance. For instance, penalty that occurs if redundant features and overlapping class is not properly accounted for is evident in Table VI (see also Figure 3 for class coupling issues). The results show that the penalty on accuracy can be quite significant. Nonetheless, the correction strategy implemented suggests that feature selection applied at base level training has the potential to produce lower ensemble error.

Further observations from the experiment suggest that the highly desirable diversity when training ensembles can be achieved by using base classifiers un-related to each other. Much of the previous work on ensemble classifier models have focused on a collection of a single base classifier trained in several variations. In this research, the base classifiers are selected from five broad families of machine learning algorithms. Therefore, each classifier would induce models based on its operational characteristics. Although none of them made improvement(s) of any significance at base level, the cumulative of their individual biases contributed to wider knowledge at ensemble level about the classification problem being addressed; ultimately leading to significant improvement.

It is worth mentioning that the vast majority of reported experiments in diabetes prediction only enhanced classification accuracy up to 82% [185]. In fact, literature search of all the research conducted with the same dataset revealed a total of 70 eligible studies with accuracy results ranging from 59.5% to 82% (see Table VII). Our research produced 83%, so the implemented method can be said to perform relatively well. It is important to note that the research studies shown in Table VII may have used the Pima diabetes dataset in its original form (i.e., without eliminating the impossible values and/or applying SMOTE). As such, their results may be different if such pre-processing experiments were conducted. That said, results from our research indicate that improvements were made as a result of feature selection applied to heterogeneous base learners; and not necessarily data pre-processing. For instance, Figure 3 indicates that the pre-processing exercise did not make much difference to class reparability which is the major issue with the Pima diabetes dataset. In fact, one of the studies listed in Table VII trained an RBF model with the original dataset and the accuracy result is 68.23%.

It is worth mentioning that the vast majority of reported experiments in diabetes prediction only enhanced classification accuracy up to 82% [185]. In fact, literature search of all the research conducted with the same dataset revealed a total of 70 eligible studies with accuracy results ranging from 59.5% to 82% (see Table VII). Our research produced 83%, so the implemented method can be said to perform relatively well. It is important to note that the research studies shown in Table VII may have used the Pima diabetes dataset in its original form (i.e., without eliminating the impossible values and/or applying SMOTE). As such, their results may be different if such pre-processing experiments were conducted. That said, results from our research indicate that improvements were made as a result of feature selection applied to heterogeneous base learners; and not necessarily data pre-processing. For instance, Figure 3 indicates that the pre-processing exercise did not make much difference to class reparability which is the major issue with the Pima diabetes dataset. In fact, one of the studies listed in Table VII trained an RBF model with the original dataset and the accuracy result is 68.23%.

Table VII Research studies conducted with Pima Diabetes dataset

<table>
<thead>
<tr>
<th>Paper</th>
<th>Method</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tomasz Wiznarski</td>
<td><a href="http://www.isi.ist.edu/~tw/">http://www.isi.ist.edu/~tw/</a></td>
<td>Comparative study with 69 different classifiers</td>
</tr>
<tr>
<td>Politi K, Grzegorzyk S &amp; Acslas A</td>
<td>(2008)</td>
<td>Ensemble of Generalized Discriminant Analysis (ODA) and Least Square Support Vector Machines (LS-SVM)</td>
</tr>
<tr>
<td>Keijzer K &amp; Yildirim T</td>
<td>(2005)</td>
<td>General Regression Neural Network (GRNN), Multi-layer Neural Network (ML-NN) with Levenberg-Marquardt (LM) and Radial Basis Function (RBF) Gradient Descent (GD) BFGS quasi Newton</td>
</tr>
<tr>
<td>Tenreiro H, Yamauchi N &amp; Tenreiro J</td>
<td>(2009)</td>
<td>Multi-layer Neural Network (ML-NN) with Levenberg-Marquardt (LM)</td>
</tr>
<tr>
<td>Carpenter G &amp; Markoua A</td>
<td>(1998)</td>
<td>ARTMAP-Radix Counting (ART MAP-R)</td>
</tr>
<tr>
<td>Deng D &amp; Kambour N</td>
<td>(2001)</td>
<td>Evolving Self Organizing Maps (ESOM)</td>
</tr>
</tbody>
</table>
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