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Abstract—Genome-Wide Association Studies (GWAS) are used to identify statistically significant genetic variants in case-control studies. The main objective is to find single nucleotide polymorphisms (SNPs) that influence a particular phenotype (i.e. disease trait). GWAS typically use a p-value threshold of $5 \times 10^{-8}$ to identify highly ranked SNPs. While this approach has proven useful for detecting disease-susceptible SNPs, evidence has shown that many of these are, in fact, false positives. Consequently, there is some ambiguity about the most suitable threshold for claiming genome-wide significance. Many believe that using lower p-values will allow us to investigate the joint epistatic interactions between SNPs and provide better insights into phenotype expression. One example that uses this approach is multifactor dimensionality reduction (MDR), which identifies combinations of SNPs that interact to influence a particular outcome. However, computational complexity is increased exponentially as a function of higher-order combinations making approaches like MDR difficult to implement. Even so, understanding epistatic interactions in complex diseases is a fundamental component for robust genotype-phenotype mapping. In this paper, we propose a novel framework that combines GWAS quality control and logistic regression with deep learning stacked autoencoders to abstract higher-order SNP interactions from large, complex genotyped data for case-control classification tasks in GWAS analysis. We focus on the challenging problem of classifying preterm births which has a strong genetic component with unexplained heritability reportedly between 20%-40%. A GWAS data set, obtained from dbGap is utilised, which contains predominantly urban low-income African-American women who had normal and preterm deliveries. Epistatic interactions from original SNP sequences were extracted through a deep learning stacked autoencoder model and used to fine-tune a classifier for discriminating between term and preterm births observations. All models are evaluated using standard binary classifier performance metrics. The findings show that important information pertaining to SNPs and epistasis can be extracted from 4666 raw SNPs generated using logistic regression (p-value=$5 \times 10^{-8}$) and used to fit a highly accurate classifier model. The following results (Sen=0.9562, Spec=0.8780, Gini=0.9490, Logloss=0.5901, AUC=0.9745, and MSE=0.2010) where obtained using 50 hidden nodes and (Sen=0.9561, Spec=0.8780, Gini=0.9490, Logloss=0.5901, AUC=0.9745, and MSE=0.2010) using 50 hidden nodes. The results were compared with a Support Vector Machine (SVM), a Random Forest (RF) and a Fishers Linear Discriminant Analysis classifier, which all failed to improve on the deep learning approach.
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1 INTRODUCTION

Preterm birth (PTB) is the delivery of live babies born before 37 weeks of gestation [1]. In contrast, term births are the live delivery of babies born between 37 and 42 weeks. In 2010, the World Health Organisation (WHO) declared that preterm deliveries accounted for 1 in 10 births worldwide [1]. Compared with Caucasians, the risk of preterm birth in African-Americans is 1.5 times higher. This group also has an even greater risk of giving birth before 32 weeks gestation [2]. Population-specific risk factors include anaemia during pregnancy, low serum folate levels, vitamin D deficiency, poor weight gain during pregnancy, and high pregnancy body mass index (BMI) [3].

PTB has significant adverse effects on newborns. The severity increases the more premature the delivery is. Approximately, 50% of all perinatal deaths are caused by preterm delivery. For those that survive, they often suffer impairments in hearing and vision and from chronic respiratory diseases. Up to 40% of survivors of extremely premature birth can develop chronic lung disease [4]. In other cases, survivors suffer from neuro-developmental or behavioural defects, including cerebral palsy, motor, learning and cognitive impairments.

The precise etiology of PTB remains elusive. However, 30%-35% are known to be medically indicated (i.e. preeclampsia and foetal growth restriction) [5]. Preterm prelabor ruptured membranes (PPROMs - often attributed to infection, placental abruption, and anatomical abnormalities in the mother) account for 25%-30% [5] and spontaneous PTB (sPTB) for the remaining 35%-45% where the cause is unclear [6].

A strong body of evidence, from twin-based studies, has shown that maternal and foetal genetic factors contribute to PTB with heritability between 20%-40% [7], [8], [9]. Though attempts to identify the specific variant(s) of prematurity in genome-wide association studies (GWAS) have failed to produce any reproducible findings [10]. Several GWAS stud-
ies have identified notable relationships but meta-analysis has shown that these are often negligible or contained within a particular population [11], [12].

Associations can be measured using Bonferroni correction, which is a highly conservative threshold designed to minimise type 1 errors in multiple testing studies. This leads to missing heritability were single genetic variations cannot fully explain the heritability of phenotypes [13], [14]. Among the many approaches that exist, multifactor dimensionality reduction (MDR) has found that single nucleotide polymorphisms (SNPs) with little individual effect, through their interactions, can account for more variance in phenotypes [15], [16], [17]. Random forest algorithms have also been heavily utilised to detect significant SNPs in large-scale GWAS [18], [19], [20], [21], [22]. However, enumerating the large number of high-order combinations common in genetics is computationally very difficult to implement and a major limitation in these approaches. This issue has been mitigated by applying filters to select groups of SNPs that are relevant to the phenotype of interest [23], for example, using PLINK [24] which also provides two SNP epistatic analysis. Larger combinations are possible using LAMPLINK [25], but scalability issues still persist.

In this paper, we combine the quality control and logistic regression functions in GWAS with deep learning stacked autoencoders (DL) [26] to create a novel framework for extracting epistatic interactions between SNPs [27]. A multi-layer feedforward softmax classifier is initialised using the generated deep learning stacked autoencoder model and fine-tuned to classify case and control birth outcomes. The complete network models the epistatic effects of major and minor SNP perturbations.

Deep learning is used in [28] to select regulatory SNPs with functional impact before association analysis is conducted (DeepWAS). Variants (SNPs) that alter functional regulatory elements, i.e. elements that control gene expression and DNA methylation, are identified using DeepSEA [29] before association analysis. This approach differs to the approach presented in this paper, in that, QC and GWAS are conducted using all of the SNPs genotyped in the preterm birth study dataset. Pre-SNP selection, based on functional regulatory effects, is not applied since our aim is to find epistatic interactions between SNPs. While DeepWAS concentrates more on biological outcomes (including regulatory mechanisms in GWAS), this paper focuses on testing new algorithms for epistatic interactions and classification analysis.

The results in this paper are compared with a multi-layer feedforward neural network, Support Vector Machine, Random Forest and a Fishers Linear Discriminant Analysis classifier, trained and tested using Bonferroni and suggestive p-value SNPs, to assess their predictive capacity. Our approach shows significant improvements and is the first comprehensive study of its kind that combines GWAS analysis with deep learning stacked autoencoders for epistatic-driven GWAS and case-control classification.

The remainder of this paper is organised as follows. Section 2 describes the Materials and Methods used in the study. The results are presented in Section 3 and discussed in Section 4 before the paper is concluded and future work is presented in Section 5.

2 Materials and Methods

The data, for this study, was obtained through authorised access to dbGap (Study Accession: phs000332.v3.p2) [30]. The dataset includes 722 cases and 1057 controls. Cases were drawn from deliveries at the Boston Medical Center (BMC) that occurred before 37 weeks of gestation irrespective of birth weight. Controls include mothers who delivered term babies after 37 weeks of gestation also from the BMC cohort. Controls were frequency matched with case mothers on race, age (± 5 years), parity and the baby’s gender. Women were excluded if pregnancies were due to vitro fertilisation, they had multiple pregnancies, or the foetus had chromosomal abnormalities or major birth defects. Further exclusion criteria included mothers who had congenital or acquired uterus lesions, a known history of an incompetent cervix, or previous PTBs caused by maternal trauma. Each subject was interviewed using a standardised questionnaire to gather important epidemiological data, including ultrasound findings, placental pathology reports, laboratory reports, information on pregnancy complications and birth outcomes.

2.1 Data Collection

The GWAS recruited 1000 mothers who delivered preterm and 1000 age-matched mothers who had term births (African-American - 68%; Haitian - 31.5%). The subjects were genotyped in two phases. The first phase was completed in 2011 and the second in 2014. For all study samples, the Qiagen method was used to extract DNA from whole blood. In each phase cases and controls were balanced across 96-well plates and each plate contained between two and four HapMap controls, as well as an average of two study duplicates. Phase 1 was genotyped using the Illumina HumanOmnimax2.5-4v1 array and using the calling algorithm GenomeStudio version 2-10.2, Genotyping Module version 1.74 and GenTrain version 1.0. Phase 2 was genotyped using the Illumina HumanOmnimax2.5-8v1 array and using the calling algorithm GenomeStudio version 2011.1, Genotyping Module version 1.9.4 and GenTrain version 1.0. The two phases were merged into a single dataset with 2,369,543 probes common to both arrays.

A total of 1,910 observations (including duplicates) from study subjects were put into genotype production, of which 1,889 were successfully genotyped and passed the Center for Inherited Disease Research (CIDR’s) quality control (QC) process. The subsequent quality assurance (QA) procedure removed five observations, and the final set of scans posted to dbGAP included 1,884 study participants and 62 HapMap controls. The 1,884 study observations were derived from 1808 subjects and include 76 pairs of duplicate scans. The 62 HapMap control scans were derived from 24 subjects, all of which were replicated two or more times. The study subjects occur as 1,681 singletons and 60 families of 2-4 members each. The study families were discovered during the analysis of relatedness. The HapMap controls include 8 trios (4 CEU, 4 YRI).

2.2 Quality Control

The dataset was subjected to pre-established QC protocols as recommended in [31], where data QC was applied to
individuals first and then to genetic variants. PLINK v1.9 [24] was used on a Linux Ubuntu machine, version 16.04 LTS, with 16GiB of Memory and an Intel Core i7-7500U CPU @ 2.70GHz × 4, to conduct the required QC and filtering procedures. Before QC, the 24 HapMap controls and the 0 Chromosome were removed from the data.

Individual QC: Individuals with discordant sex information (homozygosity rate between 0.2 and 0.8) were identified using the X-chromosome and ascertained sex. This resulted in eight individuals being removed. Individuals with elevated missing data rates were identified using a genotype failure rate ≥ 0.02 (seven individuals were removed). While, outlying heterozygosity was identified using a heterozygosity rate ±3 standard deviations from the mean (16 individuals were removed). Pairs of individuals with identity by descent (IBD) > 0.185 were removed (38 individuals).

Principle Component Analysis (PCA) was conducted for the identification of outliers and hidden population structure using EIGENSOFT [32]. Individuals were identified with divergent ancestry using thresholds -0.05 and 0.00 for principal component (PC) 1 and 2 respectively. This resulted in 289 individuals being removed using the PC1 threshold and 297 using the PC2 threshold. All unique missing markers were combined and excluded from the data set reducing the total number of individuals to 1527 (Case=632, Control=895) with 1,927,820 variants each.

Marker QC: Each individual contains 2,362,044 SNPs. SNPs with a significantly different (p < 1 * 10^-5) missing data rate between cases and controls were removed (n=22603). SNPs with minor allele frequency (MAF < 1%), call rate <98% and deviations from Hardy-Weinberg equilibrium (p < 1*10^-5) were excluded. The data set following QC resulted in 1527 individuals with 1,927,820 variants each.

2.3 Association Analysis

In this study, association analysis is used to reduce the computationally large number of SNPs (1,927,820) for epistatic analysis and machine learning tasks. Several p-value thresholds are considered that range between 5 × 10^-3 and 5 × 10^-8 inclusive - 5 × 10^-8 being the Bonferroni correction [33]. The resulting groups containing between 3 and 4666 SNPs (depending on the threshold) are used to train and baseline classifier models and assess the predictive capacity in detecting case and control instances. These models are compared with deep learning stacked autoencoder models with progressively smaller layers of hidden nodes and weights that capture epistatic interactions between SNPs using 4666 SNPs (obtained using 5 × 10^-3).

2.3.1 Association Testing

Using a standard association analysis procedure, \( \{X_1, \ldots, X_u\} \) describe a set of \( U \) SNPs for \( N \) individuals, and \( \{y_1, \ldots, y_v\} \) describe the phenotypes. In this study only one phenotype is considered (preterm birth), therefore only \( \{y_1\} \) is used. For each SNP, there is a minor allele \( a \) and major allele \( A \). The homozygous major allele is defined as \( AA \), the heterozygous allele as \( Aa \) and the homozygous minor allele as \( aa \). 0, 1, and 2 are used to describe these respectively. Therefore, \( X_{in} \in \{0,1,2\} \), \( 1 \leq u \leq U, \ 1 \leq n \leq N \). The

phenotype is represented as a binary variable, 0 for controls and 1 for cases.

Genotypes are grouped into an additive model. Given \( A \) we assume that there is a uniform, linear increase in risk for each copy of the \( A \) allele. For example, if the risk is 3x for \( Aa \) then the risk is 6x for \( AA \). The additive model is only considered in this study as it has satisfactory power in detecting additive and dominant effects.

2.3.2 Logistic Regression

Logistic regression [34] is used to assess which SNPs increase the odds of a given outcome (in this study a preterm birth). This is performed under an additive model where logistic regression modelling for conditional probability \( Y = 1 \) is: [35]:

\[
\theta(X) = P(Y = 1|X)
\]

(1)

The logit function [36] which is the inverse of the sigmoidal logistic function, is represented as:

\[
\text{logit}(X) = \ln \frac{\theta(X)}{1 - \theta(X)}
\]

(2)

The logit is given as a linear predictor function as follows:

\[
\text{logit}(X) = \beta_0 + \beta_1 X
\]

(3)

Utilising logistic regression, while not ideal, enables the number of SNPs with insignificant marginal effects to be reduced to meet the computational needs required for epistatic analysis and machine learning tasks. The remaining SNPs capture the linear associations between SNPs and the phenotype but not the cumulative epistatic interactions that exist between the remaining SNPs. To capture epistatic interactions, we utilise a softmax classifier model pre-initialised with a deep learning stacked autoencoder.

2.4 Multilayer Perceptron

A multilayer perceptron neural network (MLP) is implemented in this study for classification tasks and is based on the work of [37]. A rectifier nonlinear activation function [38] is utilised which provides better training for deep learning networks [39], when compared with logistic sigmoid and the hyperbolic tangent.

The MLP is initialised with small random values and a small learning rate of 0.005 is used with Backpropagation as the learning algorithm and stochastic gradient descent as the optimiser. Small learning rates do increase the training time, however, it reduces the number of oscillations and generates a lower error value which were key performance metrics in this study. Rate annealing is applied to address learning rate freezing in local minima. While rate decay is applied to control learning rate change across layers.

Momentum start is set to 0.5 and momentum ramp and momentum stable to 1 × 10^-6 and 0 respectively to control the amount of momentum at the beginning of training and the amount of learning for which momentum increases. Momentum stable is used to control the final momentum value reached after momentum ramp training examples. Complexity is controlled using weight decay where the decay parameter is optimised through cross-validation. This ensures that a local optimum is found using small-magnitude parameters to avoid overfitting.
Several tests were performed to determine the network topology, in terms of the number of neurons and hidden layers required to provide optimal error rates. For the MLP, the best performance was obtained using a variable number of input neurons (see results for further details), four hidden layers, with ten nodes in each, and 1 output node. It was found that increasing the number of hidden layers or the number of neurons did not improve the performance significantly.

One hundred epochs was used to train the MLP (the results show that this number was sufficient for network convergence) with early stopping (when misclassification rate converges) to avoid overfitting - training and validation sets are used to obtain and optimal model and a separate test set is utilised to validate the models performance on unseen data.

2.5 Deep Learning Stacked Autoencoders

A stacked autoencoder (SAE) is implemented based on [27] to further reduce the dimensionality of the subset of SNPs generated using logistic regression (p-value threshold \(5 \times 10^{-3}\) - 4666 SNPs). The primary goal is to extract the epistatic interactions between the 4666 SNPs for classifier modelling. The optimal hidden layer units are utilised to achieve this, such that the output \(\hat{x}\) is similar to the input \(x\):

\[
h_{W,b}(x) \approx x
\]  

(4)

The hidden unit activations \(a^2\) in \(\mathbb{R}^h\) aim to reconstruct the input \(x\). If there is structure in the data, the autoencoder will learn it. In fact, very simple autoencoders often learn a low-dimensional representation similar to principal component analysis (PCA).

Nodes in the autoencoder fire when output values are close to 1 and remain inactive when the output is close to 0. The goal is to ensure that nodes remain mostly inactive. Thus, the activation of a hidden unit is represented as \(a_j^{(2)} (x)\) when the network receives input \(x\). We let:

\[
\hat{p}_j = \frac{1}{m} \sum_{i=1}^{m} a_j^{(2)} (x^{(i)})
\]  

(5)

represent the average activation of hidden unit \(j\) and enforce the constraint:

\[
\hat{p}_j = p
\]  

(6)

where \(p\) is typically a small sparsity parameter close to zero (for example, \(p = 0.05\)). In order to meet this constraint, the activation of the hidden unit should be mostly 0. To achieve this a penalty term is added that penalizes \(\hat{p}_j\) when it deviates significantly from \(p\):

\[
\sum_{j=1}^{s_2} p \log \frac{p}{\hat{p}_j} + (1 - p) \log \frac{1 - p}{1 - \hat{p}_j}
\]  

(7)

where \(s_2\) is the number of units in the hidden layer, and \(j\) an index used to sum the hidden units in the network. Kullback-Leibler (KL) divergence is used to enforce this penalty term:

\[
\sum_{j=1}^{s_2} KL(p||\hat{p}_j)
\]  

(8)

where \(KL(p||\hat{p}_j) = \frac{p}{\hat{p}_j} + (1 - p) \log \frac{1 - p}{1 - \hat{p}_j}\) is the KL-divergence between two Bernoulli random variables with mean \(p\) and \(\hat{p}_j\). In this way KL-divergence is used to measure the difference between two distributions. This penalty function is either \(KL(p||\hat{p}_j) = 0\) if \(\hat{p}_j = p\), or it increases monotonically as \(\hat{p}_j\) diverges from \(p\). The cost function can now be defined as:

\[
J_{sparse}(W, b) = J(W, b) + \beta \sum_{j=1}^{s_2} KL(p||\hat{p}_j)
\]  

(9)

where \(J(W, b)\) is the same as we previously defined and \(\beta\) is used to control the weight of the sparsity penalty term. The term \(\hat{p}_j\) is dependent on \(W, b\) as it is the average activation of hidden unit \(j\), and hidden unit activations are dependent on the parameters \(W, b\).

The KL-divergence term is incorporated into the previously defined derivative calculation and now computed as:

\[
\delta_i^{(2)} = \left(\sum_{j=1}^{s_2} W_{ji}^{(2)} \delta_j^{(3)}\right) f'(z_i^{(2)}) + \beta \left(\frac{p}{\hat{p}_i} + \frac{1 - p}{1 - \hat{p}_i}\right)
\]  

(10)

It is important to know \(\hat{p}_i\) to compute this term. After computing \(\hat{p}_i\), a forward pass on each example is performed to allow backpropagation on that example. Therefore, you compute a forward pass twice on each example in your training set, which does make it computationally less efficient.

A single autoencoder is simple, due to its shallow structure. Consequently, a single-layer autoencoder’s representational power is very limited. In this study, autoencoders are stacked to enable greedy layer wise deep learning where the hidden layer is used as input to the i+1 hidden layer in the stack. The results produced by the stacked autoencoder are utilized to pretrain (initialize) the weights for our MLP (softmax model), rather than randomly initialising the weights to small values, to classify term and preterm deliveries. Figure 1 shows a simple stacked autoencoder configuration that compresses 4666 SNPs to 500 features by linking hidden layer units to input units in subsequent autoencoders in the stack.

Fig. 1: Stacked Autoencoder that compresses 4666 SNPs to 500 features.
This concludes the methods used in this study and provides the basis for a novel framework that combines GWAS quality control and logistic regression with deep learning stacked autoencoders to abstract higher-order SNP interactions from large, complex genotyped data for case-control classification tasks in GWAS analysis. On these grounds we claim that this is the first comprehensive study of its kind.

2.5.1 Performance Measures

Sensitivity (or Recall), specificity and precision (or Positive Predicted Value) are used in this study to represent the number of correctly identified case and control instances. Sensitivity describes the true positive rate (Controls - term deliveries) and Specificity the true negative rate (Cases - preterm deliveries). Precision on the other hand describes the number of correct predictions among retrieved instances.

The area under the curve (AUC) is the probability that, for each pair of examples, one for each class, the example from the positive class will be ranked highest. This is measured by ranking the estimates of posterior class membership of each test data in class 1, and similarly for class 2 the AUC is given by:

$$\hat{A} = \frac{1}{n_1 n_2} \left( S_0 - \frac{1}{2} n_1 (n_1 + 1) \right)$$

where $n_1$ and $n_2$ are the sample sizes in each class [40].

The Gini coefficient is often used in binary classification studies and is closely related to the AUC. The Gini coefficient is defined as being the area between the diagonal and the ROC curve:

$$Gini = 2 * AUC - 1$$

The Gini coefficient measures statistical dispersion. The SNP(s) with a Gini coefficient of 1, predicts the data perfectly. A coefficient of 0 indicates that the SNP(s) have no predictive capacity.

Log Loss provides a measure of accuracy for a classifier whereby penalties are imposed on classifications that are false. Minimising the Log Loss is correlated with accuracy (as one increases the other decreases). Log loss is calculated by assigning a probability to each class rather than stating what the most likely class would be:

$$logloss = -\frac{1}{N} \sum_{i=1}^{N} [y_i \log(p_i) + (1 - y_i) \log(1 - p_i)].$$

where $N$ is the number of samples, $y_i$ is a binary indicator for whether $j$ correctly classifies instance $i$. For models that classify all instances correctly the Log Loss value will be zero. For misclassifications, the Log Loss value will be progressively larger.

The Mean Squared Error (MSE) metric is utilised to measure the average sum of the square difference between actual values and predicted values for all data points. A MSE value of 0 indicates that the model correctly classifies all class instances. Again, for misclassifications, the MSE will be progressively larger.

3 RESULTS

We first present the results using a multi-layer feedforward neural network classification model comprising four hidden layers with 10 neurons in each to provide baseline results. Several association analysis p-value filters are considered for dimensionality reduction - resulting SNP combinations are used to fit our classifier models. The performance of each model is measured using Sensitivity, Specificity, Gini, AUC, LogLoss and MSE values. The data set is split randomly into training (80%), validation (10%) and testing (10%).

3.1 Baseline Multi-Layer Feedforward Neural Network

3.1.1 Classifier Performance

Table 1 provides the performance metrics for the validation set. Metric values for association analysis p-values $5 \times 10^{-3}$, $5 \times 10^{-4}$, $5 \times 10^{-5}$, $5 \times 10^{-6}$, $5 \times 10^{-7}$, and $5 \times 10^{-8}$ were obtained using optimized F1 threshold values 0.6840 (resulting in 4666 SNPs), 0.6039435 (419 SNPs), 0.2799 (51 SNPs), 0.4471 (11 SNPs), 0.4107814 (11 SNPs) and 0.4450064 (three SNPs), respectively.

<table>
<thead>
<tr>
<th>p-value</th>
<th>Sens</th>
<th>Spec</th>
<th>Gini</th>
<th>LogLoss</th>
<th>AUC</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$5 \times 10^{-3}$</td>
<td>0.9848</td>
<td>1.0000</td>
<td>0.9993</td>
<td>0.1002</td>
<td>0.9996</td>
<td>0.0150</td>
</tr>
<tr>
<td>$5 \times 10^{-4}$</td>
<td>0.9696</td>
<td>0.9285</td>
<td>0.9700</td>
<td>0.2988</td>
<td>0.9850</td>
<td>0.0597</td>
</tr>
<tr>
<td>$5 \times 10^{-5}$</td>
<td>0.7121</td>
<td>0.7959</td>
<td>0.6020</td>
<td>0.5679</td>
<td>0.8010</td>
<td>0.1928</td>
</tr>
<tr>
<td>$5 \times 10^{-6}$</td>
<td>0.9242</td>
<td>0.3673</td>
<td>0.5766</td>
<td>0.6669</td>
<td>0.6883</td>
<td>0.2369</td>
</tr>
<tr>
<td>$5 \times 10^{-7}$</td>
<td>0.9393</td>
<td>0.3265</td>
<td>0.3722</td>
<td>0.6507</td>
<td>0.6861</td>
<td>0.2290</td>
</tr>
<tr>
<td>$5 \times 10^{-8}$</td>
<td>0.8484</td>
<td>0.2959</td>
<td>0.2719</td>
<td>0.6745</td>
<td>0.6359</td>
<td>0.2407</td>
</tr>
</tbody>
</table>

Table 2 shows the performance metrics obtained using the trained models and the test data. The network comprised four hidden layers each containing 10 nodes. Based on empirical analysis this configuration produced the best results. Metric values for association analysis p-values $5 \times 10^{-3}$, $5 \times 10^{-4}$, $5 \times 10^{-5}$, $5 \times 10^{-6}$, $5 \times 10^{-7}$, and $5 \times 10^{-8}$ were again obtained using an optimized F1 threshold with values 0.7350, 0.3144, 0.2799, 0.4546975, 0.42307, and 0.4534978 respectively. The results are lower than those obtained by the validation set but in some cases not by much.

<table>
<thead>
<tr>
<th>p-value</th>
<th>Sens</th>
<th>Spec</th>
<th>Gini</th>
<th>LogLoss</th>
<th>AUC</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$5 \times 10^{-3}$</td>
<td>1.0000</td>
<td>0.9882</td>
<td>0.9996</td>
<td>0.0960</td>
<td>0.9998</td>
<td>0.0128</td>
</tr>
<tr>
<td>$5 \times 10^{-4}$</td>
<td>0.9000</td>
<td>0.9411</td>
<td>0.9388</td>
<td>0.3038</td>
<td>0.9694</td>
<td>0.0673</td>
</tr>
<tr>
<td>$5 \times 10^{-5}$</td>
<td>0.9666</td>
<td>0.5411</td>
<td>0.6709</td>
<td>0.5581</td>
<td>0.8354</td>
<td>0.1913</td>
</tr>
<tr>
<td>$5 \times 10^{-6}$</td>
<td>0.9333</td>
<td>0.3673</td>
<td>0.3766</td>
<td>0.6669</td>
<td>0.6883</td>
<td>0.2369</td>
</tr>
<tr>
<td>$5 \times 10^{-7}$</td>
<td>0.9166</td>
<td>0.4352</td>
<td>0.4833</td>
<td>0.6374</td>
<td>0.7416</td>
<td>0.2225</td>
</tr>
<tr>
<td>$5 \times 10^{-8}$</td>
<td>0.8833</td>
<td>0.4117</td>
<td>0.3572</td>
<td>0.6679</td>
<td>0.6786</td>
<td>0.2374</td>
</tr>
</tbody>
</table>

Figure 2 demonstrates that overfitting is appropriate managed (p-values $5 \times 10^{-7}$ and $5 \times 10^{-8}$ were omitted as the figure demonstrates a sharp deterioration in performance as p-value thresholds increase). Epochs represent the inflection points where performance on the validation set starts to decrease while performance on the training set continues to improve as the model starts to overfit. An optimised
loss function is adopted to train the models. The AUC plots provide useful information about early divergence between the training and validation curves and highlight if overfitting occurs. From Figure 2, clearly there is a small amount of overfitting but nothing in excess.

3.1.2 Model Selection
The ROC curve in Figure 3 shows the cut-off values for the false and true positive rates using the test set. In this first evaluation, Figure 3 shows a clear deterioration in performance as p-value thresholds increase. In this instance, machine learning demonstrates that highly ranked SNPs do not have sufficient predictive capacity to make distinctions between case-control observations.

3.2 Deep Learning Stacked Sparse Autoencoder
In comparison, the following evaluation uses SNPs generated with a p-value $5 \times 10^{-3}$. Latent features are extracted from 4666 SNPs with a deep learning stacked autoencoders that capture information about important SNPs and the cumulative epistatic interactions between them. This is achieved layer-wise by stacking simpler autoencoders that each contain a single hidden layer with 2000, 1000, 500, 200, 100 and 50 hidden nodes respectively as shown in Figure 1. Softmax classifiers (multilayer perceptron) are initialized with each of these layers and fine-tuned to classify case-control instances in the validation and test sets using four hidden layers with 10 nodes each.

3.2.1 Classifier Performance
With the first layer (2000 neurons) a softmax classifier model is initialised and then fine-tuned. The learning rate is set to $1 \times 10^{-3}$ and an optimized F1 value of 0.7374 is used to extract metric values for the validation set as shown in Table 3. Subsequent layers are used to initialise and fine-tune the remaining models with 1000, 500, 200, 100, and 50 hidden units respectively (note that the hidden layers are linked to form a stack as illustrated in Figure 1). Metrics were obtained from these models using optimised F1 values 0.2979, 0.0769, 0.5881, 0.4996, and 0.6178 respectively. The learning rate values from the validation set were retained. The results are shown in Table 3.

<table>
<thead>
<tr>
<th>Comp</th>
<th>Sens</th>
<th>Spec</th>
<th>Gini</th>
<th>LogLoss</th>
<th>AUC</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000</td>
<td>0.9482</td>
<td>0.9727</td>
<td>0.9764</td>
<td>0.1273</td>
<td>0.9882</td>
<td>0.0331</td>
</tr>
<tr>
<td>1000</td>
<td>0.9827</td>
<td>0.9659</td>
<td>0.9698</td>
<td>0.1246</td>
<td>0.9849</td>
<td>0.0270</td>
</tr>
<tr>
<td>500</td>
<td>0.9827</td>
<td>0.9750</td>
<td>0.9674</td>
<td>0.3059</td>
<td>0.9837</td>
<td>0.0962</td>
</tr>
<tr>
<td>200</td>
<td>0.8965</td>
<td>0.9545</td>
<td>0.9365</td>
<td>0.3752</td>
<td>0.9662</td>
<td>0.1098</td>
</tr>
<tr>
<td>100</td>
<td>0.9482</td>
<td>0.7840</td>
<td>0.8475</td>
<td>0.6059</td>
<td>0.9237</td>
<td>0.2068</td>
</tr>
<tr>
<td>50</td>
<td>0.9655</td>
<td>0.9545</td>
<td>0.9518</td>
<td>0.5854</td>
<td>0.9759</td>
<td>0.1988</td>
</tr>
</tbody>
</table>

Table 4 shows the performance metrics obtained using the test set. Layers containing 2000, 1000, 500, 200, 100, and 50 were again used with optimized F1 values 0.5836, 0.1695, 0.2348, 0.6036, 0.5061, and 0.5457 respectively. The learning rate values from the validation set were retained. The results are shown in Table 3.

Fig. 2: (a) to (h) Logloss and AUC plots against epochs for p-value $5 \times 10^{-3}$ to $5 \times 10^{-6}$.
Fig. 3: ROC curves for test set using p-value between $5 \times 10^{-7}$ and $5 \times 10^{-8}$.

TABLE 4: Performance Metrics for Test Set

<table>
<thead>
<tr>
<th>Comp</th>
<th>Sens</th>
<th>Spec</th>
<th>Gini</th>
<th>LogLoss</th>
<th>AUC</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000</td>
<td>0.9672</td>
<td>0.9771</td>
<td>0.9939</td>
<td>0.0850</td>
<td>0.9969</td>
<td>0.0226</td>
</tr>
<tr>
<td>1000</td>
<td>0.9781</td>
<td>0.9505</td>
<td>0.9736</td>
<td>0.1352</td>
<td>0.9868</td>
<td>0.0335</td>
</tr>
<tr>
<td>500</td>
<td>0.9289</td>
<td>0.9581</td>
<td>0.9651</td>
<td>0.3080</td>
<td>0.9825</td>
<td>0.0942</td>
</tr>
<tr>
<td>200</td>
<td>0.8797</td>
<td>0.8897</td>
<td>0.9055</td>
<td>0.3920</td>
<td>0.9527</td>
<td>0.1178</td>
</tr>
<tr>
<td>100</td>
<td>0.8907</td>
<td>0.8593</td>
<td>0.8544</td>
<td>0.5970</td>
<td>0.9272</td>
<td>0.2024</td>
</tr>
<tr>
<td>50</td>
<td>0.9562</td>
<td>0.8787</td>
<td>0.9490</td>
<td>0.5901</td>
<td>0.9745</td>
<td>0.2010</td>
</tr>
</tbody>
</table>

are lower than those achieved with the validation set but in some cases not by much.

Early stopping was again adopted to avoid overfitting as shown in Figure 4 (for brevity only layers 2000 to 200 are illustrated to show overfitting is appropriately managed). Again, there is a small amount of overfitting but nothing significant.

3.2.2 Model Selection

This time the ROC curve in Figure 5 shows significant improvements using the latent information captured in the hidden layers. There is obvious deterioration, however, the results still remain high at 50 and only slightly worse that the results produced when 2000 hidden units are used.

3.3 Comparison with Support Vector Machine, Random Forest and Linear Discriminant Analysis Classifiers

This section compares the results with traditional classifier models to determine whether simpler and less computationally expensive machine learning models are able to improve on or match the results previously obtained.

3.3.1 Classifier Performance

In this first comparison, an SVM probability model is used for classification which fits a logistic distribution using maximum likelihood to the decision values of any binary classifier. The same data splitting strategy is adopted; training (80%), validation (10%) and testing (10%). A radial kernel function is used with tuned gamma and cost parameters 0.3333 and 1 respectively.
As in the previous two experiments, p-value thresholds were used to minimize the variance within each class. The data is projected onto a line, and classification is performed along which the two classes are best separated. The criterion used is the ratio of between-class to within-class variances.

Table 5 provides the performance metrics for the test set with p-value thresholds $5 \times 10^{-3}$, $5 \times 10^{-4}$, $5 \times 10^{-5}$, $5 \times 10^{-6}$, $5 \times 10^{-7}$, and $5 \times 10^{-8}$.

**TABLE 5: SVM Performance Metrics for Test Set**

<table>
<thead>
<tr>
<th>p-value</th>
<th>Sens</th>
<th>Spec</th>
<th>AUC</th>
<th>Sens</th>
<th>Spec</th>
<th>PrAUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>$5 \times 10^{-3}$</td>
<td>0.9761</td>
<td>0.9720</td>
<td>0.9741</td>
<td>0.9831</td>
<td>0.9721</td>
<td>0.9525</td>
</tr>
<tr>
<td>$5 \times 10^{-4}$</td>
<td>0.8603</td>
<td>0.8571</td>
<td>0.8587</td>
<td>0.8953</td>
<td>0.8603</td>
<td>0.7758</td>
</tr>
<tr>
<td>$5 \times 10^{-5}$</td>
<td>0.8603</td>
<td>0.3571</td>
<td>0.6087</td>
<td>0.6553</td>
<td>0.8603</td>
<td>0.5352</td>
</tr>
<tr>
<td>$5 \times 10^{-6}$</td>
<td>0.7580</td>
<td>0.4017</td>
<td>0.5798</td>
<td>0.6296</td>
<td>0.7580</td>
<td>0.5012</td>
</tr>
<tr>
<td>$5 \times 10^{-7}$</td>
<td>0.7688</td>
<td>0.3445</td>
<td>0.5566</td>
<td>0.6119</td>
<td>0.7688</td>
<td>0.4800</td>
</tr>
<tr>
<td>$5 \times 10^{-8}$</td>
<td>0.7866</td>
<td>0.3388</td>
<td>0.5627</td>
<td>0.6172</td>
<td>0.7866</td>
<td>0.4856</td>
</tr>
</tbody>
</table>

The second comparison uses Breiman’s RF ensemble learning classifier that decorrelates trees generated using bootstrapped training samples. In this evaluation 500 trees are grown.

Table 6 provides the performance metrics for the test set with p-values $5 \times 10^{-3}$, $5 \times 10^{-4}$, $5 \times 10^{-5}$, $5 \times 10^{-6}$, $5 \times 10^{-7}$, and $5 \times 10^{-8}$.

**TABLE 6: RF Performance Metrics for Test Set**

<table>
<thead>
<tr>
<th>p-value</th>
<th>Sens</th>
<th>Spec</th>
<th>AUC</th>
<th>Sens</th>
<th>Spec</th>
<th>PrAUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>$5 \times 10^{-3}$</td>
<td>0.9944</td>
<td>0.4603</td>
<td>0.7274</td>
<td>0.7236</td>
<td>0.9944</td>
<td>0.7519</td>
</tr>
<tr>
<td>$5 \times 10^{-4}$</td>
<td>0.9274</td>
<td>0.5079</td>
<td>0.7177</td>
<td>0.7281</td>
<td>0.9274</td>
<td>0.6839</td>
</tr>
<tr>
<td>$5 \times 10^{-5}$</td>
<td>0.8827</td>
<td>0.3095</td>
<td>0.5961</td>
<td>0.6449</td>
<td>0.8827</td>
<td>0.5274</td>
</tr>
<tr>
<td>$5 \times 10^{-6}$</td>
<td>0.7771</td>
<td>0.4530</td>
<td>0.6115</td>
<td>0.6559</td>
<td>0.7771</td>
<td>0.5369</td>
</tr>
<tr>
<td>$5 \times 10^{-7}$</td>
<td>0.8187</td>
<td>0.2773</td>
<td>0.5480</td>
<td>0.6037</td>
<td>0.8187</td>
<td>0.4762</td>
</tr>
<tr>
<td>$5 \times 10^{-8}$</td>
<td>0.7744</td>
<td>0.3554</td>
<td>0.5649</td>
<td>0.6195</td>
<td>0.7744</td>
<td>0.4864</td>
</tr>
</tbody>
</table>

The final comparison uses the FLDA algorithm to find linear combinations of features to determine the direction along which the two classes are best separated. The criterion used is the ratio of between-class to within-class variances. The data is projected onto a line, and classification is performed in this one-dimensional space where the projection maximizes the distance between the means of the two classes while minimizing the variance within each class.

Table 7 provides the performance metrics for the test set. As in the previous two experiments, p-value thresholds $5 \times 10^{-3}$, $5 \times 10^{-4}$, $5 \times 10^{-5}$, $5 \times 10^{-6}$, $5 \times 10^{-7}$, and $5 \times 10^{-8}$ were used.

**TABLE 7: LDA Performance Metrics for Test Set**

<table>
<thead>
<tr>
<th>p-value</th>
<th>Sens</th>
<th>Spec</th>
<th>AUC</th>
<th>Sens</th>
<th>Spec</th>
<th>PrAUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>$5 \times 10^{-3}$</td>
<td>0.8826</td>
<td>0.8174</td>
<td>0.8501</td>
<td>0.8729</td>
<td>0.8827</td>
<td>0.9079</td>
</tr>
<tr>
<td>$5 \times 10^{-4}$</td>
<td>0.8491</td>
<td>0.7936</td>
<td>0.8214</td>
<td>0.8539</td>
<td>0.8492</td>
<td>0.8991</td>
</tr>
<tr>
<td>$5 \times 10^{-5}$</td>
<td>0.7877</td>
<td>0.4126</td>
<td>0.6002</td>
<td>0.6558</td>
<td>0.7877</td>
<td>0.5300</td>
</tr>
<tr>
<td>$5 \times 10^{-6}$</td>
<td>0.7452</td>
<td>0.4103</td>
<td>0.5777</td>
<td>0.6425</td>
<td>0.7898</td>
<td>0.5321</td>
</tr>
<tr>
<td>$5 \times 10^{-7}$</td>
<td>0.8375</td>
<td>0.3866</td>
<td>0.5671</td>
<td>0.6381</td>
<td>0.8375</td>
<td>0.6283</td>
</tr>
<tr>
<td>$5 \times 10^{-8}$</td>
<td>0.8475</td>
<td>0.3305</td>
<td>0.5891</td>
<td>0.6318</td>
<td>0.8476</td>
<td>0.5278</td>
</tr>
</tbody>
</table>

**4 Discussion**

In this paper, we proposed a novel framework that combines GWAS quality control and logistic regression with deep learning stacked autoencoders to abstract higher-order SNP interactions from large, complex genotyped sequence data for case-control classification tasks in preterm birth GWAS analysis. The findings are encouraging. One important advantage deep learning has is its ability to abstract large, complex and unstructured data into latent representations that capture important information about SNPs and the epistatic interactions between them. This offers a powerful way to analyse GWAS data. Feature extraction is performed as a single unified process using stacked autoencoders where multiple layers capture nonlinear dependencies and epistatic interactions between SNPs. These features do not differ when presented with small input changes. Consequently, this has the effect of eliminating noise and increasing robustness within the feature extraction process.

While, GWAS is useful for locating common variants of small effect and identifying very rare variants of much larger effect, they fail to classify phenotypes using suggestive or Bonferroni significance genome-wide associations. This is primarily caused by the fact that highly ranked SNPs are often false positives. Therefore, it is generally agreed that it may be possible to increase the proportion of variation captured in GWAS by incorporating information from rarer SNPs. Methods, such as MDR have attempted this, but they have been plagued by computational challenges.

Using a multilayer perceptron classifier model and a p-value threshold of $5 \times 10^{-3}$ (4666 SNPs) it was possible to obtain good results (Sens=1, Spec=0.9882, Gini=0.9996, Log Loss=0.0960, AUC=0.9998, MSE=0.0128) using the test set. However, when the Bonferroni threshold ($5 \times 10^{-5}$ - 4 SNPs) is used, the results significantly drop (Sens=0.8833, Spec=0.4117, Gini=0.3572, Log Loss=0.6679, AUC=0.6786, MSE=0.2374). Clearly analysing single loci and their effect on the polygenic phenotype fails to capture the accumulative effects of less significant SNPs and their contribution to the outcome.

Investigating this idea further, a deep learning stacked autoencoder was utilised to extract the latent information from the 4666 SNPs through progressively smaller layers (2000, 1000, 500, 200, 100 and 50 nodes). The results using the test set showed significant improvement in classification accuracies. The best result was achieved using 2000 features (Sens=0.9672, Spec=0.9771, Gini=0.9939, Log Loss=0.0850, MSE=0.0128).
AUC= 0.9969, MSE=0.0226). These results are comparable to those produced using the 4666 SNPs extracted using logistic regression and p-value (5 * 10^{-3}). The worst results were (Sens=0.9562, Spec=0.8780, Gini=0.9490, Log Loss=0.5701, AUC= 0.9745, MSE=0.2010) when 50 features were used. Nonetheless, the results were significantly better than using the SNPs generated using logistic regression and a p-value of 5*10^{-3} (51 SNPs - Sens=0.9666, Spec=0.5411, Gini=0.6709, Log Loss=0.5581, AUC= 0.8354, MSE=0.1913). The Sensitivity value was slightly lower. However, Specificity increased by 34%, Gini by 28%, while LogLoss remained broadly the same. The AUC increased by 14% and the MSE was slightly less. The results when the input set was compressed to 1000 features produced comparable results to those when logistic regression was used with a p-value threshold of 5 * 10^{-3} (4666 SNPs).

In the final set of evaluations several traditional machine learning algorithms were considered, more specifically an SVM, RF and FLDA classifier, to determine whether these less complex models could outperform the framework posited in this paper. The same test protocol as the multilayer feedforward neural networks was adopted with the same complement of p-value thresholds. The results show that the best performing classifier was the SVM using the p-value threshold 5 * 10^{-5} with (Sens=0.9761, Spec=0.9720, and a AUC= 0.9741) - we also used precision-recall metrics to accommodate for slight class imbalance with values (Rec=0.9831, Prec=0.9721, and a PrAUC= 0.9525). These results were more or less comparable with all other evaluations performed. The best results obtained using the p-value threshold 5 * 10^{-5} was achieved with the FLDA classifier with (Sens=0.8475, Spec=0.3305, and a AUC= 0.5891) - the class imbalance is more pronounced in these results therefore precision-recall metrics are provided with (Rec=0.6318, Prec=0.8476, and a PrAUC= 0.5278). The results are poor and overall worse that those produced using the multi-layer feedforward neural network. More importantly the SVM, RF or LDA were not able to produce results anywhere near those using the deep learning stacked autoencoder and 50 nodes. These findings are in line with other studies that have shown that deep learning models perform better than traditional classifier models like an SVM, in genomic-based studies, i.e. please refer to [41] for an example of such a comparison.

This paper placed a strong emphasis on classification tasks using epistatic interactions between SNPs that were extracted from high dimensional genomic data, which in the present context corresponds to whether a mother will have a normal or premature delivery. This is clearly important for mitigating risk to the mother and unborn foetus. Furthermore, it provides a new and viable way to capture epistatic interactions between SNPs. However, from an extensive literature review the extraction of identified patterns from deep learning neural networks and the classification of phenotypes using GWAS data have received little attention within the research community.

One possible reason could be directly attributed to the fact that deep learning models are difficult to interpret [42]. Compressing the input set to 50 nodes shows reasonably good predictive capacity. However, it is difficult to identify what information from the 4666 SNPs contribute to those 50 hidden nodes. Consequently, deep learning approaches are characterised as black boxes where it becomes difficult to explain good results or modify models to address misclassification issues.

At this stage of development, the findings in this paper demonstrate that a GWAS classification system could provide an early screening tool for medical practitioners (general practitioners, gynaecologists and nursing and midwifery professionals) to identify women with a genetic disposition to preterm birth. Currently in gynaecology and obstetrics, screening for patients with an increased risk of preterm birth is performed by assessing patient risk factors and ultrasound of the cervix. Neither of these methods has good sensitivity or specificity and there is a great need to identify patients at high risk of spontaneous preterm birth, both for potential interventions in the disease process which include medications (progesterone) and surgical procedures (cervical cerclage) and for interventions to decrease neonatal morbidity (antenatal steroids). Therefore, the results in this paper suggest that commercialising an assay of the 4666 SNPs identified in this study (processed through the deep learning stacked autoencoder and classification models) would provide sufficient information about a mother’s predisposition to deliver term or preterm. This would eventually lead to an automated, therapeutic intervention to direct medical attention toward high-risk pregnant mothers and help to reduce morbidity and mortality associated with preterm deliveries. The current protocol used in gynecology and obstetrics does not routinely include genetic screening. This approach has the potential to deliver significant impact within preterm birth treatment and care.

5 Conclusion

We presented a novel framework that combines GWAS quality control, logistic regression and deep learning stacked autoencoders for epistatic-driven classification of preterm birth using SNP genomic data in a predominantly African-America population. Using our data set of 1,567 pregnant mothers, we achieve classification results (Sen=0.9562, Spec=0.8780, Gini=0.9490, Log loss=0.5901, AUC=0.9745, MSE=0.2010) using 50 hidden nodes compressed from 4666 SNPs. Minimizing the MSE below 10% we achieved classification results (Sen=0.9289, Spec=0.9591, Gini=0.9651, Log loss=0.3080, AUC=0.9825, MSE=0.0942) using 500 nodes. Figure 4 e and f show the main results in the paper and highlight that there is no significant evidence of overfitting when comparing the training and validation data sets and Figure 5 demonstrates that our framework has good predictive capacity.

These results are encouraging. However, the study needs further research to find more sophisticated strategies for mapping SNP inputs to hidden layer nodes. SNPs are symbolic, and they mean something in the context of GWAS analysis. The minute non-linear transformations of the input space occur it is very difficult to trace the amount of variance they contribute from case-control data. This is a common problem in neural network modelling that seriously hinders genomic analysis.

In future work, we will look at several alternative extensions to this work. It may be interesting to model the
SNPs of mothers who deliver term only and implement anomaly detection using autoencoders [43] to identify pregnant mothers with genetic differences - they do not necessarily have to deliver prematurely. This would provide clear groupings and act as a basis for more in-depth analysis of these genomic differences. In future work we will conduct research using association rule mining (ARM). Exploring the intrinsic relationships in the data and extracting rules to better understand SNP behaviour and their subsequent interactions between each other are important tasks that can be performed using frequent pattern mining. Investigating the correlation between SNPs used to describe rules and their use in deep learning stacked autoencoders may provide an interpretable model. In other words, if models perform well in separating case-control instances in classification tasks (based on SNPs extracted from ARM analysis) then it may be possible to use the rules to interpret the model and provide biological findings and associated insights.

Rather than using logistic regression as a way to reduce the number of SNPs it would be useful to explore analysis of variance based techniques, particularly those reported in [44], and whether this can improve the results further. For example, the accumulative analysis of variance would allow us to capture those SNPs that account for very little variance, but overall, help to better explain the phenotype. Again, this is something we will look at in future work.

Overall, the results in this paper highlight the benefits of using deep learning stacked autoencoders to detect epistatic interactions between SNPs in higher-order genomic sequences and classify term and preterm observations. This contributes to the computational biology and bioinformatics field and provides new insights into the use of deep learning algorithms when analysing GWAS that warrants further investigation. While work exists in biological analysis of variants that control functional regulatory elements (i.e. elements that control gene expression and DNA) using deep learning methods [28], to the best of our knowledge the study presented in this paper is the first comprehensive study of its kind that combines GWAS quality control and logistic regression with deep learning stacked autoencoders for epistatic-drive GWAS analysis and case-control classification.
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