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Abstract

Technological advances in mobile sensing technologies has produced new opportunities
for the monitoring of the elderly in uncontrolled enviranisnBy researcheiSensors

have become smaller, cheaper and can be worn on the body, poteatiadjyaanetwork

of sensors. Smart phones are also more common in the average household and can alsc
provide some behavioural analysis due to thenzsehsors. As a result of this, researchers

are able to monitor behaviours in a more netticaettng, which can lead to more
contextually meaningfdataFor those suffering with a mental illness;ineasive and
continuous monitoring can be achiegublying sensors to real world environments can

aid in improving the quality of life of an eldeelspn with a mental illrssend monitor

their condition through behavioural analysis. In order to achieve this, selected classifiers

must be able to acctely detect when an activity has taken place.

In this thesis we aim to provide a framework for trestigation of activity recognition in
the elderly using leeost wearable sensomhich has resulted in the following

contributions:

1. Classification okighteen activities which were broken down into three disparate
categories typical in a hossdtingdynamic, sedentary and transitional. These were
detected using two Shimmer3 | MU devi ce:c
wrist and waist to creaa lowcost, contextually deployable solution for elderly care
monitoring.

2. Through the categorigat of performed Extracted tirdemain and frequency
domain features from the Shimmer devices accelerometer and gyroscope were used as
inputs, we achiettea hgh accuracylassificatiofrom a Convolutional Neural
Network CNN) modelapplied to the datet gained from participangésruited to the
study througldoin Dementia Research.

The model was evaluatedvayiable adjustments tile modég trackng changes in its
performance. Performance statistics were generated by the model for comparison and
ewvaluation. Our results indicate that a low epoch of 200 using the ReLu activation function
can display a high accuracy of 86% on thedatstseand 85%on the waistlata set

using only two loweost wearable devices.
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Chapter I: Introduction

1.1.Background

It is currently estimated that 1 in 5 people over the age of 6&velitipddementia, with

an estimated 850,000 currently living with some form of the disdéaseder to measure

and conceptualize Dementia related behavioural sysnfit@ressential that the disease

is understood. Dementia has two major symptom groups: cognitive dysfunction symptoms
as well as symptoms of behaviamdlpsychological sig@$ The behavioural symptoms

of the diseasiclude combinations of changes in physical movement and speech. One
such example of a change toeamle nt i a personds beh[8viour
Speech ability in a person suffering from dementia can cause communication challenges,
however maintaining effective communication incrdesgsidlity of life for the person

as persons suffering from dementia can frequently strugglethe fambropriate words

to describe objects. Various behavioural symptoms of dementia such as depression and
anxiety can be caused by the difficulties #rabips suffering with dementia have with

communicatiod].

Alternative occurrences of behavioural dementia symptoms include sleep disturbances,
withdraval,and apathy. Behavioural dementia symptoms can vary between individuals in
repeated occurrences as well as the symptoms that become present i€ hupensoof
behavioural symptoms can also occur in a person which can make characterizing the
sympbms significantly more complicagldin some circumstances, clinical applications
monitor behaviour through direct observation of the person. However these applications
only consider whetherdlbehaviour is present or absent, only few applications consider
the intensity of the behaviourahgyoms that are presdsi

Behavior-change approaches typically involve the direct observatioHite sediings

and behaviour change principles to enhance the quality of life ofntenpldfer with

dementia. Presently, there are several theoretical and computational frameworks for
modelling dementizlated behavioural excesses (wandering, disruptive vocalisations),
behavioural deficits (incontinence;feelfling) and mood changesgression) for critical

care and hospital care environmfgjtéiowever, in order to use these framewtaksge

scale ambient sensing systems have to be deployed which are expensive to implement anc

only viable in a hospital care environment.

Pervasive hdhtare applications have become fairly common over the past[@fcade
with many applications taking advantage of recent technological developments in the

1



mobile and weable device market. Developers of these davemestinually improving

upon the technology used to add more processing power, storage space andgeven addi
new sensors into these hdmadd and wearable devices. Pervasive healthcare applications
developd for these platformsan be used to delivassistance to those with disabilities

such as communication issues, or to monitor and evaluate the behavprrsof. In
comparison to other diseases, Dementia is one such disease where the carers can alst
benefit from healthcare applications on smart devices. These applications can function as
an assistive application, providing prompts to alert the uske theéa medication, or

provide instructions on how to perform various tasks. These applicatiee take on
aHumanComputerlnteraction(HCI) role and make use of the sensors in the device to
monitor cognitive decline or behaviour. Monitoring hperson performs a task, such as
taking a drink of water, can be crucial in evaluating how faseasedprogressas

different people

The advances in Internet of Things (loT) related technologies over the last few years have
provided new opportutres to build Quality of Life (QoL) profiles of an individual with
increasing validity and reliabfliy This has become possible by monitoring the lifelogging
datacaptured by a variety of 10T technologies (sensors, mobile appbjestt) etc.)

with continuous connectivity and interaction in a pervasiverk. Presently, those with
longterm conditions and chronic diseases require intense interactions eiéthsciima

hospital environment. This can be time consuming, and the resulting assessment can be
subjective. It can also be costly to the hadsguiid therefore not sustaingBle Utilising

loT technology for homkased Dementia care will provide more accurate monitoring and
deep analysis oéohentia related behaviour in a htwaged environment such as: gradual

loss of memory, difficulty in performifagmiliar or complex tasks, changes in mood and
disorientation. 10T technologies also allow us to consider sensitivity, social and emotional

facbors such as working with persons that are at various stages of the disease.

Currently there is little eviderm®sed literature for guiding the implementation of
strategies in order to ensure an early diagnosis or to design an optimal service provision fo
people that suffer with the disease. The aim ah#sssis to collate various papers of
research and syste in order to provide insight into what technologies are currently
available in the field. We will address our survey findings and prosédesaadi on the
advantages and disadvantages of existing technologies. This will allow us to provide our
thoughs on future directions research could take in this field.



1.2.Research Aim and Objectives
The following section highlights the main aims and obpgatithis researcproject.
Research novelties are also outlined in this section.

a Aims

This research aims avestigating Internet of Things enabled technologies for delivering

a new wearableealthcare assistigelution for effectively and efficiently monitoring,
analysing andnderstanding complex holmea s ed dementi a .phati ent
project involvesthe designof a generic Internet of Things enabled mobile health
framework to leverage the potential of mobile devices like smartphones or tablets, wearable
sensors, for monitoring and analysing dementia related befaisdrameork will also
providealgorithms fosimultaneous and lotgrm quantification diehaviour change in
dementia personsith 10T enabled wearable devicBsis new wearableealthcare
assistivdechnique will also potentially identify and mitigate amg issdated to poor
information transference as well as interpretatiomatchuman and systdmamay,

process management, cognitigacityand patient related needs.

b)  Objectives
The main objectives for this project are:

1. To explore loTmethods to study and classify #@gtfer peoplewho suffer with
dementia.

2. To design dow-costwearable devideameworksuitable for the needs of the
elderly and suffers of dementia to perform physical activity recognition (PAR) in
unmntrolled environments.

3. To evaluatealgorithms thawill be capablef classifying activities that are
performed in domebased environment

4. To carry out a thorough evaluation of the delivered system to validate its technical
capacity and to examine tteggmtial impact it will have on future healthbgre

working closely with the end users including carers and patients.



1.3.Thesis Outline

In order to achieve the research aims and objectives of the project, we have conducted an
extensive survey literature and provided four chapters which contain thiebedions

of this project. This includasframework for the PAR of elderly peopke, recognition

in the participants with no known medical conditam$PA recognitionn elderly
participantshtat have memory loss or an official diagnosis of mildicegmpairment.

The outline of the thesis is as follows:

Chapter 2 provides an extensive literature review and introduces the approaches taken in
human physical activity recognition using Idin@ogies. The main components of loT,
sensor layer, pra&sng layer and application layer are studied and have the main techniques

in wearable and ambient sensing analysed.

Chapter 3 discusses our framework for physical activity recognition in sheisidgerl
low-cost devices. Activity types that are perfodrime participants are discussed and
categorised. Wearable sensors are identified and discussed, with potential positioning being

an important factor in order to ensure data collection from spécific

Chapter 4 presents a PAR study using healthy patsidipgerform 15 activities in a
controlled environment. Data collection;m@cessing techniques and feature extraction
techniques used are introduced with a discussion on the raw signalidnfavma

collected.

Chapter 5 introduces three classifised on the dateollected. ANN, SVM and DT
classifiers were detailed, and were run using the data collected as the input. The results from
the classifiers is detailed, along with an evaluaterichpance. Furthermgiee present

a CNN model usingdimensional convolutional layers that we will implement in our main

study.

Chapter 6 introduces our main study of the projeetemwe collected data from 3
participants for 18 activities. Participaaaruitment is discussed along with the data
collection pocesses. The CNN model developed is used to classify the activities from the
collected data. The model is then evaluated based on its performance achieved from a serie:

of tests using various aatien functions and parameter changes.

Finally we presena summary of the project in chapter 7. Limitations of the project are
highlighted along with future endeavour. Conclusions of the project are also drawn in this
chapter.



1.4.Research Contributions

This thesis provides the following contributions:

1 An extensiveand systematieview and analysis of PAR studies from an loT
perspective. Traditional and statéhe-art PAR methods used in the healthcare
domain, including sensors and recognitiechniqes are discussed and
summarised.

1 A novelframework for invegiating physical activity recognition in the elderly.
Activity types are identified based on their suitability in a érormenment.
Potential classifiers are highlighted for investigation.

1 A PAR study collecting data from elderly participants that &seingufvith
memory loss or have received a diagnosis of Mild Cognitive Impairment.
Participantsperformed activities in a controlled environment usingdsiv
wearable devices on the wrist\wadst during data collection.

1 A CNN model is developed andolitg/ed for classifying the collected data. An
evaluation into the performance of this model is provided. The results of the study
indicate a low epoch using a ReLu activation function prokidgesaacuracy and

a low loss.

1.5.List of Publications

During the course of this research, the following research has been published, including
four conference papers and two journal publications, alongside various paper presentations
of this research:
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IEEE 16th International Conference on Smart City; IEEE 4th International Conference
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1.6.Summary

Physical activity recognition and monitoring provides importantdbénéie quality of

life to the elderly population and can also have lasting effects on mental and physical health.
The use of IoT technologies Imstarea has become widespread in many research studies
and rehabilitation programs. However, a majdritiiese studies are performed in a
hospital setting and as a result can only provide subjective results. Sensors used can also b
extremely expensivepwever advances in sensor technology have allowed cheaper
wearable alternatives to becarfecudor further research while maintaining good results.
These studies are typically controlled and in a lab environment which can provide only a
limited set oflata. A focus on providing PAR from a home environment could provide
more reliable data and could alsosteded to allow for more participants. Another
limitation of current studiés the diversity and complexity of activities. This also cannot

be fullyexpressed by participants in a controlled environment and can lead to a limited data
set. By allowing sties to take place at home, researchers can expand the range of activities
performed, while also capturing more reliable and natural activity isd@niNgaa high

activity recognition accuracy while also keeping costs to a minimum and alleviaging priva
concerns in home environments is a chalteagesearchersusttackle.

In this thesis we provide an extensive review into previous PARM studies from an loT
perspective. Focusing on the stdithe-art methods used in the healthcare domain. We
provide a design for a framework for the investigation of AR in the elderlyiqopUlet
framework is designed to use-tmst wearable devices and smart phones that could allow
for a small lalbased experiment be scaled intbomebasedstudy allow for the
integration of a diverse range of activity types for data colldétigmodiced a CNN

model using -tlimensional Convolutional layensd dense layets classify chosen
activities that were performed in an activity recognition study on elder|yiapsplay

signs of memory loss or have a diagnosis of Mild Cognitive lergairm

The model was tested using the activity data collected from participants with various
activation functions and epochs in order to provide an evaluation ofotltke | 6 s
perfamanceWe found that our model can produce relatively high accuracy on activi
classifications and did so in a suitable time period despite not running on a GPU. This
could make our model suitable to a clinical environment were the model might need daily

executions by clinicians.



Chapter Il: Literature Review

2.1.Introduction

In order to understand how the advancementsimtadeT technologies have improved

our ability to recognise PA, we must conduct a review into the various approaches used in
PAR.We wil begin this survey mbserving the various layasedapproaches to PA

using loT technologi@s shown ifrigure2-1. We will also observe how these approaches

are used in recognising PA of elderly people and people withtiBeand if the
technology available can be used for behaviour arfdydikis survey, papers were
gathered from the following online libraries; IEEE Explore, ACM Digital Library, Science

Direct and Google Scholar.

The following keywords and phraseg used to perform the survey; Behaviour analysis
using smart devices in the elderly, wandering detection in the elderly, agitation and anxiety
detection using wearable sensors in the elderly, monitoring depression with smartphones,
fall detection in thelderly using smartphones and detection of agitation using smart
devicesOur search generated a large number of results relating to PAR in elderly people
and in lealthcare as showrFigure2-2. The main goal of this literatureiegwis to classify

the 10T technologies observed in terms of a system architecture, to review current 10T

technologies that are involved in R to review P¥ in healthcare.
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Figure 2-1 10T layer-based gproaches to PAR
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2.2.Sensing Layer

The sensing layer involves employing singular or multiglesseitiser on the body or in

the environment in order to gatketa relating to PA through lifelogging. The process of
lifeloggingrefes o t he recording of an individual
physical activity or to provide medicedrventiong]. Initially, lifelogging was performed
usinga camera to capture eiol or images. This, however, could be construed as an
invasionof privacy and has become less popular as new |oT technologies havel develope
[10], [11]Wearable technology has become a popular solution for lifebsggiregot

invasive and can contain multiple sensors in one dewgingra greater range of results.
However, many of these devices can be expensive and as a result are tgdigally use
researchers and healthcare professionals in a controlled environment. Devices that are
cheaper to use, such as a smartghtypcaly produce less accurate resiilie data
produced by the devices candrge so storage requirements are anofipecaof PAM

that has to be considered.

The advancements in low cost loT wearable devices has led to improvementsyin accura
whenmonitoring PA in home environmenithis also allowed researchers to build guality
of-life profiles of individuals with ieeasing reliability and validity As loTtechnologies

can be used in monitoring PA in hdbased environments, we can monitor the PA of
elderly people and people vidtamentialn terms ofDementiawe must understand the
related symptoms and the behaviours associated with the disessare typicaly
classified under 6 neuropsychiatric sympjftb#jsl) Anomalous Motor Behaviour, 2)
Depression, 3) Anxiety, 4) Weight Loss, Zability, 6) Agitation. Monitoring these
symptoms is possible through wearable technblbiggng IoT technologies cancail

us to consider sensitivity, social and emotional factors of working with elderly people and
people with Dement[&].

2.2.1. Physical Activity

According to the World HehlOrganisation, 60% of the global population fails to reach
the recommended 30 minutes of daily intense physical @&]vitkis can lead to health

risks in both the developed and dteyieg world. Reasons for thask ofactivity can be

found in the advances in technology that have reduced the amount of PAtcmeede
perform activities in work and at home. Attempting to achieve the recommended amount

of PA can help in managing weightl reducing blood pressuféis can also affect
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muscle strength and posture stability, two factors that can influence theyfrefofiadia

in elderly peopld 4]}
Table 2-1 Different Activities types that can be used in PAM

Types of Activity Activities
Simple Activities Sedentary Activities Sitting, Standing, Lying
Transitional Activities | Sitto-Stand Standto-Sit,
Sitto-Lie, LieTo Sit
Aerobic Exercise Walking, Jogging, Runnir
Swimming
Complex Activities Activity of Daily Living | Drinking Water, Brushing
Teeth, Eating, Getting
Dressed
Weight Lifting Bench Press, Deadlifts,
Squats
Activity recognition is a method that can be employed in order to monitor simple and

complex PA that a person can perform. Tatilei8plays examples ofiaty types that

can be recorded. ADL is an example of the types of activities that are typitabgdn

in elderly person care. However PAM can be used in preventative healthcare in order to
change @ e r shehawosr in order to reduce the riskhef individual contracting an
illnesq14]

An example of elderly activity monitoring using wearable devices is pro\iged gy

device used in their service is a Bluetoadint $reacon that has accelerometer, gyroscope

and Bluetooth functionality. Acceleration and angular velocity is collected and transmitted
via Bluetooth to amartphone with a health monitoring app. The data is then sent to the
cloud for further processindnere the activity life log can then be accessed by a care giver.
Six subjects between the ages of 22 and 30 were used to perform a series of &ctivities suc
as drinking, washing hands and using the bathroom fifty times. The data produced was split

into 60%training and 40% testing and was classified using an REB]tree

An activity recognition system using a seriesaxdatiaccelerometers to monitor the daily
activities in a home enviroan was proposed [y6] Acceleroraters were placed on the

wrist, thigh and arm. The sampling frequency of the accelerometer was set to 20Hz and
the output range was +£6g. A group of padiais performed a series of running, walking,
sitting and climbing activities. The wireless urghatido the sensor communicated with

an loT cloud server to transmit and store the data collected for akaljaoge Bayes
machine learning package msislled on the cloud server for processing the data in order

to classify the activities. The restilprocessing produced an accuracy of 72% for the

system.
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The IDAct system, proposed [y ]utilises passerlongrange RFID sensors on physical
objects. The system can be used for food and health monitoring by detecting what food a
user is preparing or when they are taking medication. IDAct can also be combined with
assistive technologies to imprdwe QoL ofelderly people through PARSsingle RFID

reader was used to collect data from 110 tagged objects that were located in a home
environment that consisted of four living spaces; the kitchen, the bathroom, a dining room
and a living room. 10 pantiants wer asked to perform 24 daily activities including
cooking and watching TV. Video recordings were also captured to evaluate thensystem. A
HMM classifier is used to train and test the data collected from sensors torachieve a

accuracy range of 46661100% awoss the 24 activities.

2.2.2. Anomalous Motor Behaviour

Anomalous Motor Behaviour (AMB) refers to the behaviours exhibited by physical
movement. This can include locati@sed behaviours such as wandering which can be
monitored through GPS and verbahaviows can be viewed as motor behaviours. In
order to monitor AMBs a range of sensor technologies can be implemented ranging from

nortrmedical grade sensors to blind video monitfiritjg

Lifelogging the physical activity (PA) of an elderly person is vital for monitoring the health
of a person. Initially attempts to capture data were performed by an external camera;
however, this wasmsideredminvasion of privad®]. Over recent years, various wearable
trackerdhave beedeveloped to monitor physical activity. Sensors such as, FitBit, Nike+
Fuelband, are gaining more attention publicly as they can record information such as heart
rate and calories buli®. Due to the heterogeneous nature of data sets, lifelogging PA
data is generally more challenging to handle. Traditional methods refinesleaing

algorithms and sensors to analyse the PA, activity patterns and level of intensity. However,
these methods analyse human behaviours from raw sernd®&j,da@{With the purpose

of maintaining a high accuracy when logging PA data, sensors may have to be worn on the

body. These arenoften osteffective solutions in real environm¢ag

Aguiar[21] presents an acceleromdtased approach for fall detection usingtsmar
phones.The paper mentions the necessity for monitoring fall detection as 40% of all
mortality in older personscaused by falls. It has also been discovered that a previous
faller has a twthirds probability of falling again within the next yeaa.rAsultreliable
fall detection and emergency assistance notification are required in order to provide suitable
care and to increase the quality life of the elderly. The application itself is designed for
android smartphones and aims to distinguishrally/pial activities of daily life (ADLS).
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Aguiar[21]has designed the application to run as a backgrokiod the sartphone,
t he

alarm if a fall is detected as well as providing an SMS message to a set list of contacts. The

inordertomoni t or al | of user ds

movement s
proposed solution for the application consideadgritim based on a state machine. The
algorithm recognizes the stages of a fall and will trigger an alarm if the stages are recognizec
in the correct order. Transitioning between stages is performed by monitoring changes in
the computing signals, usoffiine dassification algorithms to obtain thresholds

Table 2-2: Internet of Things Enabled Technology for Monitoring AMB in Elderly People

Type of Sensors Algorithms Applications Advantages Disadvantages
Symptoms
Wrist Worn Activity |  Algase Wandering Wandering Wrist worn devices can| Wrist worn sensors could b
Monitor [18], [19], Scald22] Behaviour Framework provide constant activity considered an irritant.
[22] [22] monitoring.
Wanderi Step Countef22] Cycles Algorithm Endomondd18], Step sensors could Sensor is required to be
anaering [23] [19] determine wandering worn and could be
based on a constant | forgotten or be considere(
increase of steps. irritating.
Heat Rate Monitor Activity Pattern Moveg[9], [18] Heart monitors can Heartrate canricrease and
[22] Recognitiorfi24] monitor increases in hea decrease due to a number
rate to determine activity factors, leading to
inconsistent results
GPS[23], [25], [26] | Eulerian Cycld25] iWander GPS allows the Requires the devices to b
Application[26] movements of a person{ on the persoat all times.
be easily monitored Could provide inconsisten
data if forgotten.
Tri-Axial SIMPATIC[25] Increased speed in datg Device has to be varied of
AccelerometgR4], collection. Produces the persond:
[27] Tri-Axial results along all threges forgotten or could lose
Accelerometer connection if device is
Algorithm[27] wired.
Falling
Floor Sensaoi28] Event Detectiorand Fall Detection Can accurately detect @ Could detect other objects

AccelerometgR1],
[29P(31]

Pulse Sensef30],
(32]

Segmentatiof28]

Discrete Wavelet
Transform[29]

State Machine Base

Algorithm[16]

Application[29]

Android
Smartphone
Application[21]

Pulse Wave
Smartphone
Application32]

person falling on the
floor.

Can detect sudden
movements involved in ¢
fall.

Pulse sensors can notici
changes in heart rate,
which could signal a fall

falling onto the floor,
providing inaccurate result

Device could be dropped,
producing a fall result.

Device can be forgotten by
person, leadingto agap i
data collection. Other
factors can also cause
changes in heart rate.

The method proposed by Kif24] uses traxis acceleration sensorsdigitalize the

behaviour of the elder by monitoring daily activities. Activities are categorised as Low and

High level. Low level refers to physical movements such as walking, running and lying. This

datacan be detected with sensors as they can reasbaiz¢he subject moves and how

long the subject has moved. Hig¥el activities are predicted by time and place, for

13



example sleeping. This information is unreliable, as it requires some guesswiak on the

of the researcher as it is difficult to res®gthe activity through the raw sensor data.

Yavuz[29]proposes a fall detection system for android smartphones that incorporates
different algorithms and accelerometers on the phone in order to create a robust fall
detection pstem. Yavuz suggests that usingpaaurier freqency is not sufficient for
detecting falls using accelerometer signals. The alternative proposed is the wavelet

transformation method as this allows for temporal localization of frequency components.

Discrete wavelet transform (DWT) is able to gigldItiscale representation of discrete
signals, which are formed by applying analysis filters to the original signal. For their
application, Yavu29]uses DWT as a feature extraction method. The DWT method is
applied to a discreteceleration signal provided by the accelerometgratad into the
phone. If the values of the coefficients that are extracted from the accelerometer are above
the threshold, then a fall is detected. The application is designed for users who may be
suscptible to sudden falls like the elderly, thoseapitbpsy or mild cognitive impairment
such as dementia sufferers. It allows alerts to be sent to carers as well as to contacts ovel
social media should a sudden fall occur.

Fall detection solutoneaa have their di sadvarbocalges.
Al a f28]as this requires the user to press a button. After a fall, a person could be
unconscious or panicked and as a result unable to press the button to alert a carer. The
most popular solutigihe wearable fall detesttivat are based on aleremeters and tilt
sensors, require the person to wear the device constantly, such as in the shower where the
risk of a fall is greatd28]

Video based analysis techniques rely on image processisggoper sonds mov
real time. The video system must be able to detect objects, extract features such as spee
and be able to determine if a human fall has occurred. However, this grabenges,
as it can be difficult to monitor an entire h@mkthis technique has a number of privacy
concerng28] However, in situations where it can be deemed appropriate, video can
provide more information than simple motion related data. The exawapl if12]is
the problem of ensuring elderly people have sufficient nutrition as they can sometimes

forget to eat. In this situationg®o capture could be used to monitor body mass changes.
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2.2.3. Anxiety

Miranda et a[33]proposes anpplication that detects anxiety through wearable sensors.
Three devices are employed to monitor heart rate and spontaneous blink rate. The custom
application was developed to transfer data produced by Google Glass and a Bluetooth
zephyr HxM band to a serv@he setup involved a dedicated router to reduce transfer
delays and other common issues found in scholar networks in order to prevent data loss
during data transfer between application and server. Miranda et al. coded their algorithm
in Java based ohet approach by Ishima@4]with some minor modifications. Sensor
readings were tracked to detect when data hits a peak value to identify the blink event.

When a peak was detected, it would be recognised as a blink.

The Google Glasgplication proposed H33]allowed data to be gathered by the IR
sensor in order to detect agitatihrough blink rate. The IR sensor measurekdiaace

bet ween t he deyeandan dedermine d biink evans as a réssilt. However,

the disadvantage of this could be due to the requirement to wear the Google Glass device
constantly in aler to establish when the person is agitatetthis requirement itself

could agitate the user. This method could also be seen as unreliable as the user could

experience sudden relaxation which could affect results, as pointg@Bput in

Bankole et 4B5] uses body sensor networks for cowtirsu longitudinal agitation
assessment. A mtthaitmult-method approach is used to test the validity of the body
sensor network. Three clinical instruments (Aggressive behaviour scalda@sined
Agitation Inventory, Mini Mental State Examinatait) strong validity and reliability

were used d®nchmarks to test convergent and discriminant validity of the BSN.

The TEMPO3 network proposed by BanK@8®] consists of up to eight wireless
inettial body sensors that gather data from persbite thiey perform normal daily
activities. The motion capture capabilities provided by TEMPO allow for six degrees of
freedom, sensing at arbitrary frequencies withit X2solution. This enables higher
revol uti on anal yses of igllghigher preciSion@ssessnerdsoft s
agitation, as it is essential to differentiate normal movement from agitated movement.
Battery life on the devices is limited to ~5 hours when all six sensors argdtreaaw
data via a Bluetooth transceiver. Wthe gyroscopes are turned off, the battery life
increases to ~9 hours. This is done as only the accelerometers are used in the study by
Bankole[35] Local storage of the data instead of transgnittiwirelessly increases the

battery life further, which would be permitted in a clinical deployment of the system.
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Lu et al.[36] studied stress assoethtwith the cognitive load experienced by a
partcipant during a job interview as an interviewee and conducting a marketing task as an
employee. Neutral tasks were also considered, where participants are not under stress.
These three tasks are designddthet help of behavioural psychologhstsnithSUSAS
(Speech under Simulated and Actual Stress) and other previou$3gid[@@sit is
assumed t hat idstnressedsonch thesstressorss present &nd reading without
the stressor is neutral. Audio was continuously collected using a Google Nexus One
Android smaghone and a microconel microphone array. In@dtbtaudio data, video
cameras record the interviewer and interviewee. In addition to capturing stressed audio, we
also collect audio data from neutral scenarios where participants are not stresssd. In neu
scenarios, participants had to read botboms@nd outdoas. The reading materials are

simple stories thareoften used to study different accents in languages.

Table 2-3: Internet of Things Enabled Technology for Monitoring Anxiety and Agitationin
Elderly People

Sensors Algorithms Applications Advantages Disadvantages

Heart Blink Event Google Glass Heart monitors can Heart rate can increased
Monitor [33] Algorithm[33] Application[33] monitor increases in hea| decrease due to a number o
rate to determine activity] factors, leading to inconsister|

results

Body Peak StressSense A sensor network ca Relies on the person to
Sensor Network Detection40] [36] perform constant remember to wear the sensor
[35] monitoring of activities. Persons could be irritated by

wearing devices constantly.

Video Joint Time TEMPO3|[35] Video monitoring is Privacy concerns can
Monitoring [12] Frequency accurate in detecting sigr outweigh the benefits from usit
Algorithmg[35] of agitation. video monitoring.
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2.2.4. Depression

Gruenerbl et a[41] gave each participant an Android smart phone that ran a logging
application developed by their group. The application contained two major components; a
data logger (using the standard Android wit)the person having the option of turning

off the logging at any time and a-asffessment questionnaire (set taipa the end of

the day). After finishing the questionnaire, the person would be asked whether they were
comfortable with loggingtilkeay 6 s dat a. The dat adamdavasl d be
copied during the periodic examination and stored in a form that would not reveal the
personds identity to the researchers worl
system the dataould need to be transmitted wirelessly at thefezath day. However,

for the purpose for the research by Gruenerbl ptldthe SD card option was more

reliable and allowed wssimplify data security issues.

Canzian[42] uses the Android application Mdoaces that automatically samples
phone sensors tetrieve the current location, which is represented by a time reference, a
longitude value, and a latitude value. Additional information about the phone usages and
user activities extracted using the Addk&I are also collected, but they are not adalys
directly in this work, given its specific focus on mobility pattern analysis. Activity
information is also used to optimize the sampling process. In addition tbaseddiata,

MoodTraces collects thaswers that the users provide to daily queaiiegn

Burns[43]used a singigrm field trial of Mobilyze, an 8 week multimodal intervention
for depression that included 1) mobile phone sensing and ecological momentary
intervention 2) an interactiveehsite for behavioural skills training and 3)| emndi
telephone support from a coach assigned to each participant. The context aware system
used an architecture consisting of 3 phases. Phase 1 uses sensors that are housed on th
mobile phone to performbgervations of the participants and their envieahrRPhase 2
used an algorithm to inductively learn the relationship between the sensor data and the
participants recorded social context, activity, location and internal states. Phase 3 consisted
of actioncomponents that provided mechanisms for relpg@actions to other external

outreach applications.

There are several sleep monitoring systems on the market to date that can aid in the
detection of depressipi] Polysomnography devices are the most accurateshaiive
drawbacks to these devices include the expensive price tag as they require monitoring from
professionalgnd they must be worn. A solution to this is to use three independent tri

axial acceleronsgt to send data wirelessly to be processe@yp | This allows for
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the amount of defl ection to be deter min
mattress. If deflection exceeds a predetermined threshold then movement has occurred.
An advantagef this approach is that the true orientatiorhefaccelerometer does not

have to be determined in order to measure movement. Monitoring can also continue even
if the sensors have been knocked out of pldber advantagdo this methodarethat

noise is eliminatednd there iscreased scalabilityd lower storage requirements due to

the fact only discrete events are stigréd

Table 2-4: Internet of Things Enabled Technology for Monitoring Depressionn Elderly People

Sensors Algorithms Applications Advantages Disadvantages
Sleep Formant Touchscreen Amount of sleep car| Wearing the sensor
Monitoring [44] Tracking driven Ul[44] signal whether someone| ovemight could be irritating for
Algorithm[45] depressed the person.
Video Dictionary Daybuilder Video monitoring is Privacy concerns can
Monitoring [45] Learning [46] accurate in detectisgns outweigh the benefits from
Algorithm[45] of depression. using video monitoring.
Audio Minimat BBD Android Voices of depressed If sensor is forgotten thel
Monitoring [45], redundancy Application[48] persons have specific datacollection cannot be
[47] maximakrelevance characteristics that allow performed.
[47] for detection of symptoms
Also noninvasive and
portable.
Body Machine Mobilyze[43] A sersor network Relies on the person to
Sensorg43] Learning can perform constant | remember to wear the sensol
Algorithmg[43] monitoring of activities. Persons could be irritated by

wearing devés constantly.

2.2.5. Sensor Fusion

A significanhumberof studies have been carried out into multgies based activity
recognitior{49] Results, typically, have a high accuracy and there is a low computational
load on each sensor. However, the battery consumption of the devices is high when
communicating wirelessly. The drawbatksing a single accelerometer are due to the
inahlity to distinguish an activity as mentioned506y This is addressdxy placing

mul tiple accel erometer devi ces anfig 0 S s
accelerometers with other sensor types such as GPS in an attempt to improve accuracy.
Classifying physical activitging features extracted multiple sensors or arkeiv
accelerometers have typically made use ofrtbarkst neighbour (KNN) and naive Bayes

(NB) techniques.

Using an SVM algorithm to fuse data collected from various sensors is inved@dted by
in order to more accurately determine the physical activity. This usidgreVM as it
can calculate a decision boundarsefmarate activities from one another. For multiple
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activities, they take a oOone against one
for each. Each model produced will be tested against a datatpomwill then receive

a vote to decide whichtiaty should be associated to it. The activity with the majority of
votes will be identified as the new data point that the activity is associated with.

A system based on a network of multiple wirglesssonnectedhedical sensors is
proposed by51] This seup allows for the collection of medical data from typical daily
activities. They note that the typical solution of a sergtile system is less flexible and
takes longer tdesign and implement. Instead, the reaitsor solution provides the

benefit of the components being ready to use.

Bluetooth was the wireless system used as is the sfahtiBEmdACOR+ kinematic
system. This system combines-axis accelerometer, a microcontroller for processing
signals and Bluetooth for wireless communication. The device can be worn on the hip
during the daysing a belt clip, or on an adjustable chest beligloktime monitoring.
Participants wore the ACOR+ on their hips for 8 hours during the daytime to record their

activities.

Participants were fitted with an ActiGraph uniaxial accelerometer and alesgjoed

activity monitor based on the IDEEA monifor a study by52] The custom activity

monitor consisted of an array fofe accelerometers attached to the iskimultiple

locations on the body and connected to a hip pack for data for recording. An ANN
approach was used to create the model from raw acceleration features. Around 112,000
minutes of data were used to tragrmodelcollected from 102 subjects. Only 81 stbje
produced data from both the IDEEA and ActiGraph devices.

Four ShimmerTM wireless sensors were ugb8]study. Each sensor was attached to

the chest, left undarm, thigh and waist on each of the eightigjppants. The eight
participants were asked tafpem a series of eight activities in the home which are
identified by[53]and were repeated three times. Thaxial accelerometer data had a
sample rate of 200 Hz and abitZesolution. Data was transnaittéa Bluetooth through

a wireless body area netwallkwing the four sensors to transmit simultaneously. Five
classifiers, ANN, KNN, Naive Bayes, Decision trees and SVM were compared using the
data set produced from the accelerometers. The accuracylasifiers was evaluated

using a 1@old crossvdidation.

Data from twenty participants was used in an experin{édi lijata was collected from
accelerometers located on the hip and wrist of the participants while they performed a
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series of typical daily actesti The sampling rate of the devices was set 5617 G2d

data was collected for-531 minutes under experimental conditions adé®@ninutes

under seranaturalized conditions. A leareesubjeciout crossvalidation approach was

used during the ckaication of features extracted from the raw acoedéer datfb4]

Nineteen data sets were used in the training of the data set, with the process repeated for
all twenty subjects. Activity recognition is achieved using just the sensor on the hip and
wrist, fusion othe features from the two sensors and finally fioing @ Naive Bayes
classifier to fuse the classification results.
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2.3.Processing Layer

Signal information received from the sensors is stored and analysed in the processing layer.
Here the data is pprocessd before feature extraction can be usedeshking features

are then classified in order to determine PA.

2.3.1. Data PreProcessing

Typically,in PAR, timeseries segmentation methods are used in order to match PA
patterns obtained fromultiple sensors ae body or in the environment, which are
congcutively activateData sets produced by the sensors are broken down wibingemp
series using time windows. There are two common algorithms used for breaking down PA,
they are the sliding window algorithmd the 8ding Window andBottom-up algorithm

[55] With Sliding Window, the left point of a potential segment is anchored at the first
data point in the timgeries. Using increasynignger time segments, iethattempts to
approximate the data to thehtigf the anchorThe algorithm is simple and intuitive and

is also an onlinalgorithm, whichs the main reason why it appeals to the medical

community for patient monitoring.

The sliding window algorithmpmstly employed using fixed temporal segrtietitean
be ovetlapping and nonverlappindg56p[60]and can be seenkigure2-3 below Non-
overlapping instances of time windows are comprised of varied lengthd @1 jinje]
This splits the activity up with continuous signals fromrsearsbcan prodadhe wrong
output as a resuf@verlapping instances of sliding window with E®675% and 90%
overlappind63] tend to produce a higher accuracy for RaARhe amount of overlap
increaseshowever this cabe more resource intensive.

Dynamic segmentation of activities does not use a fixed length tiorethveindow.

Instead activities are extracted from the data when they are detected during[é4duation
[67]. This approach allows for the continuous segmentation and aggregation of data on a
timeline alleing for continuous egoing PAR.User specified threshol@®5] and

heuristic prolaility approachdé6]are typically used for dynamic segmentation of time
windows Sliding window and bottom up algorithm is an approach that combines the two
algorithms to produckigher accuracies rasultshowever,it is a more complicated
approachibs] It is an online approach due to the inclusion of the sliding window algorithm
andallows for the global view on the data colle@ieel.method has successfully been
applied to gesture identificateomd activity recognitistudies uag accelerometers and

gyroscopefs8p[70}]
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Figure 2-3: Time window segmentation

Many of the existing studies in literature display a high accuracy for recognition using online
methods of time segmentatidhe isue many studies attempt to deal with is the window
sizes, whicham be based on the signals or the environMemiassification of activities
can occur on sho(@sd 6.73 andlongtime (109 12.8s) staticwindows, especially on
transitional activés [64] This may be due to transitional activitedsng longer to
complete than dynamic or static activities.gtiore windows can also lead to
misclassification due to multi@etivity signals and redundant informat®inorter
windows can lead to key information being lost resulting in an inaccurate clags#]cation
However, many studies that incorporate a static sliding vdodmhieve a high degree
of accuragywhile Dynamic sliding window techniques do impeacy but come at

an increas@e computational complexiiy9]

2.3.2. Feature Extraction

Feature extraction is the process of extracting useful features from a data set in order for
them to be classified. Signals from sensors are aimadysled to remove redundancy and
produce distinguishable features that can be used to classify.detwvitigpes of

features have been categorised and used throughout the literature, these can be found in
Table2-5.

Table 2-5: Feature types that can be applied to PAR.

22



Feature Type Extracted Features

Time Domain Mid-value, Minimum, B&kimum, Standard Deviatiol
Average, Range, Variance aodtiean squay€orrelation
Covariane

Frequency Domain | Spectral Energy, Entropy, Coefficients, DC Compo
Magnitude, Peakmplitude Skewness, Kurtosis

Biometric Domain Cepstral features;Feaks

Other Linear Discriminant AnalysBrinciple Component Analys
Dynamic Time Warping

Time domain features are statistical metrics that occur randomly in constant signal changes
over time. Typical features of time domain arevahig®, minimum, maximum, standard
deviation, average, range, variance anthe@ot squaif@l] Calculating the average can

be used to smooth any outlying datenfa signaVariance describes the distaftoen

the expected mean vaJd@] Standard Deviation is used to determine the spread of the
data points from the average v@l® Root mean square is a quadratic classification that

is typically the most significant parameter of a wavelet function that can be used for
extracting features of dynamic actiiiésRybina et aJ75]used correlation coefficient

to identify the activities; hopping, running, jumping, balancing and skipping which were
collected using four accelerometers attach to the arms andaigbest al.[71] uses
time-domain features on accetaeter data to identifgtaying still, walking, running, going
upstairs and going downstairs. Aatial accelerometer embedded in a smart phone was
used to collect the da@an[76]places a smart phone on the participants arm, containing

a triraxial accelerometer. They perform a hammering activithregtifferent degrees

of force. Mean and standard deviatiorappdied to the signals generai@edomain

features are easy to process and can be time saving however, they cannot describe states «
motion accurately 7}

Frequency domain features are typically extracted using Fast Fourier Transform (FFT) by
transforming théime domain signalsto the frequency domaji8] An FFT output
creates a set of base coefficients in ordeptesent the amplitudes of the frequency
component of the signal and its distributed en&pgctral Energy, Entrogdy9]
Coefficientd78] DC Componenf80] Magnitudg81] Peak AmpltiudE’6] Skewness
andKurtoss [72], [82fre examples of frequency donfieauresSpectral energy is the
sum of the FFT coefficientEntropy is calculated using normalized entropy of FFT
magnitudes of the signal in order to distinguish different actiithiiesnilar energy values
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[79] DC Component is the avgesacceleration value of the input signal over the window
[81] These features have beendhto activities such as wallkamgirunning.Only the
frequency conte of a signal can be extracted using FFT analysis. However, wavelet
analysis can be used to extract time and freehasery features from a signal. It can be
formulated using a continuous or discrete wavelet traf3fgyni78] Discrete wavelet
transform uses a set of base functions which decompose a signal intoaddtailed
approximate signals bdson the originé83] A continuos wavelet transform proes a

signal decomposition at different sc#d$ Walking, jogging, running, standing are
examplesf activities that haveatt wavelet transformation applied to thém [83]

When it comes to biometric signals, methods of feature extaagiied to the time and
frequency doainsare limited in theicapabilities. One solution is the use of Cepstral
domain features which can be used to as&@ss signals for PA detecti{8b] or for
recognising speech informat[86] Calculating Cepstral domain features involves using
short fixed length windows for processing, and as a result it does not require a pre
processing step for segmenaing normalizing hearthestgnal$85] R-Pealdetection is
another fetre that can be used on ECG sigi8§[88] R-Peaks involve detecting the
peak of the Rvave, which represents the ventricldpolarisation of a heartbeat, the most
distinguishable feature of the ECG sidgitaé PanTompkins method can be used in R
Peak detection as demonstrate[8Bby

Linear discriminant analysis (LDA) which is a process that involves reducing feature
dimensions in order to reduce compaoita complexity88] and for classification
purpose$89] The optimal discrimination matrix is chosen from the ratio maximization of
the determinant of the between and withaiss scatter matrig@8] LDA can be applied

to transitional activities, walkingnning and static activitiBsincigd component analysis

(PCA) can be used to identify a smaller number of uncorrelated variables within a large
data sef91] This results in the rection of the data set size without any significant loss

of information. The averagvariance and covariance of the skttare required in order

for PCA to work. Lahiri et dl92] applies PCA to the data set obtained from using a
Microsoft Kinect sensor his recorded chest pain, fainting and headache related activities.
Dynamic time warping (DTW) is an approach that recursively projects a warp path from a
lower resolutioto a higher resolution and refines it at each step until the optimal match is
found [93] The three main steps defifiadolved shrinking the time series in smaller steps

in order to epresent the same curve with optimal accuracy and fewer data points,

projecting avarp path from a lower resolution to a higher one and finally refining the warp
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path projected. DTW has been applied to several human activities such as waving, clapping,

waking[93] rowing, boxing, sitting4]

Many studies extract tirdemain featuresdm their signals, dsetdata is easy to process,

can be time saviaad can be extracted in real tikh@wever, time domain features alone
candt descri be s t[/AtFeeguenoyfdonmain tedtuoes campocuce aa t e
higher accuracy coamed to time domain features, however, this leads to an increase in
computation in order to differentiate between different actj8Bieés aresult,studies

have taken to ugywaveleimodels as the incorporate both time and frequency domain

features in order to improve accuifdgy, [84]

2.3.3. Classification

Classification and clustering arergisdeaspects of machine learramgl vital for the
classification of activitieSupervised learnirechniquesasoutlined inTable2-6 appear
frequently in previous studies on PAR. Unsupervised arglpemvisetechniquebave

also been agted for some studieSupervised learning techniques train their models on
data sets that have been labelled with the desired outcome information, i.e. the activities
we are trying to recognise. Unsupervised techniques do not conain thbalata set

while semsupervisedontains mostly unlabelled data but can include some labelled.

Table 2-6: Supervised learning techniques used in AR

Classifier Reference | Sensors Used Activities Accuracy

ANN [95] Video Recording Walk, run, stumble, limp, forwar 83.33)96.66%
backward and sideways falls, bend, sii
lie

[96] 3D Accelerometer an Five data sets containing, walki 9606 100%, 94 100%,
Gyroscopes walking up and down stairs, sittii 658 97%, 83 96 %,60
standing etc. 097%
[97] Video Recording Shop enter, exit, -senter, window 6008 98%
shopping, browsing, immobile a|
walking
[98] Singlechannel electrodes | Pinch, finger spread, fist, wave in, w 89.49 96.4%
out, relax
[99] Video Recording Walking, Running, Jumpifgipping 926 100%
[100] 77 Simple and Ubiquitou Bathing, cleaning, laundry, dressing, g 1.020 19.98%
Sensors in an apadimt to work, grooming, preparing a: bever: 0
snhack, breakfast, lunch, dinner, géan( 2.02620.2%
the toilet, washing dishes 1.015 19.96%
DT [101] iGwatch Sanding, walking, running, walkii 83.60 984%
upstairs and dowstairs
[102] Nokia Moton Wristbands Walking, lying, sitting, standing, bicyc| 796 100%
and PDA and running
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[103] Tri-axial accelerometer Standing, lying, walking, sitting ¢ 81.1%
dining, sitting and nediining

[104] Tri-axial accelerometer 15 activities split into 5 categor 8406 100%
including walking, running, sitting a
lying
SVM [105] Actimeters, Microphone¢ Seeping, resting, dressing, eating, t 800 97%

PIR, Door contacts an( use, hygiene and communication
environmental sensors

[106] Video Capture Walk,Run, Stumble, Limp, Forwdrdll, = 83.335 95%
Backward Fall, Sideways Fall, Sit, Lie

[107] Inertial Sensors & Walking, Upstairs, Downstairs, falh,r| 960 100%
Barometer lie, sit, stand
[108] Smartphone sensors Sitting, standing walking, upstairs 56.978 100%

downstairs, lying

Naive Bayes | [109] Infrared Camera Walking, running forwards/backwar¢ 76%
carry gun, carry backpack, droppi
searching, digging.

[110] EEG electrode positiof Emotions happy and unhappy 360 75%
system
[111] Tri-axial accelerongst Sitting, Standing, Lying, Walking, Walk 36.1 & 100%, 6009
upstairs 100%, 53.13 100%,
57.146 100%, 61.7©
100%
[112] Tri-axial accelerometer Walking, jumping, running, -8t | 9560 99.1%

stand/staneto-sit, staneto-kneeito-
stand, standing

HMM [113] State Sensors Bathing, toileting, going to wor 00 100%
preparing lunch, preparing dinn
breakfast, dressing, grooming, prepari
snack, beverage, washing dishes, ¢
laurdry, cleaning, washing hands, put|

away dishes/groceries/laundry, wigigh
tv, going out, lawn work.

[114] Video Monitoring Rush, Carry, Bend, Walk 850 95%

[115] Stereo Camera Left-hand updown, righthand updown, | 87.56 95%
both hands wglown, boxing, lefieg up
down,rightleg updown

[116] Kinect Sernsr Stand, sit, drink, talktead, stretch| 883 100%
akimbo, come, follow, stop, walk

a)  Artificial Neural Network

ArtificiaNeural Networks (ANN) are a method of classification that can be found in many
studies for activity classificatigi7] They are data driven methods, that are also self
adaptive, meaning thean adjust to the data without any specified functional or
distribution form in the underlying mod&18] ANNs are designed to simulate the
biological neural networks in the brain and how they process information. ANNs learn
from the patterns and relationships thetgcts in a data set and can produce high accuracy

from large data sets. The network, as showigure2-4 is made up of neurons, which
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transmit a signal to a connecting neuron for processing. The connections and the neurons
typically have a weight associ&tetiem that increases or decreases the signal strength at
the connection as the network continues to learn. An ANN is comprised of multiple layers,
the first being the input layer and the final layer being the outpus. iBaynaaverse the

hidden layein between those two points where data transformation may occur on the
inputs. Appendix A displays a simple prototype neural network that contains-the back
propagation, feedforward calculations and weight adjustmentselintordid in
understanding how neural network functions.

Within the hidden layer, the summation of the inputs and the weight are added to the bias.
The bias is an additional weight, but it is also a constant, which exists to help the model to

provide tle best fit of the provided dafehe summation of inputs and the bias can be
defined below whereare the inputs to the neur@nare the weights, are the number

of inputs and(s a counter from O to.

0O QI

Equation 2-1: Neuron calculation for ANN.
RelLu activation functions can be used to calculate a neurons decision, and is the most
common activation function to be used in classification models. The functemrwill
the valueofor any positive va¢ it calculates, and will return O if it receives any negative
input.
Qu | A atn
Equation 2-2: ReLu Activation Function
Backpropagation is a method used for updating thetsvegyhg gradient decefhe
partial derivative of the error with respecb tas subtracted, witth representing the
learning rate. The calculation proceeds backwards throughout the network, and the
derivation of error is evaluated by applyinghhm rule.
d’)T o
To

Equation 2-3: Calcuation for Backpropogation of Weights

0 0
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Hidden Layer

Input Layer

Output Layer

Figure 2-4: Example of an ANN feedforward netwok

Activation Function
. :

Figure 2-5: ANN Neuron

A fall detection system that attempts to extract features from video sequences was

proposed by95] 24 participants were usedperform 10 activities such as walking,

running and a variety of falls. Video recordings of each activity were collected in order for

their neural network to be applied for classificaimeuracy of the classificatimngd

from 83.330 96.66% Neuralnetworks were applied to 5 differdata set that were

acquired bj96]that collected data of vaus activities in different enviroemts.Sensors

included 3D accelerometers and gyroscopes. Activities included walking upstairs and

downstairs, running, jumping and standing. Their neural network achieved various degrees
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of accuracy on each data seh ane setaichieving 98 100% and another achievingd65
97%.

b)  Decision Trees

Decision Trees (&€)trees where the inputs from data sets can be used for tests on the
internal nodes and where the leaf nodes will be considered categories for the data sets
Each tet is filtered down through the tree in order to achieve the desired output of the
input set[119] DTs aim to break up complex decisions into multiple smaller, simpler
problems through a muttiage approach. They consist of nodes that are formed from the
orootdé of a tree. T h e nput edgg[120) Modes ghat daven o d e
outgoing edges are known as test nodes, with the decision nodes being known as leaf nodes
All nodes have exactly one incoming edge, represented by an Rigare2r6 below.

The leaf node is assigned to one class, and represents the target value; however, it may als
hold a probability vector in order to indicate the probability of a target value. The test
nodes split the DT instance into two or more subspacesding to the values from the

input. Each subspace has a condition associated with it that must be met in order to classify
the incoming data, for numerical values, the condition represents tbeinpogealues.

The DT instance is classified byigatng the tree from the root down to the appropriate

leaf depending on the results from each of the test nodes and conditions.

DTs are attractive compared to shstgge classifiers as a tree filassian reduce
unnecessary computations by onlyngestsample against certain class s{iaEtI hey

are also fairly flexioland have the ability to choose different featusetsudt different

internal nodes of the tree in order for the discrimination of feature subsets to be performed
optimally, potentially providing a performance increase. However, designing an optimal
tree may prove difficult and this can affect the oyendéirmance of the classifier. There

is a risk of overlap, particularly when there is a high number of classes in the tree. Errors
also have the potential to accumulate as progression down theadee is m

We calculate entropy, which is how a decissendecides how to split its data, thus
drawing the boundaries of the ti¥eepresents the boundaries of the treerjaisdthe

probability of an element of ththivalue in the data set.

oY n aé¢ i

Equation 2-4: Entropy calcuation for DT
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From the entropy, we can calculate the information gain represé@téiby. This is
a measure of difference in entropy from before the daYes sglit on the attribed.
oo 0'Y 0006 0O 0"

Equation 2-5: Information Gain calculation for DT

Root Node

Leaf Node 1 Leaf Node 2

Leaf Node 3 Leaf Node 4 Leaf Node 5 Leaf Node 6 Leaf Node 7

Figure 2-6. A Simple Decision TreeExample

An activity recognition method using data collected from a smart watch is presented by
[101] A CART decision tree is used for behaviour classifjcaith the output decisions

being either true or false. An iGwatch is used to collect data from ten participants.
Participants performed standing, walking, rgnnralking upstairs and down stairs
activities achieving an accuracy of 898&%4%. Anatomatic activity recognition system

using a PDA and wireless motion bands is evalugdte@aRbhyrhe Nokia wirels motion

bands contained 3D accelerometers and transmitted the activity data via Bluetooth to the
PDA for classification. Seven participants performed walking,siying, standing,
bicycling and running activities. Collected data is fed into onemddes of the decision

tree classifier. The DT classifier achieved accuraci€sl@fOrP8. TrHaxial accelerometers

were worn on the right and left wrist andl@waist in order to collect motion data in

the study bj103] Participants performed standing, lying, walking, sitting and dining, sitting
and nordining for various degrees of time.-8ebond window ispplied for feature
extraction, with five features being extracted from data. DT wasantplkto classify

the activity data from all three sensors achieving an accuracy of 81.1%. Fifteen participants
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using three t@xial accelerometers performed eightemivities for{104] Activities

included walking, sitting, lying and running and were performed for 45 seconds each and
repeated twicdMean, energy, entropy and correlation features were extracted from the
acceleration datActivities were split into five categories before classification using DT,
which involved a leaamesubjectout approach. Accuracy rates achieve range from 84
100%.

c) Support Vector Machine

A Support Vector Machine (8/&3upervised learning modeicty, takes advantage of

the plane concept to describe decision boun@&2@sThe decision plane separates a

series of objects that belongdifferent classes. Classification is achieved through the
creation of hypeplanes in muHlilimensbnal spaces. SVM can support categorical and
continuous variables for classification and regression. Categorical variables are determinec
using a dummy vabie, which is set to either 0 or 1. The SVM algorithm then develops

the optimal hypeplane to redte the error function.

SVMs are a type of pattern classifier that minimizes the empirical training error and are
based upon the structural risk managememdigie[123]. They have demonstrated an

ability to generalize effectivelnen dealing with small samples of training data compared

to ANN. A hyperplane, as shownFigure2-7, is constructed by SVM which is used to
classify linearly sepalea pattern$124] They aim to minimize the upper bound of the
generalization error by maximizing the margin between the data at the hyperplane that
separtes it in order to correctly classify a given pattern. The larger the margin size, the
more acurate the classification of the pattern. The classifier complexity and error can be
explicitly controlled allowing the classifier to scale well to high dimkedsianHowever,

SVM requires a good kernel function in order to operate optimally.

The hypeaplane of a linear SVM can be defined as follows, whisréne normal vector
to the hyperplane, withrepresenting the set of points.
0 ® T
Equation 2-6: SVM Hyperplane calculation.

The decisionunction takes the data set as an input and givesitendas on output, it

can be defined as:

Qo | QWA @

Equation 2-7: SVM decision function.
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The functional margin gives the positionhef data point in respect to the plabe.

represats the ith label of the training example.

AN A RA

Equation 2-8: SVM functonal margin calcualtion.

W‘[Marg'n
#
®

-
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s #
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Figure 2-7. SVM example displaying tle hyperplane and margin

A study by[105]uses SVM on sensor data collect fAdlL. Sensors consisted of
Actimeters, Microphones, PIR, @aontacts and environmental sensorsg&osind

the home. These sensors monitored sleeping, resting, dressing, eating, toilet use, hygiene
and communication activities performed by thirteeigiparttsSVM was used to classify
the activitiesachievig accuracies of 897% A robust fall detection system that uses
SVM for classification of activities is proposgd ®§] Video recordings in a controlled

lab were performed on daily activities and various types of fall inootden the
algorithm. Forteight participants of difiemt heights, weights and genders performed the
various activities and repeated them five times. AA@airstOne method of SVM
classification is used to identify the activities. Accuracy rdéssifitation ranged from
83.330 95%.Inertial sensors drbarometers were used to collect activity data in a study
by [107] The sensors were placed on the waist of six participants ifootdem to

perform eight ADL. These included, walking, running and sitting. SVM is used for
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classification with a 46ld crossvalidation approach being applied duringrdiging

phase. Classification managed to achie®el06% accuracintegrated ensors in @
androidsmartphone were used for AR in the studit@§] Ten participants performed

six activities including, walking, sitting and lying. SVM was applied in order to classify the
activity data achieving accuracies of 86L00%. Ths was due to the lying activity being
classified as sitting.

Naive Bay@#B)isa simple probabilistic classifier assuming there is a strong independence
between the features within a datd1s¥8] Even as a simple classifier, it is capable of
outperforming solutions that are more complex. Thesegeral variations of NB that

can be deployed; Multinon@athich is mostly used to document classification prgblems
Bernoullid which is similar to multinomial but the predictors are Booleaaassdian

0 where predictors are continuous values and are not discrete. NB is a suitable classifier for
multiksensor fusion assuming that all the features are indepemdezadioother. Mudti

sensor fusion can be represented by the probabilities séesch

Thermal images of outdoor human activities are captured using an infrared camera in a
study by[109] Eight participants performed a series of @éesivincluding walking,
running; crawling and furthactivities were provided in a data set. NB is used to classify
feature vectorachieving a 90% recognition rate on recorded infrared video. ,In total
recognition was 76% when the additional data s@tchkaed An emotion recognition

system using EEQgmals is proposed By/10] Twelve pleasant and unpleasant images
where shown to 26 participants. The EEG electwelesplacedn various pints on the

head for data collection. NB was onsesferal classification methods used and produced
an accuracy of 3675%.A tri-axial accelerometer is employeflLbg]for AR using a

NB classifierNB was chose as it was easy to implement and produced a model fairly
quickly. One participant performed sitting, standing, lying, walking and walking upstairs
activities. Activities were repeated and recorddteegrti sample rates for comparison.
Overall accuraes ranged from &487.8%Two participants performed six activities while
wearingdri-axial accelerometers in a studjibg] All three accelerometers welaced

on the waist at various positions. Activities included, jumping, running and walking and
were classified using NB. Accuracies ddingen 95.6 99.1%

A Hidden Markov Model (HN#\)classification method that is defined by a set of states
with interconnections between them. A set of prior probabilities for input and emission
probabilities for the output of the states and a seartdition probabilities are typically

defined for HMM [113] A reconfigurable HMM is presented bj3]for AR. Data was
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collected in a lab using 77 on/off states sensors. Sensors are activated and deactivated whel
a participant is performing an ADL. Activities included bathingtgtiegdoilet, washing
handsand cleaning with accuracies ranging frain100%. Thirty participants were
recording performed natural activities using a stationary fEMgractivities inclued

walking, rushing, carrying and bending. For aetohty,the participant entered the
monitoring domain, performed the activity then left the domain. Recognition was trained
usingHMM producing high accuraces850 95%.A stereo camera is used to recognise
activity by monitoring joint angle in a system proposgtlby Estimated joinangle

features are taken from thip@sed activity video frames and mapped in order to create
discrete symbols for HMM. Participants performed boxing, moving both hands up and
down as well as individyaland moving each leg up and down. Results weparedm
against a binary silhoudiesed solution. The joint angle based system outperformed the
silhouette solution achieving accuracies 06®b%.A Kinect sensor is used to capture

3-D skeleton joints in a system proposeflLb§]and treats the collect activity data as

time series of representat3D poses. RGB images, depth and skeletal information is
provided by the Kinect at 30fps with a depth of 4 to 11 feet. Activities included sitting,
standing, drinking, stretching and reading and were performed by five participants, five
times. HMM waspplied to the data for classification achieving high accuracie$ of 88
100%.

K-means clustasirggpartitioning based, nberarchical clusteringethod and a form of

an unsupervised learning algorifbfi It begins by initializing cluster centres according

to the distance between input featuectors and cluster centres that already exist. Each
centre cluster is updated by calculating the centroid of each cluster. The update occurs due
to changes in each cluster and is repeated until the value of the centre cluster no longer
changes. In thetwgly by[59] K-means clustering is appliedclassify fragments of
segmented raw sensor ddtavever, while simple to implemgi#6]notes that Kmeans

does not always find thelghd optimal solution based on the objective function and it can
also be sensitive to the initial randoselected cluster centres. It can also have issues
dealing with clusters that differ in size, shape and density. As a r¢$28]dard/, a

Gaussian Mixture Model (GMM) is deplog@dMs optimize the fit between datad a
parametric distsution. Activities in their study involved walking and running at various
speeds and the GMM clustering applied to the data mhémabé&in and 94.3%

Semisupervised learning techniques involve the use of labelled and unlabelled data for

trainingLabédled data requires a human to performabelling, which can be expensive,
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and time consumirand the lack of variety in the data can lead to dioedanaecognition
performance. Howevemlabelled data is fairly inexpensiwtainandthe combinton

of the two can improve the accuracy of leafh¥] Disagrement based sersupervised
learning techniques are discuss¢tid®} This involves generating multiple classifiers and
then exploiting the sihgreement between them. The classifiers are forced to cooperate to
utilise unlabelled data. A sesupervised convolutional neural network (CNN) is presented
by [129]. CNNs provide stable latent representations of each level of thekn€étweo
algorithm is also able to effectively identify the salient patterns of the activitif@ignals.
their solution, three encoding paths are used to the labelled and udlatzelledan
encoding, noisy encoding and decodiwgying noisy encodindabelled data has
predictions applied to it using a-tepel softmax classifier using cross entropy cost, while
unlabelled dats decodeé and then reconstructed to be the sambéeasdrresponding
clean input. Three data sets are used anduEarvisedndsemisupervised algorithms
applied to them and are then compared. Supervised CNN achievé®43.8%, while

semi supervised achieved 58.69.38%.

2.3.4. Discussion

Supervised &ning is a wetlocumented approach to PAR in the literature, with many
studies incorporating various algorithms into their approaches and achieving relatively high
accuracies in their resultse classification methods can be simple to implement, howeve
large data sets are sometimes required in order for the clasdéichtioues to be
successfully traindebr example neural networks may have difficulty with a weak sample

of data however, SVM can deal with small data sets failypsiell

Data setsilsorequire labelling in @er for activities to be successfully classified. This is a
process that can take a significant amount of time to do if the sample size is large enough.
Humans also perform an activityvarious ways, for examplpeople walk at different
speedsand theeforeit can be difficult to correctly classify activities as a fast walk could

be misinterpreted as running.

There are several studies documenting unsupervised asdpsewsed ntieodsand

their application towardsctivity recognition.Unsupervised ethniques can be
computationally efficient as they use clustering to generate the activity model. However,
unsupervised techniques require a large data set in order for the updédynsgto be
discovered. If the data set is weak, then the pattérhe difficultto discover without
additional supervisioil28] Semisupervised methods take advantage of lalaelted

unlabelled data in order to produce better predictions of activities as the methods attempt
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to addres the challenges posed by supervised and unsupervised methods. If labelled data
is limited, performance can be improved by adding unlabell&tbaattudies into semi
supervised methods have made the assumption that feature engineering has already beel
performed[129] As literature on unsupervised and semrvised methods is limited,

more research needs to be performed on these methods, particularifean Ectgyity
monitoringin order to improve the accuracy of the techniques so they can compete with
supervised learning methods
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2.4.Application Layer

PAM can be applied to many areas of health care (such as elderly people monitoring)
through the use of a vayi®f sensors (ambient sensors, wearable devices, smart phones).
This section will look at some of the applications of sensing technology fontifelogg

assisted living and the use of abnormality alerts for medical interventions.

2.4.1. Lifelogging

Lifeloggings the process of applying digital devices such as wearable sensors in order to
capture the event s irlealthandweldingP] Initialdifelcgding s | i f
attempts focused on the process of image captimiagcamera for PAR1} Advances

in technology has allowed lifelogginbge@pplied into more situations. Wearable devices
such as smart phones and wrist sensors can derutedcontinuous monitoring of an

i ndi vPAdTha Usé sf these devices for lifelogging the intensity of PA data can
typically be placed into fivetegories; Sedentary, Light, Moderate, Vigorous and High
Intensity[130] These categories d@sed on metabolic equivalédME&Ts) cut offs and

have formed a standard of PA levels to be used in maintainitigydifestyleHowever,

this classification offers a general instant categorization measure that groefices

when evaluating and assessing lifelogging PA patterns that have been accumulated.

Over recent years, commercial wearable devices andapplidiations have seen an
increasen the market. Many of these support the long term recording aotiocoté
personal health information and BA] Wearable evices such as Fitbit Flex , Nike+
Fuelband, Endomondf.8], [19]are all devices that can monitor health faciots &s
step count, calories burnt and distance wdlkede devices communicate with a mobile
device via Bluetooth that is running the corresponding mobile application. However
regads to tracking personal PA, the prior devices are unreliable cwentoirzation of

diversity in activity patterns and various environmental factors.

Mobile applications used for lifelogging such as NRly¢$8] are capable of supporting
the longérm recording and collecting of PA data through the tracking afélBrameter
data in the smart phone and GPS information allowing an application to track an
i ndi vidual 68s mo3D&ccearomsterssandyyr@gaopes on sntart ghgnes
can beused in conjunction with an application in order to detect wheahaaual has a
fall, allowing for direct reporting to a care &} The PA data produced by these
applicatios carfind validation in healthcare cases challenging. However with the growth
of wearable and mobile devices on the market, the diversity and accuracy of such devices
in 10T based hed&ltare systems is improvjhg]
37



2.4.2. Assisted Living

One healthcare challenge that has persisted over recent years, is the ability to ensure thos
who require special attention such as elderly pedpt@eserwith disabilities are covered

with professional care while the cost of maintaining such coveeagemnAAL systems

are a measure that can be applied to healthcare in order to support those with disabilities
or elderly people assyygo about thie daily live$131] This technology can be integrated
within peopl mds safe dfesyylse and eohtihumws imonitoring of daily
activities. Previous research into this fields@&on improving the quality of life of people

in their own homes and supporting nurses and physicians in hospitals. However, less
research has bessnducted in helping support caregivers assist those with disabilities

within an assisted living eoviment.

An example of a system used in a home environment for the tracking of elderly people is
proposed by132] The system is capable of trackindabation of the individual within

the home and monitoig motions that they might perform. A BLE weardbélece, which

contained a motion sensor and a set of BLE scanners, was used in the system. The wearabls
device tracked the motion type performed amaldeast the information to a server. The

BLE scanners scan for the wearable device in order to deiertoration based on the

receiver signal strength. The data is published to an loT platform for remote location and
motion tracking. An SVM clasgifigas used with a -f6ld cross validation and linear

kernel. This produced results of 99% accuracycétido tracking and 99.71% for motion

tracking.

A common problenn existing work is that the privacy of the individual being monitored
cannot be guanteed. A typical way to help keep collected data secure is to implement
secure channels for collectioansmission and stordj@3] However, this does not solve
privacy issues when it comes ta-gedecting information and personal data. An example

of this can be the dettion of video data, as many people will not want to be continuously
monitored through video camerashewben told the system is secure. Any system that is
put into place must also adhere to GDPR in order to preserve the privacy of those involved.
A metodology to try and preserve privacy while attempting to predict human behaviour
is proposed bji33] Several sensors are plagéhin the sensing area and are connected

to the cloud via Wi for data collection and stordgrticipants performed activities such

as walkingr walking slowly. The aim of the study is to determine if highly private data sets

can produce accurateegictions of behaviours.
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2.4.3. Abnormality Alerts

Medical home alert systems were developed as early as the 1970s to assist elderly peop!
within their owrhome[134] The principle behind these systems was for a sick or elderly
person to cotact someone for help using a dedicated phoné tiese systems have
evolved over the last few decades to incorporate new sensing technolognbagéds

Ambient sensors in smart homes, wearable sensors and smart phones can be used to aler
a relawe or caregiver aboutyeabnormalities that an individual may encounter such as a

fall or wandering.

An accelerometer attached to a Tiva C Launchgmuinplemented [t134 fall detection

system. An amazon echo is used in the system to allow the user to confirm via a voice
command if a detected fall is correct or false, adding a layer of confirmation. If a positive
response to the fas received, then the system thstes a text message to the primary
caregiver. This text message includes a link to a live video feed in order for the caregiver to
identify the state the fallen individual is in so they can call for an ambulancardbiier

does not respond, theretiser is asked if they would like to contact emergency services
directly.

The fall detection system presentefRbjuses an android smart phone application to
detect falls and distinguish them from ADLs. When the application detects a fall, an alarm
is triggered in order to draw the attention of nearby people. It will alsusanixt
message and an email s$eteof contacts with details of the dacdiian and the time of

the fall.Only the phon@& trraxial accelerometer is used to collect data in order to save
power on the device. Other power optimizations inclutiegsitsie sampling rate to 4Hz

when tle user is motionless. 28 participants were used to record 10 types of falls, 3 times
each. Decision &g, K-Nearest Neighbour and Naive Bayes classifiers were implemented,
using a teffiold cross validation strategy émaluationAccuracies of 92% for D B0%

for K-NN and 89% for Naive Bayes were recorded.

A system to alert caregivers that an individual is wandering is deqgidtl tses the

GPS on android devices to track the wuser
time of day and weather conditions. This information is evalsaigdBayesian network
techniques irder to determine the probability of the user wand&aig.zones are
created on the app, typically set to th
considered at risk of wandering, however if they leavedhmsaf the probability of
wanderingncreases. An SVM classifier is used to determine if the current wandering

behaviour is normal or abnormal. If the user is considered to be wandering by the system,
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then notifications are given to the user to deterifniney are okay, this allows for the
reductionn false positives. If no response is given or they respond negatively, then the app
will attempt to direct the user to a safe zone. Alerts are also sent to caregivers in the form
of text messages and enpadyiding details of the individ@&PS location. Google voice

is also used to connect the caregiver to the wandering individual and placing them on speed

dial to establish communication.

2.4.4. Remote Health Monitoring

Remote health monitoring revolves arotimed concept of an operator reacting to an
abnormal situation in real time without the need to be present at the §it8&}idihis

is appealing to researchers and clinicians as it reduces the cost of operalimitidge t

the physical presence reqliet the site. It also provides an alternatbvéospital
monitoring and can facilgathe early discharge of patients who would otherwise have to
remain in hospital caf@36] Early detection of deterioration can be used to identify
potentialhospitalisations, whidan aid in reducing the number of unnecessaryahospit
admissions and allowsalthcare proéssionals to monitor more individuals with-long
term chronic illnesse&s a result, elderly patients are able to spend longer in their own
homes and maintain theidependencéy having the monitoring performed using

wearable electronic sensensartphaes,or smart homes.

Tiny sensor nodes placed on the human body for remote monitoring are used in a remote
monitoring application developed[b$7] The sensors were used for monitoring several
vital signs of the patients including ECGygex saturation and heart rate. Data is
transmitted wirelessly which is ct#iédy a central noda. PC control displays and
records the vital signs in wavefo@ensors were tiny in order to ensure they were
lightweight and not intrusive. This limitedtéry capacity therefore components and
processors were chosen to limit gnasgge.

The legal requirements for individuals to have access and control over their data collection
is noted by138] They give the elderly imidualthe abilityto control when they are being
monitored and who has access to the recortiedldy also note that the user experience

is important for the elderly person using their sy$temisbecauséesigning HCI for

the elderly is more difficult due to theigmitive decline, as well as the decline of their
vision and physical abiliti& gateway is installed into the home of the user, which retrieves
measurements from sensors. This data can be checked by the user pejme the
permissiotior it to be sento the cloud for storage and analysis.
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Data can be accessed by family oicaleprofessionsthrough a web application if the

data has been shared with them.

A framework for monitoring an [1B9%Mentali dual
health monitoring is used for monitoring sleep patterns, weight loss as part of depression
and weight ga due to inactivity. They note that monitoring behaviour is more complex
and dynamic than monitoring physical symptoms. Sensors for monitoring activity and
behaviour are placed on the body to form a personal area network. The datai$rom this
transmittedvirelessly to a healthcare professional. Monitoring includes vital sigys, act
levels and patient symptoms. This can inform on symjpiclondingsleep, appetite and

energy levelnformation transmitted to the healthcare professional is companstl aga
patient records and family records to determine the authenticityofpibenss displayed.

They note that the system requires family records in order to make a diagnosis and that
more works needs to be done to reduce any incorrect diagnosis.
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2.5.Summary

In this sectionwe observed the various PA types that have been momtpregious

studies, as well as human behavidhessensing layer was studiedthe different types

of deviceshatcan be used for AR and for studying behaviour are obs&evkmhled at

the processing layer dmalv the data collected isprecesse through the use of Sliding
Window and Bottom Up algorithms. We observed the various features that are extracted
from data collected from sensors in the form of Time and Domain featurege and
observedhe classification techniques that are applie@ texthact features. Finally, we
observed the applications of PAR in natural environments in the form of Lifelogging,
Assisted LivingRemote Health Monitorirapd Abnormality Alertdlany of the studies
discussed highlight the important of PAR studiempoove the QoL of the aging
population and those with chronic illnesses. Wearable and ambient sensors and the
implemeration of classification techniques in order to recognise activity aid in making

longterm monitoring of individuals much more feasible.
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Chapter lll: Framework for Investigation

of Activity Recognition in the Elderly

The main focus for investigation ¢@nshown below iRigure3-1. A range of activities

of daily living that carecategorised as dynamic, sedgatad transitional will be selected

for data collectionActivities within these categories can have varying degrees of
complexity in the motions and can be difficult to classify without an appropriate time
window in which the activity is performed. Engutihat we have the appropriateupet

of sensors is esg@l if we are to achieve a high accuracy rate from classification. Data will
be collected from the sensors and transmitted to a smartvph&hgetoottor storage

as participants perform theestéd activitie®ue to technological advancements made,
wearable devices contain a multitude of sensors such as accelerometer, gyroscope anc
ECG, which have all been increasingly observed in previous works for recognising various
activity types.

Raw dataollected from sensor signals, contains redundantatfomrthat is filtered out

in the preprocessing and processing phasegrbeessing involves the cleaning up of
the data and reducing the overall dimensions of theedigli@se are then dividedo
appropriate time windows. Feature extraction tigiegdomain or frequency domain
techniques are applied in order to produce a better and useful repres&atsitcation
methods will then be investigated using the extracted features io catiegdrise and
determine the activity types. Thesdlae evaluated using various statistics in order to

produce a measure of the clas@f@rerall performance.
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Figure 3-1 Proposedinvestigation Framework
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3.1. Background of Activity Recognition in theElderly

As most elderly people have a desire to spend as much time in their homes as possible, it
has become vital for AR to be conducted in home environments in ardentain a

sense of normality and tmprove the QoL of elderly individu§lglO] Chapter 2.4
discusses the different applications of AR research and how it is integrated into éndividuals
lives with good results reported by syea studie$21], [132] However, there are
limitationsas some studies @ the use of a questionngimesente to individuals to
complete in order tprovide dditional resolution to activity data. Other studies require
video cameras which can produce privacy concerns and are not[dddif&uad/ sensor
networks are an alternative to videantoring; howeverthis can produce irritability
amongst thelderlyas they do not want to continuously wear sensors all over their body.
[142] Body senor networks can also not bé-efbsctive due to theumberof sensors

and thetype of sensors that are siti[20] However, a single sensor system does not
provide enough contextual data to provide a high acpi#atcpur aim is to produce a
framework for ADLn the elderly that uses as few;dost sensoiss possible in order to

be unobstrusive and mitigatéatronfor the elderly people utilzing them.

3.2. Activity Type Identification

An elderlyp e r sabilitydt® perform ADL with minimal assistance is dicdtor into

their health and wellbeinthosetai't have begun to suffer wi
Parkinsonds or mobility issues can conti
applying healthcare monitoring and assistive inforfddd¢®onitoring he elderly in a

natural, homdased environment can provide continuous monitoring of individuals to
produce larger data sets, and also provides advantages over controlled environments as i
can alleviate pacy concerns that individuals may fed®&] Frequent exercise and PA

are some of the most important contributors to maingginian i ndi vi dual 06s
[146] Engaging in PA regularly by walking, jogging or performing sports activities can
reduce the risk of cardiovascular diseases, obesity and flidGgtes

The main objective &R is to recognize human activities that are performed frequently
on a daily basis in rdié¢ environmentslype, duration and intensitiyaobroad range of
activities are the focus of PAR assessmiitésnpting to achieva high accuracy in
recognition is challenging, as human activity is complex. Individuals can perform multiple
activities at once, and also have variations on how thkl/ peoiorm them[148]
Activities can also be ambiguous as they can belong to nypiéplef activity. Multiple

residents can also dwell within em&ironmentwhich adds additional challenges for
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smart home spaces as they need to recognize individiti@saeind activities performed

as a group.

It is also vital tadentify the typesf activity that will be performed during a study, and
categorise them appropriately. Sedentary activities are a common category found in studies
that involve activitiesich as sitting, lying dowmatching T\or any activity that does not

require a gréaeal of movemeiit49] Transitional activities caricate the ability of an
individual s movement citeg, dlas beéntsyggesteishatmo b
these movements become more digtla€l] Transitions occur wheniadividual moves

between two separate states, for example standing to sittiticngnid lyingTransitional

activities are usually ignored in studies due to the low appearance and short duration in
comparison to other activitig®] Other forms of activity can require a greagrestof
locomotion or movement from the individual performing them. These have been described
asdynamic activities, they involve activities such as walking, running afibtllidd1]

These activities can produce diffieslin classification due to the variability of how they

are performed between individuals.

Activities can also be visually observed through the use of a \addingethis allows
researchers to match the frames of a video recording to the daea §etrtethe wearable
sensor§l48] We can observe the sequence of poses an individual makes when performing
a complexactivity andcompare the poses against othet pac i pant 6 s act.
comparativerocess would allow us to understand why a compiaty antly produce a

poor accuracy from thiata collected using thearable sensors.

Selecting the appropriate length of an activity window can have an impaatonrdty
achieved by classifiers. An activity that is performed for a short duratohesaneahigh

failure rate if the window is too long, however if the window is too short the activity may
not be completely recordfib2], [153]The optimal window length will differ for each
activity. Walking could be performed cardusly using a longer window length, while a
standto-sit activity would only take a couple of seconds to complete, requiring a shorter
windowof around five seoals The number of data points in a windmvd the features
extracted from the setin be iorease by using a higher sampling rate; however, this
requires more memory, particularly for longer window I¢hg#js

The aim of the framework is to record activities that fall into the dynamic, sedentary and
transitional activity types to cover the different motions that a person may perform in the

home environmen®e will also take a videoasting of each activity ffermed, using a
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separate Samsung Galaxy S6, in order to match the poses in the frames of the video to the
data set collected in order to observe the individual variations of attempting an activity.
Window lengths will be determéh by the type of activityeing performed. Longer
duration activities will be recorded for longer periods such as 30 seconds or a minute,

shorter activities will be recorded in a 5s time frame.

3.3.Wearable Sensor anbata Collection Investigation

Identifyingthe feasible devicessensors is essentaltracking, monitoring and detecting

the three activity types. Existing technologies have proved that both wearable devices and
ambient sensors are widely used to monitor personal health status. Cohsideung t
targeted group are the elderly populations and their routines in dailyt Bi@btént

sensors or deviceaninvolvea greater deal of work in order to dephmy shall focus on
evaluating and identifying wearable devices or sensors. Sneagriygnémcluded in this
evaluation as they contain various sensors that can be used such as accelerometer and GP
but are also used to connect to wearable devices as they can connect via Bluetooth to a

smart phone application.

There are a wide range @anabld®A devices that can be used in assessing PA that has
become possible in research due to advances in wearable tecfitEBdpdasterns in

the signals from the raw acceleration data can be revealed for different activities, allowing
for the use of machine learning algorithms to classify activity. Several studies attempt to
classify their acttyitypedrom data collected in a laboratory setting and have structured
the activity with a set time and specific instrudi&®a$, [157]

Accelerometers have become popular for research due to their smallcsigealul ease

of integration into exiag sensor networks. They respond well to the frequency and
intensity of human movement and can provide useful features to be used for classification
of ADL or fall detectiorf143] However, accelerometaisne may not be sufficient to
provide the related information needed for an accurate classification. Therefore, other
studies employ the use of additional sensors such as gyrd&&8peqd159]
electrocardiogram (EC@60]and microphoneld 61]to improve the accuracy of their

models.

Smartphones are also popular for activity recognition studies due to their low cost and the
multiple sesors that can be on board the device. ddvantage to using smart phone
sensors to gather data, is the less obtrusive nature of it as you do not have to place multiple

devices on the boli62] However, a single smartphone device may not produce sufficient
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data in order to produce high accuracy of activity classification. Pairing the device with
other wearable sensors using Bluetooth focddgation would improve the capabditie
of the data collection network as the phone can act as a storage device until data can be

transferred over to a computer or server.

Sensors can be placed on multiple positions on the body to form a body semdgr netw
whichis practical for laibased stdies. However, in a hotbhased environment too many
sensors would be impractical for the participants involved and ensuring the position and
orientation of so many sensors would become difficult and could |gadlteasiations

and error$143] A singular wearable deviedjle simplifying the design of the apprpach
would also not provide sufficient informatdthe movements involved in an activity for
successi activity recognition to occlir63] Therefore using only a couple of sensors
placed on the body could provide improved accuracy for the data, while keeping the
numberof sensors used to a minimum to avoid ewtdls positioning and orientation.

The wist and waist are common positions that have been used for sensor placement in
several studi¢81] [164], [165]

Smart phones contamultiple sensors within them; however, they are only one device
with limited positioning options, usually inside a pocket of the participant. The downside
is that the smartphone is not fixed into position, and therefore its posit@reatation
variesas an activity is perform@@é6] A smartphone could also have its position changed
from the pockets to the hanbistween each activiiatively easilp order to improve

the accuragys a single location might not be optimally suited for collecting certain activity
movemerd [167] Participants may also forget to pick up a smartphone and piace

the correct position and orientation resulting in no data being collectdd2} all

The sampling rate of the sensors used can determine the accuracy achieved in AR. A high
sampling rate can lead to a better accunawever this results in a higher energy
consumption by the devidae to the increagéransmission raf@68] A lower sampling

rate can produce lower accuraciaes tassified datatsevhile prolonging the lifespan of

the devicd169] Activities themselves can fagly complex, as rasult the optimum

sampling rate can vary depending on the activity being performed. It can also vary
depending on the positioning of the device used in the §t#0ity

We will focus on usage of accelerometers and gyosmope wearablessors and aim
to use multiple devices placed in different regions of the batitdaollection. We will

use twdhimmer3 IMU deviséisplayed ifigure3-2, which is a low cost wearable sensor
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that contains both accelerometed gyroscopg$71] One device will be placed on the
wristand the other on the waist in order to collect sufficient data without the system being
too cumbersome for the participafhe sampling rate of both sensorshwbe set to
204.80Hz in order to acquire enough data, particularly for complex activities, in order to
improve the accuracy of implemented classii&amsung Galaxy S6 android phone will

also be deployed to use foradedllection, as it provides arate solution for the data
collected and is also cheap and portable. It will connect to the wearable Shimmer sensors
attached to the body of a participant using Bluetooth and has an android application
installed that carelused to configure the shimmarices and control them.

Figure 3-2: Shimmer3 IMU Device
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3.4.Data Processing hvestigation

In order to recognise specific human activities from a data set effectivies tiatze
segmented into smallendows to separate the various activity types occurring in a single
data strearjb9] Sliding window is a popular technique for segmenting data; however, the
biggest challenge with the method is due to its optimization of the window size. If the
window is too smalihen key information of the activity can be lost, however, if it is too
lage multiple activities could be added into a single window producing additional noise
and resulting in a misclassificatidpplying a window overlap can lead to improved
accuracyluring classificatige3] however increasing the size of this overlap can lead to

more resources being demanded.

Selecting the appropriate features to extramtdrdata set is important for achieving a
good accuracy when applying dlassi Feature extraction techniques help reduce the
dimensionality of thelata setbefore classification begins. Tuoeain features are
typically extracted from acceleratiom datmost studigg6], [83], [172]Time domain
features can be easiitracted from acceleration data in-tiezé and are simple to
processsavig time, hence the popularity. However, time domain features are not able to
fully express the states of motion of an activity accUigly77]Frequency domain
features can also be extractethfazceleration data sets. Frequency domain features can
produce differentiation between activities with simple patterns and those with complex
ones leading to improved recognif¢8] Frequency domain features, however, do require
the transformation from time to frequency domain which, can increase computation time
of system$173] Choosing appropriate features is essential fewviaghhigh accuracies

when classifying data from accelerometers.

Selecting the appropriate classifier for further investigation is important esitsaetnha
advantages andltationsANN s area popular supervised learning classification method
asican be applied to various forms of challenging pattern recdd@dibit is necessary

to produce a reasonabligta setor training and testing purposes of a neural network, as
the algorithm requires thédmmation in order to learn and begin to distinguish activities
from each othgd 75] While neural netwks are powerful for function approximation and
data fitting, they also suffer with the problem of overfitting where the training sample fits
extremely well with theadel reducing the generalization capability of the network when

trying to predicf118]

Decision tees are often adopted in studies duddin low complexity and ability to
interpret[176] They are flexible in their decisioaking as one can clseathe different
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subsets of features at the interndkesm order to choose a featsigset optimalfjL21]
However, there ih¢ potential for overlap within a DT when the number of classes is
large. This can in@ge the search time and memory space requirements. Errors can also
accumulate as the tree moves throughout each level, particularly in fifgesigaag

the optinal tree can be difficult as itxformance relies on the design.

SVMs are a supervisdehrning type of classifier, which have proven popular over recent
years and have been successfully applied to many AR1€18{idwey arable to support
classification as well as regression tasks and can manage multiplgl22fi€lolepared

to neural networks they perform better at not over gjeaeg larger data sets, scale well
to high dimensions and can train data relativaly ldawever, in order to run optimally
they require a good kernel function, which adds additional complexitgheiwer

counterpart§l24]

Choosing the rigtdlassifier is important, which is why we will focus on inviestityat

three classifiersstussed above, ANN, DT and SVM. We will choose time and frequency
domain features to be extracted from the activity data we collect using wearable
accelerometers we discussed in the prior section. An appropriate overlap and segmenting
technique such alding window will be applied during thepcessing phase in order

to match the time windows from each sensor. We will evaluate the performance of the
classiers used and compare the results from each sensor using various statistical

measurements wononly used in performance evaluation of classifiers.
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3.5.Summary

We have presented a framework for the investigation of activity recognaabivifms

of daily living.The importance of selecting appropriate activities was considered with
activity duation, type and complexity being a foesrecognise the complexity that may
come with some activities due to the movements involved andapatabtguity due to

how individuals perform thenThe types of sensors that can be used to capture activity
data vereconsidered, with multiple wearable accelerometers being a focus for future work.
We also considered the importance of optimally pasitiand orientating the sensors in
order to collect data as well as the effect of a high or low sampling i@ discussed
preprocessing steps of overlapping and sliding window, the types of features we will
extract, and a brief discussion of ANMMSand DT classifiers. This knowledge forms

our investigative framework, which will be applied to an investigatlassification

techniques.
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Chapter IV: Conceptual Data Collection
Investigation for Activities of Daily
Living

The application of weataland ambient devices for PAR is well documented in literature
with many studies seeking to provide a newod@tigy for PAR.

The layers displayedRigure4-1 arefundamental in approaching a PAR methodology.
Wearable sensing devices typically contain accelerometers, gyroscopes, magnetometer:
altimeters, GPS and ECG. This allowsdatth monitoring (weight, blood pressure, heart

rate), activity tracking (walkingnning, sleeping, falling), and location monitoring. Data
collected from sensors is transmitted via Bluetooth-&f Wia corresponding device

such as a smart phone daptop. The data stored on these devices is thenopessed

using a Sliding Wdow or Sliding Window and Bottom Up algorithm in order to break
down the data into appropriate time windows.

Feature extraction methods can be applied to extract keysféatmrelata signals to
produce an enhanced representation of an activity. Tinsnd@atures (Min, Max,
Average, Standard Deviation) or frequency domain features (Spectral Energy, Entropy,
Magnitude) using FFT can be extracted from the data. Classifitettiods are then
applied to the extracted features for training and testomgemnto recognise and classify
activities. An application layer can provide more context of the classified data for the user,
such as a caregiver. This allows them tadbisith the person being monitored in order

for them to receive PA results obwalerted should an abnormality occur.

This chapter presents a early concept to our approach for data collection of ADL along

with data prgorocessing and feature extracteminiques selected.
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Figure 4-1 Layered procedures in PAR
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4.1.Data Collection

Healthy participants under the age of 50, with no diaghibBid Cognitive Impairment,

or other mental illnesses or any si§nsemory loss were used to collect data from fifteen
activities of daily livinBata was collected using two accelerometers, which were on board
two Shimmer3 IMU devices. The six participants wore a shimmer device on the wrist and
on the waist as shownhigure4-2 below. The sampling rate of the accelerometers was
set to 204.80Hz on both devices. Data was then transmitted via Bluetooth to a Samsung
Galaxy S6, which was running an android application called Multi Shimmer Sync
Evabliation as shown Figure4-3 below.

This application connects the phone to the corresponding Shimmer devices, allowing for
the collection of data from multiple units. Data can be sttemmdelogged using the
application, with da being stored on the phone. The Shimmer devices can also be
configured using the application.

The machine learning process fofoeessing, feature extraction and processing of the
raw sensor data can bewshonFigure4-4.

Figure 4-2: Shimmer Sensor Placement
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Figure 4-3: Multi Shimmer Syncd From top left, Home Page, Control Page, Configuration Page

and Binary Log

Figure 4-4: Machine learning approach to PA recognition using wearable sensors

Fifteen activitiesvere performed by the six participants. These were split into three
categories, Dynamic, Sedentary and Transitionabhanoe seen ihable4-1 below.
Sedetary activities were recording in one sitting, for a total of 1 minute. Transitional
activities where reed 10 times each with each activity takihg 8econds. Walking
wasrecorded 3 times, with a participant walking up and down the room takeun@6 se

to complete. Walking up and down stairs were recorded 5 times each taking approximately
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