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Abstract
The increasing availability of 3D-imaging technology provides new opportunities for measuring morphology. Photogram-
metry enables easy 3D-data acquisition compared to conventional methods and here we assess its accuracy for measuring 
the size of deer antlers, a complex morphological structure. Using a proprietary�photogrammetry software, we generated 
3D images of antlers for 92 individuals from 29 species of cervids that vary widely in antler size and shape and used these 
to measure antler volume. By repeating the process, we found that the relative error averaged 8.5% of object size. Errors in 
converting arbitrary voxel units into real volumetric units accounted for 70% of the measurement variance and can therefore 
be reduced by replicating the conversion. We applied the method to clay models of known volume and found no indication of 
bias. The estimation was robust against variation in imaging device, distance and operator, but approximately 40 images per 
specimen were necessary to achieve good precision. We used the method to show that conventional measures of main-beam 
length are relatively poor estimators of antler volume. Using loose antlers of known weight, we also showed that the volume 
may be a relatively poor predictor of antler weight due to variation in bone density across species. We conclude that photo-
grammetry can be an e�cient and accurate tool for measuring antlers, and likely many other complex morphological traits.

Keywords Antler�· Cervidae�· Measurement error�· Morphometry�· Phenomics�· 3D photogrammetry

Introduction

The past decades have seen progress in morphometrics 
and "phenomics" due to advances in multivariate and high-
dimensional statistics, computer-based reconstruction, visu-
alization, and data storage, and in increased awareness of 
scaling, transformation and measurement errors (Bookstein 
1991; Richtsmeier et�al. 2005; Mitteroecker and Gunz 2009; 
Houle et�al. 2010,�2011; Lawing and Polly 2010; Zelditch 
et�al. 2012). Increasing availability of 3D-imaging technol-
ogy has facilitated the study of morphological traits poorly 
represented by 2D data (Cardini 2014; Buser et�al. 2018), 
but most current 3D technology, including micro-computer 
tomography and microscribes, are expensive, time consum-
ing, and cumbersome to use.

Photogrammetry is a cheap and simple method to obtain 3D 
data from sets of 2D digital photographs (Falkingham 2012; 
Katz and Friess 2014). It has been successfully used to esti-
mating body size in the �eld for a variety of species (Breuer 
et�al. 2007; Waite et�al. 2007; Chiari et�al. 2008; de Bruyn 
et�al. 2009; Postma et�al. 2015; Beltran et�al. 2018; see also 
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Christiansen et�al. 2019) or shape of marine colonial organ-
isms (Lavy et�al. 2015; Gutierrez-Heredia et�al. 2016; Roth 
et�al. 2019). Under lab conditions, photogrammetry has proved 
as accurate as manual measurements in generating landmark-
based 3D morphometric data from skulls of small mammals 
(Munoz-Munoz et�al. 2016; Giacomini et�al. 2019). In this 
study, we evaluate its utility for measuring the size of deer ant-
lers, a morphologically complex and variable structure that is 
di�cult to measure consistently with conventional techniques.

Cervid antlers have long been of interest to biologists (Hux-
ley 1931; Geist 1998; Emlen 2008). They have been used in 
debates about orthogenesis and heterochrony (e.g. Simpson 
1953; Gould 1977), allometry (Huxley 1931, 1932; Gould 
1973, 1974; Lemaître et�al. 2014; Ceacero 2016), sexual selec-
tion (Clutton-Brock et�al. 1980; Pélabon and Joly 2000; Plard 
et�al. 2011; Bartoszek et�al. 2012; Holman and Bro-Jørgensen 
2016), quantitative genetics in the wild (Kruuk et�al. 2002), 
growth and regeneration (Moen et�al. 1999; Price and Allen 
2004) and to assess stress and condition (Lagesen and Folstad 
1998; Pélabon and van Breukelen 1998; Kruuk et�al. 2003; 
Mysterud et�al. 2005; Mills and Peterson 2013). These studies 
have used a variety of antler measurements including antler 
span or height, length of the main-beam, the number of tines, 
as well as weight and volume. These measures vary widely in 
accuracy and biological meaning, and they are often chosen 
more for convenience than from principled argument as to 
their theoretical relevance or statistical properties.

Here we assess the accuracy of antler volume estimates 
obtained from photogrammetry by repeated measures and clay 
models of known volume. We then explore the relationship 
between antler length, volume, and mass across antlers of dif-
ferent size and shape.

Theory: Quantifying Measurement Error

Measurement error is the deviation of a measurement from 
the true value of the measured entity and consists of two com-
ponents, bias and imprecision, corresponding to systematic 
and random di�erences between the measured and true val-
ues. These combine into an overall inaccuracy, which is most 
conveniently assessed as the expected squared deviation of the 
measurement from the true value. Formally we may quantify 
these entities as follows:

���������� � �
�
� � � � � � �

�

����������� � ��� � � � �
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where m is the measurement or statistics in question, x is the 
true value, and E and Var denote expectation and variance. 
These entities combine additively as

Note that a precise estimate may be inaccurate if 
biased, and that an unbiased estimate may be inaccurate 
if imprecise.

The imprecision of a measurement procedure can be 
evaluated by use of repeated measures. Assuming we have 
taken two independent repeated measurements of the same 
entity, the measurement variance can be estimated as half 
the variance of the di�erence between the two measure-
ments m1 and m2 as:

The measurement variance �2
m is the entity that is 

normally used to correct for measurement imprecision in 
statistical models (e.g. Fuller 1987; Buonaccorsi 2010; 
Hansen and Bartoszek 2012; Morrissey 2016; Ponzi et�al. 
2018).

Imprecision can also be scored as a relative error

where �  is the average over the two repeated measurements. 
The expected relative error is a numerically intuitive meas-
ure of imprecision, but can not be combined additively with 
bias as above. Assuming normally distributed and homo-
scedastic errors, the expected relative error is approximately 
related to the measurement variance as

Biologists often express precision as a repeatability, 
also known as the intraclass correlation coe�cient, which 
in our notation would be 1 – �2

m/� 2, where �2 is the total 
variance of the sample (e.g. Wolak et�al. 2012). Because 
they depend on the variance of the speci�c sample, repeat-
abilities cannot be used as general measures of the impre-
cision of a measurement procedure. They are strictly meas-
ures of the relative impact of measurement imprecision in 
a speci�c analysis.

When measurements of di�erent traits are taken from 
the same photogrammetry object, their errors may be cor-
related, and this needs to be taken into account in assessing 
the measurement variance of sums, averages or di�erences 
between traits. Just as measurement variance can be com-
puted from repeated measures of the same specimen, the 
measurement covariance can be computed as
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where m1 and n1 are measures of the two traits from the �rst 
object, and m2 and n2 are measures from the second object 
assumed to be independent from the �rst ones.

In contrast to precision, bias can not be assessed with 
repeated measures. Estimation of bias, and thereby accu-
racy, requires information about the true value, which is 
rarely available. In practice bias may be studied by com-
parison of distinct methods of measurement, which yields 
the bias of one method relative to another. For example, 
the bias of a new method may be assessed by comparison 
to a known well-verified procedure.

Materials and�Methods

Samples and�Skull Measurements

The specimens used in this study are stored at the fol-
lowing museums/institutions: the American Museum of 
Natural History, New York, USA (AMNH), the National 
Museum of Natural History, Washington D.C., USA 
(NMNH), the Natural History Museum, London, UK 
(NHMUK), the Natural History Museum, Vienna, Aus-
tria (NHMW), the Swedish Museum of Natural History, 
Stockholm, Sweden (NHRM), and University of Oslo 
(UiO). We evaluated the age of specimens by the degree 
of tooth wear at the upper molars following Brown and 
Chapman (1990), and only prime-aged adult males were 
included.

Our main data set is based on 92 skulls across 29 spe-
cies. Species were assigned to one of three antler shape 
categories as follows; "palmated" for Dama dama and 
Alces alces, "bifurcated" for Blastocerus dichotomus, 
Elaphurus davidianus, Rucervus schomburgki and Ozo-
toceros bezoarticus, and "main-beamed" for the rest 
(see Table�S1 for the list of specimens). The main-beam 
lengths of left and right antlers were measured with meas-
uring tape on all specimens by one investigator (MT) to 
the nearest millimeter along the outer curve from the 
margin of the burr to the tip of the longest tine. Repeated 
measures of beam length were made on a subset of 47 
specimens with at least 1 day between the measurements.

To analyze the relationship between the estimated vol-
ume and physical estimates of weight we used 71 loose 
antlers from 14 species. These antlers were either natu-
rally shed or sawed off at the burr (see Table�S1 for the 
list of specimens). Each antler was weighted to the nearest 
gram using a digital balance.

� � �
���

�
� � � � � � � � � � �

�

�
�

Imaging

We used the educational license of RECAP PHOTO® 
(Autodesk Inc. 2017) to conduct image processing. The 
educational license was free of charge as of 1st October 
2019. For our standard protocol, two-dimensional digital 
images were obtained with a 20.2 megapixels Canon G7X 
camera equipped with 8.8–36.8�mm focal length and maxi-
mum aperture of f/1.8–2.8 lens at optical settings suitable 
for local light conditions and with minimum zoom. Each 
skull was placed at the center of a table covered by a dark 
grey �eece cloth to avoid damaging the skull and to mini-
mize light re�ection. We placed three 10 × 30�mm paper 
scales on the specimen: one on the skull between the two 
pedicels, and one each on the right and left main-beam just 
above the burr (Fig.�1a).

Because Beltran et� al. (2018) found that a lack of 
images from the ventral side could bias photogrammetry 
estimates of body size, we elevated the antlers from the 
table by two transparent plastic boxes to obtain images 
from the ventral side of the antlers. The photographer 
moved around the skull while taking photographs at regu-
lar intervals: one set of photos was taken with a diagonally 
downward view to the skull, and another from a horizontal 
view. In total, approximately 50 photographs were taken 
per specimen (Fig.�1). The distance between the camera 
and the skull was kept roughly constant while ensuring 
that the complete skull was visible on each picture. For 
each specimen, two complete sets of photographs were 
obtained from two sessions separated by at least 1 day. 
During each session, we replicated every step of the pro-
tocol: placing the skull on the table and on the transparent 
boxes, placing the scale bars, and photographing. These 
repeated measurements resulted in a total of 184 photosets 
(i.e. two repeated sets for all 92 specimens). Three observ-
ers (CS, MG, MT) took the photographs, but since there 
were no evidence of an observer e�ect (see Supplementary 
Material), we pooled all data.

Each set of images was uploaded to the cloud server of 
RECAP PHOTO® to create 3D photogrammetry objects. 
Using the software, we removed all parts of the object 
except the antlers (i.e. we removed the background and the 
skull) and saved the left and the right antler as separate 
objects. We �lled the holes created by removed parts with 
�at surface, and we removed isolated particles and mesh 
intersections with the built-in algorithm of the program. 
Subsequently, we scaled the object using the paper scales 
at the root of the main beam, and we measured the volume 
of each separate antler in cubic millimeters  (mm3). In 17 
cases, we used the paper scales placed on the skull because 
the antlers were too small to support the scale. All image 
processing was performed by MT.

Evolutionary Biology (2020) 47:175…186 177



Measuring Imprecision and�Bias

We examined four sources of imprecision in our protocol: (1) 
taking photos, (2) image rendering, (3) image processing and 
(4) scaling. To evaluate the magnitude of error from each of 
these, we repeatedly measured 3D objects constructed from 
independent photosets, independent rendering, independent 
image processing, and independent scaling. Because volume 
can only be obtained after image processing and scaling are 
performed, we retrospectively estimated the error variance 
related to each of these sources by subtracting the variances 
in downstream steps from the overall measurement variance 
assuming additivity. During the process we realized that the 
relative error associated with rendering and image process-
ing were substantially smaller than those due to scaling. We 
thus evaluated errors for a subset of n =  69 specimens�for 
rendering and n =  21 specimens�for image processing. In 
addition, the 17 specimens that were too small to support 
scale bars on their antlers were not repeatedly measured with 
respect to scaling.

To evaluate the in�uence of imaging devices�and imag-
ing�conditions we examined the e�ect of (i) the digital 
camera used for photography, (ii) the number of photos 
taken to construct an object, and (iii) the distance between 
the specimen and the camera. Our control protocol used 60 

photos taken by a G7X camera from a standard distance 
(i.e. the nearest distance from which the entire specimen 
could be photographed). We tested two additional photo-
graphing devices: an 8.4 megapixels Panasonic DMC-LX1 
camera equipped with 34–136�mm focal length and maxi-
mum aperture of f/2.8–4.9 lens and an iPhone 6 equipped 
with an 8 megapixels camera with maximum aperture 
of f/2.2 lens. To evaluate the e�ect of distance from the 
camera to the object, we took 60 photos using the G7X 
camera from twice the standard distance. To investigate 
the e�ect of the�number of photos, we took independent 
photosets with 20, 30, 40, 50, or 60 photographs by the 
G7X camera from both standard and twice the standard 
distance. Altogether, 14 alternative photographing settings 
were applied to a subset of samples (i.e. 9 specimens at 
the University of Oslo), generating a total of 126 photo-
grammetry objects. All photosets in this experiment were 
taken by MT.

To assess bias, we tested the procedure on clay models 
of known volume. Using modeling dough with a density of 
1.2�g�ml�1 , we constructed 10 di�erently-sized models of 
single-beamed and bifurcated antlers. With a digital bal-
ance, we prepared blocks of 100–1000�g of dough by steps 
of 100�g, and built antler models with them. The models 
were then mounted, photographed, rendered and measured 
by one observer (MT) with the same protocol as used for 
the real antlers. We used 40 photos for each clay model.

Fig. 1  Illustration of the setup 
of the photogrammetry pro-
tocol. a Photography needs to 
include the entire structure of 
interest, b scales are placed on 
the object, c antlers are lifted 
from the table using plastic 
boxes to enable photography 
from the ventral side, d a 3D 
model of the Schomburk’s 
deer Rucervus schomburgki 
(NHMUK 59.4847), a species 
that is now extinct, created from 
49 photographs. The pyramid 
icons show the location from 
which photographs were taken

Evolutionary Biology (2020) 47:175…186178



Statistics

To investigate the relationship between volume esti-
mated from photogrammetry with manual measures of 
main-beam length, we used a repeated-measures model 
with log beam length and antler shape (palmated, bifur-
cated, main-beamed) as fixed predictors, and specimen 
as a random factor to account for the non-independence 
of the�measurements on two antlers from the same speci-
men, using the model "log(antler volume) ~ log(main-beam 
length) +  shape +  (1|specimen)" in lme4, version 2.1.21 
(Bates et�al. 2015).

To assess the relationship between volume and weight 
of the loose antlers, we did simple regression on the full 
data set, and an ancova with species as a factor in a subset 
of 50 antlers from 6 species with at least �ve observations. 
All analyses were performed using R version 3.6.0 (R Core 
Team 2019), and uncertainties are reported as standard 
errors unless otherwise speci�ed.

Results

Processing Time

Photographing a specimen took up to 10�min. After upload-
ing the photos to the cloud server, the rendering process took 
between 2 to 6�h, depending on the number of photos in the 
set and the server status. There is no need to monitor the 
rendering process and multiple photosets can be processed 
in parallel. Manual image processing of a raw photogram-
metry object took between 5 and 20�min. In total, it took up 
to 30�min of active work to obtain a volume estimate for a 
set of left and right antlers from a single specimen.

Measurement Error

The relative error for a single antler, including all sources 
of error, averaged 8.45 ± 0.48% (median: 7.14%), and bifur-
cated, main-beamed, and palmated antlers had average 
relative error of 9.3 ±  1.1%, 8.6 ± 0.6%, and 6.7 ± 1.3%, 
respectively (Fig.�2). The measurement errors appeared 
homoscedastic on log scale and the overall measurement 
variance on this scale was �2

m = 0.0056 log(mm3)2. Decom-
position into di�erent sources of error indicated that image 
processing had negligible in�uence (Fig.�3). The measure-
ment error mainly arose from error in scaling (70% of the 
total � 2

m), followed by error in taking photos (~ 19% of the 
total � 2

m) and rendering (~ 9% of the total �2m). In calcu-
lating these proportions, we excluded six outliers on the 
replication of rendering +  scaling +  processing as shown 

in Fig.�3. These outliers were from three specimens (Axis 
axis; NHMW 20995, Elaphurus davidianus; NHMV 38106, 
Mazama americana; NHMW 3750) with a poor contrast 
between the skull and the scale bar.

The dependency of the error on scaling implies that there 
will be measurement covariance between any two measures 
taken on the same object. For example, the measurement 
covariance between the log volumes of the left and the right 
antler in our data was 0.0041 log(mm3)2 giving a correlation 
of 0.72 (Fig. S2).

The estimated volumes for the twenty clay models were 
on average 1.8 ± 1.2% smaller than the true volumes (Fig.�4). 
This is about the magnitude one would expect if the method 
was unbiased. If the measurements, m, are unbiased, homo-
scedastic and normally distributed then

where x is the true value, �2m is the measurement variance, 
and n is the sample size. Assuming the measurements from 
the clay models have the same variance on log scale as we 
estimated for the real antlers, we can �t in �2

m =  0.0056 
log(mm3)2 and n =  20 to obtain an expected deviation of 
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Fig. 2  Relative error of antler volume in relation to size and shape. 
Symbols represent di�erent shape categories; asterisk: palmated, 
circle: main-beamed, triangle: bifurcated. The ANCOVA with rela-
tive error as response variable and size and shape as predictors gave 
intercepts (evaluated at the grand mean of log antler volume) of 
9.3 ± 1.1%, 8.6 ± 0.6%, 6.7 ± 1.3% for bifurcated, main-beamed and 
palmated antlers, respectively. The common slope on log antler vol-
ume was � 0.27 ± 0.30. The model explained less than 2% of the vari-
ance
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1.3% between the mean of the measurements and the true 
value.

The E�ect of�Photography Protocols

The precision of the method depends on the number of 
photos taken per object (Fig.�5a). With 20 pictures the ren-
dering always failed. With 30 pictures it generally worked, 
but the precision was poor with a mean relative error above 
10%. This decreased to 5–6% with 40, 50 or 60 pictures. 
The smaller relative error reported here compared to the full 
data set may re�ect the fact that this experiment was done 
on a subset of antlers photographed in one location only.

Increasing the distance to the object reduced precision. 
At twice the distance, 60 pictures were necessary to achieve 
a precision similar to that obtained with 40 pictures at the 
original distance. Hence, optimizing distance and number 
of pictures is important in developing an e�cient protocol. 
Generally, pictures should be taken at the closest distance 

from which the entire skull can be photographed. We found 
no e�ect of the camera type on the precision of the measure-
ments (Fig.�5b).

The Relationship Between Volume, Main-Beam 
Length and�Weight

Main-beam length explained 92% of the variance in ant-
ler volume on a log scale across the whole sample. Since 
the volumes in our data set range over three orders of 
magnitude this can be considered a poor �t. Most of the 
remaining variance was explained by antler shape and an 
interaction between shape and size (Fig.�6). In particular, 
palmated antlers, which are found mostly in large-bodied 
species, had a larger volume for a given beam length than 
other shapes.

The estimated volume of an antler was a crude predic-
tor of its weight across the sample of 71 loose antlers. The 
log–log regression was not isometric (slope = 0.91 ± 0.03), 
and log volume explained 91% of the variance in log weight. 
The remaining variance can be partially explained by dif-
ferences among species. Restricting the analysis to the six 
species with more than �ve observations and including spe-
cies as a factor explained 97% of the variance and produced 
a regression slope closer to isometry (slope = 0.95 ± 0.04, 
Fig.�7). Estimated species-specific antler densities (i.e. 
weight divided by volume) are reported in Table�1. The 
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Fig. 3  Comparison of magnitudes of measurement errors (relative 
error, %) from di�erent sources. Letters below each boxplot indi-
cate the components of error included at each level as follows; ph: 
photoset, r: rendering, s: scaling, pr: processing. The estimated total 
measurement variance in log volume was �2

m = 0.00560 log(mm3)2. 
Excluding six data points due to three specimens in the r + s + pr rep-
lication, which were likely due to a poor precision in scaling, the esti-
mated measurement variance due to all sources except taking photos 
was 0.00451 log(mm3)2. The measurement variances due to scaling 
and processing were 0.00392 log(mm3)2 and 0.00005 log(mm3)2, 
respectively. The boxes show the median with the 25% and 75% per-
centiles. Overlaid points are each repeated observation. The average 
relative errors of each category were: ph + r + s + pr: 8.45 ± 0.48% 
(n = 184), r + s + pr: 7.71% ± 0.50% (n = 132, and 8.52 ±  0.63%, 
n = 138, with outliers included), s: 6.73 ± 0.55% (n = 150), pr: 0.69 
± 0.11%, n = 42)
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Fig. 4  Estimated bias of 3D-photogrammetry volume measurements 
from clay models. Proportional di�erences between estimated and 
true volumes are plotted against the true model volume. Circles show 
main-beamed model antlers and triangles show bifurcated model ant-
lers. The solid line denotes no bias and the dashed lines are the means 
of the estimates for the two shapes
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total variance in density of 0.065  g2�ml�2  decomposes into 
82% among species and 18% within species. A considerable 
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of the bivariate relationship estimated from the model: log(antler 
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in a grey dashed line. Observations with fewer�than �ve observations 
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amount of the among-species variance was due to the low 
estimated density for Rucervus eldii. It is possible that some 
of the variation in density is due to age or circumstances of 
collection (which was not documented for this sample), and 
further studies are necessary to verify and identify causes of 
variation in antler density among species.

Discussion

We have shown that 3D photogrammetry provides unbiased 
and reasonably precise measurements of the volume of deer 
antlers. The method appears robust to variation in object 
size and shape if the photogrammetry is based on at least 
40 images taken at a close distance. The accuracy is compa-
rable with 3D photogrammetry of cubic (volume or mass) 
measurements in other studies (Table�2). The average rela-
tive error of 8.5% is not negligible in all contexts but should 
provide enough precision for most studies.

The decomposition of measurement errors into di�er-
ent sources revealed that most of the measurement variance 
(70%) was due to error in the scaling of the objects and 

Table 1  Antler density of 14 deer species

Species name, sample size (n), mean and standard deviation (SD) are 
presented

Species n Density (g  ml�1 )

Mean SD

Axis axis 10 1.61 0.110

Capreolus pygargus 4 1.36 0.160

Cervus elaphus 10 1.23 0.173

Cervus nippon 10 1.23 0.068

Dama dama 2 1.22 0.059

Dama mesopotamica 1 1.51 -

Elaphurus davidianus 10 1.64 0.073

Odocoileus hemionus 4 1.33 0.194

Odocoileus virginianus 4 1.55 0.151

Ozotoceros bezoarticus 2 1.41 0.004

Rangifer tarandus 5 1.43 0.117

Rucervus duvaucelii 2 1.64 0.009

Rucervus eldii 5 0.96 0.110

Rusa unicolor 2 1.51 0.062

Table 2  Summary of imprecision and bias in photogrammetry measurements in various trait and taxa

Imprecision are calculated from repeated measurements of the same subject and expressed as measurement variance (�2
m) in log of examined 

trait values and relative error as described in the main text. Bias is calculated as the mean proportional di�erence between photogrammetry 
measurements and manual measurements. Software used, taxa, trait, mean and standard error (SE) of imprecision and bias are presented with 
sample size in parentheses

“–” indicates that values are either not reported or could not be calculated from available data
a The original article is reported using the old brand name of RECAP (123D CATCH)

Study Software Taxa Measured trait (unit) Imprecision Bias

� 2
m Relative error

This study RECAP Deer Antler volume  (mm3) 0.0056 8.45 ± 0.48 (92)  �  1.81 ± 1.20 (20)

Beltran et�al. (2018) PhotoModeller Weddell seal Body mass (kg) 0.0024 5.66 ± 0.32 (168)  �  0.01 ± 0.74 (56)

Lavy et�al. (2015) RECAPa Coral/Sponge Colony volume  (cm3) – 5.70 ± 0.33 (6)  �  1.98 ± 3.77 (23)

Colony area  (cm2) – 1.35 ± 0.36 (6) 6.67 ± 5.20 (23)

Postma et�al. (2015) PhotoModeller Primate Body mass (kg) – – 32.0 ± 1.85 (7)

Ruminant Body mass (kg) – – 24.0 ± 0.75 (22)

Carnivore Body mass (kg) – – 11.8 ± 0.9 (16)

Hindgut fermenter Body mass (kg) – – 19.9 ± 0.63 (38)

Foregut fermenter Body mass (kg) – – 11.8 ± 1.13 (9)

Katz and Friess (2014) PhotoScan Human Parietal area  (mm2) – 0.32 (4) –

Human Nasal area  (mm2) – 4.48 (4) –

de Bruyn et�al. (2009) PhotoModeller Elephant seal Body mass (kg) – – 6.59 ± 0.21 (53)

Chiari et�al. (2008) PhotoModeller Giant tortoise Carapace length (mm) 0.0001 0.99 ± 0.15 (24) 2.21 ± 0.55 (24)

Waite et�al. (2007) PhotoModeller Steller sea lion Body mass (kg) – – 10.0 ± 0.56 (137)

Steller sea lion Body length (cm) – – 2.5 ± 0.02 (138)

Steller sea lion Axillary girth (cm) – – 4.0 ± 0.02 (137)

Sand seatrout Body mass (kg) – – 5.6 (30)

Guld manhaden Body mass (kg) – – 3.4 (32)

Chinese alligator Body mass (kg) – – 4.8 (18)
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