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Abstract– Living in the digital age has resulted in a data rich 

society where the ability to log every moment of our lives is 

now possible. This chronicle is known as a human digital 

memory and is a heterogeneous record of our lives, which 

grows alongside its human counterpart. Managing a lifetime of 

data results in these sets of big data growing to enormous 

proportions; as these records increase in size the problem of 

effectively managing them becomes more difficult. This paper 

explores the challenges of searching such big data sets of 

human digital memory data and posits a new approach that 

treats the searching of human digital memory data as a 

machine learning problem. 

Index Terms—Human Digital Memory; Lifelogging; 

Sensors; Big Data; Clustering; Machine Learning 

I. INTRODUCTION 

Time is physically irreversible. The unidirectionality of 

time is one of nature’s most fundamental laws and as long 

as the universe has existed governs all occurrences; there is 

no return to yesterday [1]. Although it is impossible to 

physically go back in time, mental time travel occurs every 

day. As stated by Tulving [1], “Time’s flow is irreversible. 

The singular exception is provided by the human ability to 

remember past happenings. When one thinks today about 

what one did yesterday, time’s arrow is bent into a loop. The 

rememberer has mentally travelled back into her past and 

thus violated the law of the irreversibility of the flow of time.” 

This unique ability resides within all of us and occurs on a 

daily basis, without hesitation. As such, human memory is 

considered to be the most basic and important operation of 

the brain, with very few cognitive processes (recognition, 

language, planning, etc.) being able to operate effectively 

without a contribution from it [2]. 

However, retaining every aspect of our lives, for example, 

how we felt or what we did on a specific day is virtually 

impossible. For example, a birthday party that occurred 

yesterday is typically remembered in greater detail than a 

similar event from twenty years ago. As people get older, 

the ability to remember information declines [3]. 

Nevertheless, recent advances in technology can alleviate 

this problem, to a certain extent. Devices are now capable 

of capturing every moment of daily life. As such, this has 

led to the phenomenon of ‘lifelogging,’ which refers to the 

process of automatically recording aspects of one’s life in 

digital form [4]. As described by Dodge and Kitchin [5], “A 

life-log is conceived as a form of pervasive computing 

consisting of a unified digital record of the totality of an 

individual’s experiences, captured multimodally through 

digital sensors and stored permanently as a personal 

multimedia archive”. Such extensive digital collections are 

often referred to as human digital memories (HDMs). As 

defined by Kelly [6], “A HDM is typically a combination of 

many types of media, audio, video and images”. These 

personal archives are constructed from a wide range of data 

sources, across various media types [7]. HDMs are now 

becoming a reality and reflecting upon those items has 

become an active part of people’s lives [8]. 

As such, HDMs are becoming richer in content. This is 

due to the consequences of leading an increasingly digital 

lifestyle, which results in copious amounts of information 

being generated. We are living in a data rich society, where 

the ability to generate and access a number of different data 

sources is possible. Any object, embedded with a sensor, 

can provide us with information. Through unique 

addressing schemes, these pervasive devices are able to 

interact with each other and cooperate with their neighbours, 

to reach common goals [9]. This revolution is known as the 

Internet of Things (IoT) and can be defined as “a worldwide 

network of uniquely addressable interconnected objects, 

based on shared communication protocols” [10]. These 

“smart objects” now fit seamlessly into our world, instead 

of forcing users to enter their environment, a concept first 

envisioned by Weiser [11]. As it becomes more socially 

acceptable to continually capture content, whether it is from 

a wearable camera or sensors, the pool of data that is being 

amassed is growing rapidly. According to IBM [12], “Every 

day, 2.5 quintillion bytes of data are created — so much that 

90% of the data in the world today has been created in the 

last two years alone. This data comes from everywhere: 

sensors used to gather climate information, posts to social 

media sites, digital pictures and videos, purchase 

transaction records, and cell phone GPS signals to name a 

few.” Using this data, an entire lifetime can be reconstructed, 

thus creating human digital memories of life experiences. 

A powerful source of information that is often used to 

generate and collect data comes from mobile devices. 

According to a recent report by Cisco [13], in 2012, global 

mobile data traffic grew by 70%, compared to 2011. In 2012, 

this type of traffic reached 885 petabytes per month and was 

nearly twelve times greater than the total global Internet 

traffic in 2000 (75 petabytes per month). Reiterating this 

growth in data is Intel’s  recent depiction of the exchange of 

data in a minute (see Fig. 1) [14]. 
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As it can be seen, the generation of data, even in a single 

minute, is staggering. With all of this data at our fingertips, 

searching such vast heterogeneous digital archives, in order 

to find specific moments in time, is a significant challenge. 

As more data is accumulated, the ability to manage it 

becomes harder. This interest has led to the task of 

managing, and using, human digital memories, over a 

lifetime, being declared a grand challenge in computing [15].  

This paper explores the challenges of searching such big 

data sets of HDM information and posits a new approach 

that treats the searching of HDM data as a machine learning 

problem. The preliminary results that have been achieved 

are interesting and illustrate how a user’s HDM information 

can be successfully searched without the need to define 

complex queries. 

II. BACKGROUND 

Research into capturing and creating human digital 

memories has received a great deal of attention, from 

researchers, over the last few decades. Since the Memex [16] 

in 1945, research into how aspects of our lives can be 

captured and organised, have been investigated. Over time, 

this vision of storing accumulated items has evolved into 

digitally capturing and storing information about ourselves 

and our environment. The culmination of this practise has 

been to lifelog, i.e. continually capture content with the aid 

of wearable systems. Lifelogging has many benefits, Sellen 

and Whittaker [17] summarize these as “the five Rs”: 

1. Recollecting (mentally re-living specific life 

experiences), 

2. Reminiscing (re-living past experiences for 

emotional or sentimental reasons, either individually 

or social in groups), 

3. Retrieving (recovering specific digital information 

we’ve encountered over the years, for example, 

documents, email, and Web pages), 

4. Reflecting (the reviewing of past experiences that 

may include examining patterns of about one’s 

behaviour over time), 

5. Remembering intentions (remembering prospective 

events in one’s life) 

Human digital memories are a digital representation of 

ourselves that evolve and grow alongside us and are seen as 

a window into our past. As technology advances and sensors 

become more prevalent, within our environment, the range 

of data that we have access to is increasing. This has led to 

HDMs becoming richer in content. However, as people 

collect more and more data there is a danger of “information 

overload” and inadvertently, significant mementos are 

being lost and forgotten.  

One such approach that explores the use of machine 

learning is PhotoTOC, proposed by Platt et al. [18]. This 

application is “A browser for personal digital photographs 

that uses a clustering algorithm to automatically generate a 

table of contents of a user’s personal photograph 

collection”. In this implementation, time-based clustering 

has been used to choose one photograph from a cluster, 

which is the most representative of that cluster. These 

photographs then provide an overview of the entire 

collection. While Harada et al. [19] developed a timeline 

browser for PDA’s that uses a time–based clustering 

algorithm to organise related photos together. Similarly, 

Harada et al.’s [19] algorithm has been based on previous 

work by Graham et al. [20] in which their original system 

uses the recursive way in which photographs are taken, in 

bursts, and represents this using a tree of clusters where 

photos are stored only at the leaf nodes [20]. 

Whilst these developments are interesting, in terms of 

organisation and the way in which data is retrieved, a 

memory is composed of much more information than just 

photographs. More data is required so that detailed human 

digital memories can be created. Information such as 

physiological changes, temperature, location, etc. would 

provide more context about such captured times. However, 

the inclusion of more data creates new challenges in terms 

of information retrieval. Creating such heterogeneous 

records requires sophisticated searching methods that can 

cope with retrieving a variety of data items. 

III. THE RESEARCH CHALLENGES OF SEARCHING A 

LIFETIME OF DATA 

The vision of the Memories for Life: managing 

information over a human lifetime grand challenge is to help 

people manage and use their digital memories across their 

entire lifetime [15]. Collecting data over this extensive 

period of time yields a phenomenal amount of information. 

When human digital memories are created this enormous 

amount of data needs to be intelligently searched and the 

associated information succinctly brought together. As 

stated by Ranpura [21], “Memories are rich because they 

are formed through associations. When we experience an 

event, our brains tie the sights, smells, sounds, and our own 

impressions together into a relationship. That relationship 

itself is the memory of the event”. Whilst humans can do this 

type of processing, subconsciously, in a matter of 

nanoseconds, creating these associations, digitally, poses a 

greater challenge. The complex and heterogeneous nature of 

a human digital memory means that the simple ranked 

retrieval of information is unlikely to support many of the 

user’s information searching tasks [22]. Furthermore, 

queries that require sophisticated interpretation need to be 

 

Fig. 1. Data Exchange In One Minute On The Internet [14] 
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efficiently handled [15]. For example, queries such as, 

“When have I spoken to Joe?” or “Find all of my happy 

memories?” requires an intelligent method of data analysis 

that enables multi–dimensional queries to be executed 

across a vast amount of data. Consequently, the system 

needs to learn about its user and understand their data. 

Machine learning techniques are seen as a way to 

overcome some of these challenge. Intelligent search, 

instead of keyword matching, and query answering is 

facilitated and provides a way to search data from 

distributed sources, irrespective of its format [23]. Using a 

matrix representation of the data, allows the searching of 

this information to be searched based on the similarities in 

a vector object. Consequently, a wider range of information 

can be included in the memory; the user is not limited by 

needing to have a pre-existing knowledge of the information. 

For example, structuring queries requires the user to define 

exactly what they are looking for and the location of this 

data. This approach is limited because as more data is 

amassed managing this information becomes harder. 

However, clustering enables this data to be explored without 

the user necessarily knowing what they are looking for; 

instead similar pieces of information are automatically 

retrieved. 

IV. EVALUATION 

In exploring this idea, this section presents the 

preliminary results that have been achieved from searching 

human digital memory data, using the well-known k-means 

clustering technique. K-means was chosen because of its 

simplicity, and because it is the most widely used clustering 

algorithm in practice, which has been used in a variety of 

application domains [24]–[26]. 

In order to demonstrate this idea, the user undertook a 

variety of activities, over seven days. This included lying 

down, sitting, standing, walking, running, ascending and 

descending stairs, vacuum cleaning and ironing. As a result, 

a sample of photographs, location, heart rate and data from 

three accelerometers, which were worn on the ankle, chest 

and hand have been collected. This information has been 

pre-processed and features have been extracted. The feature 

set comprises of a variety of features from the time, 

frequency and geographic domains, for example, mean, 

median, standard deviation, energy, entropy, peak 

frequency, and geographic mean, to name but a few.  

Using this set of features, the results from the k-means 

algorithm have been analysed. In order to explore this idea, 

the user first logs into the DigMem [27] system and chooses 

from a set of pre-defined questions (see Fig. 2) how they 

would like the system to query their data. Questions enable 

the user to gather more of an insight into their behaviours, 

without defining search queries. Using questions one and 

four as an example, these are used to explore times of high 

and low energy expenditure. In this instance, ‘high-energy’ 

activity refers to walking, running, ascending and 

descending stairs and vacuum cleaning, whilst ‘low-energy’ 

activities denotes lying down, sitting, standing and ironing. 

 
 

In order to demonstrate this idea, the first question that 

was selected was, “When have I been active?” Fig. 3 

illustrates these results. As it can be seen, two clearly 

defined clusters are present. Cluster 1 is composed of 45% 

of the data, whilst cluster 2 is 55%. As it can be seen, there 

is a clear divide in the data. This illustrates that the majority 

of the high-energy activities, which were being performed, 

had a higher irregular motion pattern, as the entropy levels 

are quite high. Entropy characterizes the consistency in an 

activity, and helps to differentiate between signals that have 

similar energy values but correspond to different activity 

patterns [28], [29]. As more energy is used, the activities 

become more repetitive in their frequency. In particular, it 

can be seen that there are three periods of time that exhibit 

particularly high energy but lower entropy levels. Therefore, 

less time was spent doing high-energy activities that 

involved a high repeated frequency, such as running, since 

a lesser portion of the data is in cluster 1.  

 

 

Fig. 3. K-means Analysis – When Was I Most Active? 

 

 
Fig. 2. DigMem Questions Web Page 
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Fig. 4. K-means Analysis – When Was I Least Active? 

The second question “When have I been the least active?” 

has also been asked. Fig. 4 illustrates the results from the 

question. As it can be seen, the range of energy has 

decreased. This illustrates that fewer intensive activities 

have been performed. Lower entropy also suggests that 

those activities were also repetitive in nature, such as sitting 

down. Cluster 1 is composed of 46% of the data, whilst 

cluster 2 is 54%. Since Cluster 1 has higher energy but lower 

entropy is can be deduced that during those times the user 

was walking, as this has a high repetitive frequency. 

As it can be seen, these preliminary results support the 

idea that clustering data is a viable method of searching 

HDM data. They clearly illustrate the periods of time that 

the user has spent being active and sedentary. A direct 

correlation between energy and entropy is also visible. 

Simply searching this data with specific queries, or 

keywords, is cumbersome and the potential for human-error 

to omit information in the search queries is greater. As 

demonstrated, unsupervised machine learning is able to 

treat the challenge of searching this data as a clustering 

problem and to retrieve information based on features. The 

user simply selects a query from a set of pre-defined 

questions and the clustering algorithm retrieves this 

information automatically, thus eliminating the need for the 

user to define their search criteria. 

By treating the searching of HDM data as a clustering 

problem removes the need to label the feature vectors. By 

letting the algorithm cluster similar pieces of data together, 

removes the need to have a pre-existing knowledge about 

the data. Furthermore, the system is not ‘learning’ about the 

user’s memories; therefore, testing and training sets are not 

required, as is the case in classification. Additionally, this 

method is beneficial as it overcomes the limitations of 

searching data with complex query languages, such as the 

SPARQL Protocol for RDF (SPARQL) [30]. SPARQL is a 

complicated language that relies on the user understanding 

the domain before queries can be constructed. If the user is 

unfamiliar with the underlying data, then finding 

information can almost be impossible. In addition, 

navigating SPARQL’s complex labyrinth of syntax is a 

difficult task entirely. However, by transforming the raw 

data into HDM vectors, and treating the searching of this 

data as a clustering problem eliminates the need to have a 

pre-existing knowledge of the dataset. Furthermore, these 

vectors can become extremely large, especially if a lifetime 

of data is being recorded. In spite of this, clustering 

algorithms are able to deal with these sets of big data quite 

easily. By transforming extremely large datasets, of raw 

data, into features enables the HDM vectors to be rich with 

information. The bigger the feature space is the more 

detailed a memory is.  

V. SUMMARY AND FUTURE WORK 

As more and more data is being generated, a great deal of 

information can be gathered about ourselves and the 

environment. This information can then be used to re-create 

any time throughout our lives. However, there is a danger 

of information overload. As we accumulate more data, the 

difficulty in managing it becomes apparent. For example, 

finding key moments in twenty years’ worth of data can 

seem almost impossible. Advanced searching techniques 

are required, which can find information with minimal user 

involvement. As posited in this paper, clustering techniques 

aim to address this challenge. Using pre-defined questions, 

the algorithms group data based on similarity. The user does 

not need to define their search criteria, thus limiting the 

possibility of overlooking data items. 

One limitation of the system is that the questions 

approach only considers data that is straightforward to 

measure (location, accelerometer and heartbeat). Machine 

learning algorithms can easily classify this type of data. 

Future work would consider expanding the range of 

questions so that photographic data could be queried, 

instead of being linked in at a later time. Executing such 

queries requires sophisticated interpretation, such as “Find 

a picture of me playing with Peter when he was a toddler” 

[15]. This type of query places considerable focus on 

computer vision and image understanding [31]–[33]. In 

order to execute this query, an innate understanding of who 

the people in the picture are and activity recognition are 

required. Incorporating this type of question is an exciting 

avenue for the research, as is the idea of allowing the user 

to create customised questions. This would enable the 

system to fully understand its user. 
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