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Introduction

General Considerations

Quantitative structure–activity relationships (QSARs) are mathematical models approximating the often complex relationships between chemical properties and biological activities of compounds. Common objectives of such models are (a) to allow prediction of biological activity of untested and sometimes yet unavailable compounds and (b) to extract clues of which chemical properties of compounds are likely determinants for their biological activities. It is convenient to distinguish between QSARs and SARs: QSARs are typically quantitative in nature, producing categorical or continuous prediction scales; SARs are qualitative in nature, often occurring in the form of structural alerts that include molecular substructures or fragment counts related to the presence or absence of biological activity.

In this article, we review QSARs. The most common techniques for establishing QSARs are based on regression analysis, neural nets, and classification approaches. Among the regression-based approaches, the methods of multiple linear regression (MLR) and partial least squares (PLS) regression are prime examples. Examples of classification methods involve, for example, discriminant analysis and decision trees. It is important to observe that classification is a central concept also in regression-based QSARs. A molecule that is not satisfactorily classified in a model—that is, it does not “fit” the model—should be handled with care, and the model’s predictions should be considered with some skepticism. Hence, methods and tools for classification are ubiquitous in QSARs, regardless of the final form of the “equation.”

QSARs are increasingly used by authorities, industries, and other institutions for assessing the risks of chemicals released to the environment (Anonymous 1995, 1999). An important reason for this is the increasing awareness that completing even the most basic biological testing of compounds of concern would take decades. Therefore, predictive models (PMs) such as QSARs are necessary for aiding in chemicals management because they may considerably reduce costs, avoid animal testing, and speed up managerial decisions. In addition, safety of new chemicals, often already in the preproduction phase, can be assessed via QSARs (Anonymous 1995, 1999; Wahlström 1988). This may guide the design of compounds with fewer unwanted side effects by optimizing their relevant properties. However, these potential benefits of QSARs can be fulfilled only if QSAR results are accepted at the regulatory level. The decision to accept a QSAR result relies on assessing the reliability and uncertainty of the predictions as well as assessing the applicable domain of a QSAR.

Analogy Models

The goal in any QSAR modeling is to obtain the mathematical expression that best portrays the relationship between chemistry and biology. To adequately describe the often complex nature of such phenomena, it is often necessary to use a battery of relevant and consistent chemical descriptors (Dunn 1989; Eriksson et al. 2001; Wold and Dunn 1983). The assumption, or expectation, is then that the factors governing the events in a biological test system are represented in the multitude of descriptors characterizing the compounds. In other words, within a series of compounds—in which biological activity is expressed via the same mechanism—it is anticipated that a small change in chemical structure will be accompanied by a proportionally small shift in biological activity, and that the set of descriptors will reveal these analogies. Hence, QSARs are sometimes referred to as analogy models (Eriksson et al. 2001; Wold and Dunn 1983).

Analogy models can be regarded as linearizations of the real, complicated SARs. Wold and Dunn (1983) have shown that such analogy models normally have local validity only, that is, can embrace only compounds with similar chemical and biological data. It is noted, however, that the substances must be disparate enough to cause some systematic change in biological activity.

The nature of the biological response variable under study has a strong impact on the degree of chemical diversity that can be accommodated by a QSAR model; that is, there is a trade-off between chemical diversity in the training set and complexity of the biological response variable (Wold and Dunn 1983; Eriksson et al. 2001). For an endpoint variable where measured data involve a specific and selective mechanism, it is expected that the resulting QSAR model cannot tolerate too much structural diversity in chemicals (Anonymous 1995, 1999). On the other hand, in less complicated cases, dealing with less “demanding” biological response variables, for example, acute toxicity of narcotics to aquatic organisms, QSAR models are usually possible for a much broader and more diverse set of chemical structures.

The Role of Pattern Recognition in QSARs

Pattern recognition (PARC) is often described as a procedure for formulating rules of classification (Albano et al. 1978; Wold et al. 1983) in multivariate data. PARC has been used in a wide variety of applications such as...
analytical chemistry, food research, and process monitoring in manufacturing. PARC methods are useful also in QSARs (Wold and Dunn 1983). Based on a set of given classes, each of which contains a number of observations (in QSARs, compounds) mapped by a multitude of variables, guidelines, and rules are developed that make it possible to classify new observations (compounds) as similar or dissimilar to the members of the existing classes.

Experience shows that nature often seems to organize itself in a clustered, rather discontinuous way. Inside a class or a cluster, the observations (compounds) are rather similar to each other, so if we know the class membership of an observation, we can potentially infer a great deal about it. The similarity among observations within each class is considerably greater than among observations of different classes. This is the basis for the principle of analogy. If we know that a compound is a hydrocarbon, for instance, we can confidently predict how the compound reacts or fails to react with various “reagents” because we know from experience that almost all hydrocarbons behave similarly, analogously, when subjected to various “treatments.”

It is therefore often practical to formulate a QSAR problem in terms of similarities and classes. One tries to find a battery of easily accessible properties (variables) that can be used to predict the class of an unknown observation (compound). One then infers that all observations within a class behave similarly and that there are no outliers or further subclustering endangering the foundation of the class model. Once such information is known, it is also possible to determine which among existing—perhaps competing—QSAR models will best accommodate a candidate chemical for which prediction of biological and environmental data is sought.

**Scope of Review**

The objective of this article is to review existing methods for assessing the reliability and uncertainty of QSARs, particularly regarding predictive power and applicability domain. In so doing, the objective is also to distill some indicators that can be used as acceptability criteria. In the section, “Conditions for Applicability and Validity of QSARs,” we outline basic conditions for the applicability of QSARs. In “Modeling Techniques” we review common modeling techniques in QSARs, with emphasis on regression-based methods. In “Assessing/Enhancing Model Reliability, Interpretability, and Predictive Power,” we describe various tools that aid the development and use of QSARs. In “Bayesian Methods for Reliability Testing,” we consider Bayesian approaches and their applicability in QSAR reliability assessment, and, last, in the “Discussion,” we provide concluding remarks with recommendations for acceptability criteria.

We make very clear that we are addressing important matters of QSARs from a statistical perspective. Thus, the main focus lies on discussing methods, procedures, and diagnostic tools—mostly statistical in nature—affecting us in developing statistically and informationally sound QSARs. However, this very strong emphasis on data analytical aspects of QSARs does not mean that we refrain entirely from touching upon related and important items that deal with, for example, compilation of chemical and biological data, configuration of data tables, and so forth. It should be emphasized, however, that we do not intend to delve deep into detailed and practical issues regarding procedures for gathering the necessary chemical, biological, and toxicologic data.

**Conditions for Applicability and Validity of QSARs**

**Homogeneity**

Any data analysis, including QSAR modeling, is based on an assumption of homogeneity and absence of influential outliers (Wold et al. 1993; Eriksson and Johansson 1996). This means that the investigated system, that is, series of compounds, must be in a similar “state”—have rather similar properties—throughout the investigation, and the mechanism of influence of X on Y must be the same. This, in turn, corresponds to having some limits on the variability and diversity of X and Y. These limits may be wide if the biological activity is unspecific (e.g., acute toxicity to fish for narcotic chemicals), or narrow if the biological endpoint involves a very specific mechanism of action (e.g., binding of substrates to the active site of an enzyme).

Hence, it is essential that the data analysis provide diagnostics about how well these assumptions indeed are fulfilled. Much of the recent progress in applied statistics has concerned diagnostics, and many of these diagnostics can be used also in QSAR modeling as discussed later.

In many cases, QSAR modeling in risk assessment involves large databases of clustered compounds. Here the term “clustered” corresponds to a data set in which several classes of chemical compounds are encountered. These classes may be partially overlapped, barely separated, or completely resolved in the chemical descriptor (X-) space and/or biological property (Y-) space of the compounds in question. To conduct proper QSAR modeling, it is important to understand the nature of the clustering that occurs.

The extent to which data are clustered will be a function of the compounds and descriptors chosen, and can be checked by simply plotting the data and/or model parameters. In the ideal case, compounds will have an even spread in such plots. Moreover, there should be no influential outliers or strong clustering. If there is strong clustering in the data, it is often not realistic to fit only one model. Such a model would be able to describe only systematic variation among the groups and would be unable to resolve what is happening within a group. We also note that, from a modeling point of view, too, severe clustering will violate the assumption of homogeneity; that is, if a data set is clustered with large separation between groups, it no longer has a homogeneous distribution.

Therefore, with selective and specific biological or environmental responses, and a strongly clustered data set—a chemical property space containing several dense regions (clusters) of compounds with empty space between—it is often appropriate to treat each cluster/class independently and make separate QSAR models for each homogeneous cluster (Andersson et al. 2000; Eriksson et al. 2000a).

However, with nonspecific responses, often resulting from measurement in aquatic environments and with less strong clustering in the chemical properties, that is, clusters that are partially overlapped or barely resolved from one another in chemical space, the approach is a bit more complicated. Although a single QSAR model is still conceivable, care must be exercised to assure all chemical classes are represented in the training set (Andersson et al. 2000; Eriksson et al. 2000a). Otherwise, there is an apparent risk that small clusters with few members will not be represented in the final training set.

**Representativity**

As should be apparent from the discussion above, the selection of the training set is crucially important in QSAR analysis. A representative selection of compounds that well span the chemical domain of interest should be included in this set. One way to accomplish a representative training set is through multivariate design (Wold et al. 1986). This methodology is also frequently used in medicinal chemistry and combinatorial approaches and is known as statistical molecular design (SMD). It results in a test series of compounds in which all major structural and chemical properties are systematically varied at the same time (Giraud et al. 2000; Linusson et al. 2000).

A point of some controversy is how to define the chemical space appropriately. This is not a trivial issue. Because it is often difficult to know beforehand exactly which type and combination of chemical descriptors will be found useful in the QSAR modeling, the general advice given is to include a broad and stable set of descriptors.

The ensuing data analysis will then reveal whether the data set contains groups, outliers, and so forth, and care must then be exercised to modify the data set accordingly. Moreover, QSAR practitioners are sometimes anxious regarding the consequences of forgetting to
include important chemical descriptors when compiling the initial set of descriptors. Frequently, however, this is not a big problem. If extra variables are added to the data set during the QSAR analysis, and if these are few compared with the total number of descriptors used, the structure of the training set in terms of its latent variables usually is little affected.

Moreover, it is important to understand the range of validity of the QSAR model-to-be, both in terms of the range of biological response data within which it will predict reliably, and also in terms of the type of chemical structure on which it is based. Diagnostic tools aiding us in the assessment of such model validity ranges are discussed.

Demands on the X-Data (Chemical Descriptors) and Y-Data (Biological Responses)

The intuitive belief of many environmental chemists and toxicologists is that measuring many variables provides more information about the chemical and biological properties of compounds than measuring just a few variables. Indeed, a rich description of chemical properties of compounds will facilitate the detection of groups (classes) of compounds with markedly different properties and help in unraveling chemical outliers. Outliers are compounds that do not fit a QSAR. It is important not to simply mechanically delete such compounds from a data set; rather, they should be analyzed carefully because their existence might lead to new, unexpected discoveries.

The compilation of data for use in QSARs requires consideration of some important aspects. First of all, because all our QSAR modeling efforts rest critically on the assumption of chemical similarity and biological homogeneity of compounds, we must analyze data that are rich enough to allow an adequate testing of this important assumption. This means that we must use chemical descriptors that are meaningful, interpretable, and reversible.

Descriptors that are often found useful in QSARs mirror fundamental physicochemical factors that in some way relate to the biological endpoint(s) under study. Examples of such molecular properties are hydrophobicity, steric and electronic properties, molecular weight, pK_a, and so forth. These descriptors provide valuable insight into plausible mechanistic properties. It is also desirable that the chemical description be reversible. It must be possible to convert model information into understandable chemical properties. For a deeper treatment of chemical descriptors and their use in QSARs, the reader is advised to consult the literature (e.g., Andersson et al. 2000; Cronin and Schultz 2003).

Furthermore, as emphasized by Cronin and Schultz (2003), knowledge about the biological data is essential in QSARs:

Reliable data are required to build reliable predictive models. In terms of biological activities, such data should ideally be measured by a single protocol, ideally even the same laboratory and by the same workers. High quality biological data will have lower experimental error associated with them. Biological data should ideally be from well standardized assays, with a clear and unambiguous endpoint.

The article of Cronin and Schultz (2003) also discusses in depth the importance of appreciating the quality of biological data and of knowing the uncertainty with which the biological data were measured.

Interestingly, QSAR analysis may involve modeling of more than one endpoint, that is, a matrix (Y) of several end points. This will lead to the determination of biological response profiles of compounds (Nendza and Müller 2000). Measurement of multivariate biological data leads to statistically beneficial properties of the QSAR and improved possibilities of exploring the biological similarity of the studied substances. The absence of outliers in multivariate biological data is a very valuable indication of homogeneity of the biological response profiles among the compounds (Eriksson et al. 2001, 2002).

The use of multiple endpoints is becoming increasingly widespread in QSARs, in both drug design and environmental sciences (Deneer et al. 1987, 1989; Nendza and Müller 2000; Sjöström et al. 1997; Verhaar et al. 1994). And, as discussed above, a multitude of chemical descriptors is often favorable and tends to stabilize the description of the chemical properties of the compounds.

Modeling Techniques

Multiple Linear Regression

MLR is the classical approach to regression problems in QSARs. MLR assumes the predictor variables, normally called X, to be mathematically independent (orthogonal). Mathematical independence means that the rank of X is K (the number of X-variables).

A limitation of MLR is the sensitivity to correlated descriptors. One practical workaround is to use long and lean data matrices—matrices where the number of compounds substantially exceeds the number of chemical descriptors—where interrelatedness among variables usually drops. It has been recommended that the ratio of compounds to variables should be at least 5 (Topliss and Edwards 1979). We note that one way to introduce orthogonality or near-orthogonality among the X-variables is through SMD.

MLR is satisfactorily applied in QSAR studies if the main problem of the selection of variables is faced and solved.

MLR is usually used to fit the regression model (Equation 1), which models a response variable, y, as a linear combination of the X-variables, with the coefficients b. The deviations between the data (y) and the model (Xb) are called residuals, and are denoted by e:

\[ y = Xb + e \]  

[1]

For many response variables (columns in the response matrix Y), regression normally forms one model for each of the M Y-variables, that is, M separate models.

If MLR is applied to data sets exhibiting collinearities among the X-variables, the calculated regression coefficients get unstable and their interpretability breaks down (Draper and Smith 1981; Lindgren 1994; Topliss and Edwards 1979). For example, certain coefficients may be much larger than expected, or they may even have the wrong sign (Eriksson et al. 1995; Lindgren 1994; Mullet 1976).

Another key feature of MLR is that it exhausts the X-matrix, that is, uses all (100%) of its variance (i.e., there will be no X-matrix error term in the regression model). Hence, it is assumed that the X-variables are exact and completely (100%) relevant for the modeling of Y.

Other Approaches

Multivariate projection methods such as principal component analysis (PCA), principal component regression (PCR), and PLS are other approaches that are increasingly used in QSAR analysis in the environmental sciences (Langer 1994; Sjöström et al. 1997; Tosato et al. 1992; Tysklind et al. 1995; Verhaar et al. 1994). These methods are particularly apt when the number of variables equals or exceeds the number of compounds. This is because projections to latent variables in multivariate space tend to become more distinct and stable as more variables are involved (Eriksson et al. 2001; Höskuldsson 1996; Lindgren 1994; Wold et al. 1993).

Geometrically, PCA, PCR, PLS, and similar methods can be seen as the projection of the observation points (compounds) in variable space down on an A-dimensional hyperplane. The positions of the observation points on this hyperplane are given by the scores, and the orientation of the plane in relation to the original variables is indicated by the loadings. In contrast to MLR, PLS and similar approaches do not exhaust the X-matrix; that is, they do not assume that the X-variables are exact and 100% relevant for modeling of Y.

Some other methods are canonical correspondence analysis (CCA), correspondence analysis scaling (for discrete data), redundancy analysis, and ridge regression (Jackson 1991; Longman et al. 1987).

MLR, PLS, and the other methods discussed above are usually applied to data sets where a linear relationship between X and Y is anticipated. However, there are also many other methods that are used in the analysis of non-linear QSAR data, for example, neural
networks (Burden et al. 1997), nonlinear versions of genetic algorithms (Vankeerberghen et al. 1995), and nonlinear extensions of PLS (Eriksson et al. 2000a; Martin et al. 1995; Wold 1992). All these methods contain more adjustable model parameters than do linear modeling techniques. As a consequence, nonlinear modeling methods are usually very flexible and adapt to almost anything, including outliers, inhomogeneities, discontinuities, and other anomalies in the data. Because of the high degree of flexibility of such methods, very many observations (compounds) are required for these techniques to work reliably and produce stable models.

A recent article by Worth and Cronin (2003) describes the use of alternative techniques in QSARs, such as discriminant analysis, logistic regression, and classification tree analysis. The reader is referred to this article for a more in-depth discussion of the classification problem and how to categorize compounds as active/inactive or potent/nonpotent using these approaches.

Assessing/Enhancing Model Reliability, Interpretability, and Predictive Power

A QSAR analyst must master many elements of data analysis. There are many tools and diagnostics available that will give better, more reliable, and more useful PMs. In this section we provide an overview of some of these tools and diagnostics.

Preprocessing Techniques

Scaling and centering. Pretreatment of measured data is carried out to reshape (“transform”) the data to facilitate data analysis and model interpretation. The two most common preprocessing procedures are centering and scaling (Eriksson et al. 2001). Subtracting the mean (mean-centering) facilitates model interpretation and may in certain situations also remove some numerical instability.

An initial scaling of data, often to a variance of 1 for each variable (unit-variance scaling), is done to ensure that all variables have the same chance to influence a regression model (Eriksson et al. 2001). This type of preprocessing is especially useful when the variables considered are of different origin and display considerably different numerical range. Without any scaling, variables with large numerical range would otherwise dominate over variables with small numerical range. Figure 1 shows an example involving two variables where one variable can be made to dominate over the other when scaling is not done appropriately.

One additional approach of considerable interest for the future is called Pareto scaling (Eriksson et al. 2001), whereby each variable is given a variance equal to its standard deviation rather than unit variance. It can be seen as a compromise between no scaling (risk: “small” variables will be masked by “large” variables) and unit-variance scaling (risk: noise is inflated because noisy variables are up-weighted).

In summary, scaling can be done in many different ways, depending on the modeling objectives and the level of prior knowledge about the properties of the data. Also, if the uncertainties of the X- and Y-data are estimable, such information may be used to modify the scaling weights. For instance, if in a given situation it is known that the standard deviation of an X-variable is three times higher than that for any other X-variable, a down-weighting by one-third would seem reasonable, thus giving this X-variable a variance of one-third rather than unity.

Data correction and compression. Data pretreatment often has wider scope than just scaling and centering. In spectroscopically based QSAR applications, occurring mainly in pharmaceutical industry, spectral data are often transformed to remove undesired systematic behavior (“signal correction”) (Wold and Josefson 2000). Such undesired variation may arise from light-scattering effects, baseline drift, nonlinearities, and so forth, which influence the shape of the spectral data without really being relevant to the Y-data modeled. Therefore, there is an interest of “correcting” the spectral data and removing from the X-matrix the variation that does not relate to the Y-data. The “corrected” or “filtered” X-matrix then contains the variation that correlate with Y, and hence the QSAR model is better focused.

Signal correction improves the interpretability of a QSAR model and may also improve its predictive power. A facilitated transfer of a model from one site to another, so-called calibration transfer, may also be the result (Sjöblom et al. 1998). Furthermore, when very large sets of spectral data are investigated, the pretreatment phase may also involve measures to reduce the size of the data material (signal compression), for instance, by using wavelet compression (Wold and Josefson 2000). For a discussion of useful correction and compression approaches, see Eriksson et al. (2001).

Transformations. Another situation for preprocessing of raw data is when a variable contains one or a few extreme measurements that may unduly influence model building. Consider Figure 2A, which shows the histogram of a variable, Var1. One out of the 40 measurements in this variable is substantially larger than the others. If this extreme measurement is not manipulated in some way

Figure 1. (A) Scatterplot of body weight versus body height of 23 individuals (22 football players and one referee). The data pattern is dominated by the influence of body weight. The two variables have been given the same scale. (B) Scatterplot of body weight against body height of 23 individuals. Now, the variables are given equal importance by displaying them according to the same spread. An outlier, a deviating individual, the referee of the game, is now discernible.

Figure 2. (A) Histogram of a nontransformed variable Var1. (B) Histogram of variable Var1 after log transformation.
before the data analysis, it will exert a large influence (have high leverage) on the model and dominate over the other measurements. A simple logarithmic transformation will in this case remedy the situation (Figure 2B). If the transformation does not increase the model’s goodness of prediction, it should be avoided.

**Informative Model Parameters**

Depending on the data analytical technique used, QSAR analysis will result in a set of model parameters that is useful in the interpretation phase. With straightforward MLR, a regression equation consisting of coefficients is produced. These coefficients have an intuitively simple and therefore appealing meaning. But, one should be aware that—depending on the data analytical technique with toxicity data (ICG50; concentration causing 50% growth inhibition to *Tetrahymena pyriformis* taken from the literature (Cronin et al. 2000). The complete data set comprises 140 compounds, two \( X \)-variables \( \log P \) and energy of the lowest unoccupied molecular orbital (LUMO), and one \( Y \)-variable (the endpoint). The two \( X \)-variables are almost uncorrelated with a squared correlation coefficient of 0.044.

**Interpretation with emphasis placed on regression coefficients, \( Y \)-residuals, and model performance statistics.** The first data set deals with toxicity data (ICG50; concentration causing 50% growth inhibition to *Tetrahymena pyriformis*). The second data set comprises 140 compounds, two \( X \)-variables \( \log P \) and energy of the lowest unoccupied molecular orbital (LUMO), and one \( Y \)-variable (the endpoint). The first data set deals with toxicity data (ICG50; concentration causing 50% growth inhibition to *Tetrahymena pyriformis*). The second data set comprises 140 compounds, two \( X \)-variables \( \log P \) and energy of the lowest unoccupied molecular orbital (LUMO), and one \( Y \)-variable (the endpoint). The two \( X \)-variables are almost uncorrelated with a squared correlation coefficient of 0.044.

The data set is known to contain five outliers. The MLR results are summarized in Figure 3.

Figure 3A shows the relationship between observed and predicted endpoint data. This is a standard plot in QSAR analysis. In this case, a few outliers are identifiable, but sometimes the situation can be a bit trickier. A diagnostic tool that is specifically designed to pinpoint outliers is the normal probability plot of residuals. Box et al. (1978) all observation points that lie on an imagined straight line that goes through the point (zero residual, 0.5 probability) have approximately normally distributed residuals. Any point that falls off such an imagined straight line has a residual, that is, a difference between measured and predicted endpoint data that is much larger or smaller than would be expected based on the assumption of nearly normally distributed residuals. A normal probability plot of the example data set is shown in Figure 3B. It is immediately evident from this plot that there are five outliers in the data set that all fall off the straight line.

After removal of the five outliers and refitting of the model, the normal probability plot looks much nicer (Figure 3C). We emphasize that deleting outliers should be done with caution so that the model is not overtrained. For the updated model (devoid of the five outliers) the explained \( Y \)-variation \( (R^2Y = 0.85) \) is 0.85 and the predicted \( Y \)-variation \( (Q^2Y = 0.84; \) estimated with cross-validation) is 0.84, which are excellent performance statistics. The regression coefficients are plotted in Figure 3D. We have chosen to plot them to simplify comparison with the PLS model (see Figure 4C). The regression equation is listed in the figure legend. As seen from the 95% confidence intervals, the uncertainty in these coefficients is very small.

Thus, in conclusion, we have a very good MLR model. Minor improvement in \( R^2Y \) and \( Q^2Y \) (2% in each parameter) is accomplished if the cross-term \( \log P \) LUMO is included in the model; however, the significance of this slight improvement remains unclear.

**Interpretation with a bit wider scope:** defining the range of the QSAR model. It is possible to calculate the applicability domain of a...
QSAR model, that is, the range within which it “tolerates” a new molecule. This specification can be made regarding both the X- and the Y-data as long as not all initial variance is used in the model. We will now illustrate this possibility.

Reanalyzing the above example with PLS yields a similar model with \( R^2 = 0.84 \) and \( Q^2 = 0.84 \) (Figure 4A–C). However, the PLS model uses only 42% \( (R^2 X = 1 - RSS/SSX \text{ (residual sum of squares/sum of squares; "explained X-variation") = 0.42}) \) of X to explain and predict the Y-data, nor 100% as does MLR. The X-residuals are of diagnostic interest. They can be used to calculate the typical distance to the model in the X-data (here abbreviated DModX) for a compound (Figure 4A). Figure 4B shows DModX for each compound. We can also see the critical distance corresponding to the 0.05 probability level. This critical distance indicates the “tolerance volume” around the model, that is, the range of the model in the X-data (Eriksson et al. 2001). Apparently, a few compounds are positioned outside the range of the model; that is, they do not fit the model well. Hence, predictions for any of these should be considered with caution. Finally, Figure 4C provides the PLS loadings, which are reminiscent of the MLR regression coefficients (compare with Figure 3D).

A companion parameter to DModX, DModY, is also calculable. DModY is especially useful in the situation when more than one Y-variable is modeled by the same QSAR. This will be illustrated by our second example, where QSAR modeling is attempted for a set of 15 mononitrobenzene derivatives (Eriksson et al. 1995). The goal in this study was to be able to model and predict the aquatic toxicity profiles of the 15 chemicals based on information concerning their chemical properties. The 15 compounds were characterized using eight descriptor variables [boiling point (Bp), melting point (Mp), density (\( \rho \)), log \( P \), \( \sigma^* \), HOMO (energy of the highest occupied molecular orbital), LUMO, and hardness]. In total, eight biological responses were available (Deneer et al. 1987, 1989). These are primarily related to toxicity toward the four aquatic species Poecilia reticulata, Daphnia magna, Chlorella pyroida, and Photobacterium phosphoreum.

The data analysis resulted in a QSAR with \( R^2 X = 0.84, R^2 Y = 0.76, \) and \( Q^2 Y = 0.67 \), which are excellent performance statistics considering that eight responses are handled simultaneously. For the interpretation of this QSAR model, we may consider the model coefficients (scores and loadings) to see how the compounds and the X- and Y-variables are interrelated (Figures 5A, B).

Figure 5A indicates that all X-variables load strongly in the model, and that D, Mp, \( \sigma^* \), and LUMO are closely related. A second group is formed by log \( P \), Bp, and \( \eta_1 \), whereas HOMO provides information different from these two groups. Overall, log \( P \) is the most important X-variable. Altogether, nitrobenzene (Figure 5A–C, point 1) is the least toxic compound to these aquatic organisms, and it is also the least hydrophobic compound (lowest value of log \( P \)).

Figure 5B shows the model scores. There are no outliers in the score space because all compounds lie inside the elliptic 95% tolerance volume depicted in the plot. This tolerance volume is given by a diagnostic called Hotelling’s \( T^2 \). Hotelling’s \( T^2 \) is a multivariate generalization of Student’s \( t \)-test. It provides a check for compounds adhering to multivariate normality (Jackson 1991).

Plots of DModX and DModY are given in Figure 5C and D. These parameters suggest that this data set contains no outliers, neither in the X- or the Y-data. This absence of outliers is a valuable indication about chemical similarity and biological homogeneity among the studied compounds.

Thus, as shown here, there are two complementary diagnostic tools available, Hotelling’s \( T^2 \) and DModX/DModY, that jointly assess the range of a QSAR model. The difference lies in the fact that, whereas DModX and DModY are derived from the unexplained X- and Y-variances (residuals), Hotelling’s \( T^2 \) is founded with the explained variances. Further, through these diagnostics it is also possible to discriminate between strong (Hotelling’s \( T^2 \)) and moderate (DModX/DModY) outliers, depending on which tool is used for their detection.

A similar way of defining the range of a QSAR model is according to the leverage of a compound. The leverage \( h \) (Atkinson 1985) of a compound measures its influence on the model. It is noted that the leverage \( h \) and Hotelling’s \( T^2 \) are apart from a proportionality constant, identical. The leverage of a compound in the original variable space is defined as:

\[
D_{i} = x_i^T (X^T X)^{-1} x_i \quad (i = 1, \ldots, n),
\]

where \( x_i \) is the descriptor vector of the considered compound and \( X \) is the model matrix derived from the training set descriptor values. The warning leverage \( B \) is defined as follows:

\[
B = 3 \times h / n = 3 \times p/n \quad (i = 1, \ldots, n),
\]

where \( n \) is the number of training compounds and \( p \) is the number of model parameters.

Figure 5. (A) PLS loading plot of the second data set showing the relationships between the eight X- and the eight Y-variables (boxed) at the same time. In the model interpretation one considers the distance to the plot origin. The farther away from the plot origin an X- or Y-variable lies, the stronger the model impact that particular variable has. In addition, we must also consider the sign of the PLS loading, which informs about the correlation among the variables. For instance, the X-variable log \( P \) is influential for the Y-variable BCF. This is inferred from their closeness in the loading plot. Hence, when log \( P \) increases BCF increases. In a similar way, we can see that HOMO is the most influential descriptor regarding the response PHEC50, albeit with an inverse relationship. For a description of the Y-variables, see Ericksson et al. (1995). (B) Distribution of the 15 compounds in the latent variable space, defined by the scores of the first two latent variables. The ellipse indicates the model applicability domain as defined by Hotelling’s \( T^2 \). (C) DModX of the second data set. There are no moderate outliers in the X-data; that is, all compounds are inside the model tolerance volume. DModX is a way of defining the applicability domain of the QSAR in the X-space. (D) DModY of the second data set. There are no moderate outliers in the Y-data; that is, all compounds are inside the model tolerance volume. DModY is a way of defining the applicability domain of the QSAR in the Y-space.
Leverage values can be calculated for both training compounds and new compounds. In the first case, they are useful for finding training compounds that influence model parameters to a marked extent, resulting in an unstable model. In the second case, they are useful for checking the applicability domain of the model. A leverage greater than the warning leverage $h^*$ means that the compound predicted response can be extrapolated from the model, and therefore, the predicted value must be used with great care. Only predicted data for chemicals belonging to the chemical domain of the training set should be proposed. The kind of leverage plot seen in Figure 6 allows a graphical detection of both the outliers and the influential chemicals in a model.

Yet another way of defining the range of a PM is according to the principles of optimum prediction space (OPS) by Gombar (1996). Although OPS has similar scope and objective as the combination Hotelling’s $T^2$/DModX, the implementation is somewhat different. OPS is defined in the original variable space, whereas Hotelling’s $T^2$ is usually based on calculation in score space of latent variable projection methods (Eriksson et al. 2001; Jackson 1991).

**Assessing Predictive Power**

*Realizing the difference between fit and predictive power.* In any modeling, including QSAR modeling, it is easy to manipulate data such that an apparently good model can be formulated. The most drastic step here is removal of observations (compounds) and variables that “do not fit” according to some subjective criterion. Furthermore, variables might be unduly transformed, and model complexity might be driven beyond pertinent limits. Such an inappropriate model often arises when one is merely interested in the fit of the model to the underlying data, and neglects its performance with new compounds. The problem with this kind of model is that it is not representative for other, additional compounds. Predictive validation is one way to reliably assess model adequacy for new compounds.

In this context, it is of crucial importance to realize the difference between a model’s fit and prediction ability. The fit, usually estimated as $R^2$, tells how well we are able to mathematically reproduce the endpoint data of the training set. The problem with the goodness of fit is that with sufficiently many free parameters in the model, $R^2$ can be made arbitrarily close to the optimal value of 1.0. Fortunately, the prediction ability is not as easy to manipulate. It measures how accurately we can predict the data of new compounds not previously used in the model training. The predictive power of a model may be estimated by the goodness of prediction parameter $Q^2$.

The most demanding way to predictively validate a model is by external validation, which consists of making predictions for an independent set of data not used in the model calibration. Such a prediction set may well be selected according to the principles of multivariate design. However, external validation might not always be tractable, for example, in QSARs because of the resources needed to make a test set of new compounds. Hence, alternatives for predictive validation are of interest, for example, methods such as cross-validation and permutation testing (Eriksson et al. 1997).

**Cross-validation.** In the two examples above, no external validation set was available, so we used cross-validation with seven crossvalidation groups instead. Basically, cross-validation is performed by dividing the data in a number of groups and then developing a number of parallel models from reduced data with one of the groups deleted. It should be noted that increasing the number of cross-validation groups to $N$ (number of compounds, that is, the so-called leave-one-out (LOO) approach, is not recommended because the estimated $Q^2$ then becomes too similar to $R^2$ (Eriksson et al. 2001; Shao 1993)). After developing the reduced model, the omitted data are used as a test set, and the differences between actual and predicted $Y$-values are calculated for these data points. The sum of squares $SS$ of these differences from all the parallel models are used to form PRESS (predictive residual sum of squares). This is a measure of the predictive ability of the model and is often reexpressed as $Q^2$ (the “cross-validated” $R^2$), a statistic that is similar to $R^2$.

Without a high $R^2$, it is impossible to obtain a high $Q^2$. Generally, a $Q^2 > 0.5$ is regarded as good and a $Q^2 > 0.9$ as excellent, but these guidelines are of course heavily application dependent (Eriksson et al. 2001). Differences between $R^2$ and $Q^2$ larger than 0.2–0.3 indicate the presence of many irrelevant model terms or a few outlying data points.

We note that the $R^2$ and $Q^2$ measures can be equivalently expressed as residual standard deviations and predictive residual standard deviations (PRESSDs). The latter is often called SDEP (standard error of prediction). These standard deviations should be of sizes similar to those of the known or expected “noise” in the system, for example, ±0.3 units for $\log(1/Q)$ in QSAR investigations.

**Response permutation testing.** One limitation of cross-validation is that it assesses only the predictive power and provides no statement of the statistical significance of the estimated predicted power. To obtain an estimate of the significance of a $Q^2$ value, one may develop a number of parallel models based on fit to randomly reordered $Y$-data, and then evaluate the real $Q^2$ in light of a distribution of $Q^2$ values of reordered response data. A good description of permutation testing can be found in Van der Voet (1994).

This validation option works as follows: For the training set, the $X$-data are left intact, whereas the $Y$-data are permuted to appear in a different order. This means that the $Y$-data remain numerically the same, but their positions are shifted by random shuffling. A QSAR model is then fitted to the permuted $Y$-data, and by using cross-validation, both $R^2$ and $Q^2$ values are computed for the derived model. These “permuted” values may then be compared with the estimates of $R^2$ and $Q^2$ of the “real” model to get a first indication of the significance of the latter values.

In the next round, a second model is fitted to another permuted version of the $Y$-data, and new estimates of “permuted” $R^2$ and $Q^2$ values are thus formed. By repeating this permutation procedure a number of times, say, between 50 and 100 times, and by establishing an equivalent number of parallel QSAR models, it is possible to achieve reference distributions of...
$R^2Y$ and $Q^2Y$ based on random data. Such reference distributions are useful for appraising the statistical significance of the $R^2Y$ and $Q^2Y$ parameters of the parent QSAR model. If the "real" $Q^2Y$ and $R^2Y$ are found outside such reference distributions, this constitutes a strong indication of a valid model.

Furthermore, because the numerical values of the "permuted" versions of $R^2Y$ and $Q^2Y$ depend, at least partly, on the extent of perturbation inflicted by the permutation procedure, it is advisable to keep track of the correlation coefficient between original and permuted $Y$-variables. Should an original $Y$-variable be only mildly perturbed by permutation, the permuted $Y$-variable will by necessity display a high correlation coefficient with the original $Y$-variable. By jointly assessing such correlation coefficients and "permuted" $R^2Y$ and $Q^2Y$ numbers, it is possible to understand and explain the existence of occasionally high $R^2Y$ and $Q^2Y$ values for permuted $Y$-data.

An informative way of summarizing results of response permutation testing was recently published (Eriksson et al. 2001). Figure 7 shows such a plot for the first data set. It manifests the validity of that QSAR because the "real" model parameters are constantly much higher than their permuted counterparts. The plot in Figure 7 was constructed by letting the $y$-axis represent the $R^2Y$ and $Q^2Y$-values of all MLR models, including the "real" one and by assigning the $x$-axis to the correlation coefficients between permuted and original response variables. Observe that the points of $R^2Y$ and $Q^2Y$ for the original model are always found in the right-hand part of the plot at correlation 1.0 (because 1.0 is the correlation coefficient obtained when correlating a variable with itself).

Assessing Parameter Uncertainty

Confidence intervals. When estimating a parameter, for example, a regression coefficient, we would like to know the significance of this parameter—we would like to know not only the estimated value of the statistic but also how precise it is. In other words, we want to be able to state some reference limits within which we may reasonably declare the true value of the statistic lies. Such statements may assert that the true value is unlikely to exceed some upper limit, or it is unlikely to be less than some lower limit, or it is unlikely to lie outside a pair of limits. Such a pair of limits is often known as confidence limits or a confidence interval and is just as important as the estimated statistic itself. The degree of confidence used is usually set at 95%, but higher or lower levels may be chosen by the user.

Usually, in QSAR modeling parameter uncertainty is given in terms of 95% confidence intervals. Such intervals are easily calculated in MLR when applied to well-conditioned data sets. For other methods and more challenging data sets, more elaborate calculations are often necessary (Burnham et al. 1996, 1999, 2001; Denham 1997).

Jack-knifing. One way to estimate standard errors and confidence intervals directly from the data is to use jack-knifing (Efron 1982; Efron and Gong 1983). This is useful for data where the assumptions of regression analysis are not fulfilled. The objective of jack-knifing is to estimate variability of model parameters. Interestingly, cross-validation—where the objective is to estimate the model complexity giving the optimal predictive power—produces results that can be fed directly to jack-knifing. In this way, the various submodels generated by cross-validation are used to calculate the standard errors of the model parameters, which are then converted into confidence intervals via the $t$-distribution. This connection between cross-validation and jack-knifing was highlighted by Herman Wold in 1982 and has recently been revived in Martens and Martens (2000).

Bootstrapping. Another way to estimate confidence intervals for model parameters is to use the method of bootstrap resampling. The basic premise of this method is that the data set is representative of the population from which it was drawn. Because there is only one data set, bootstrapping simulates what would happen if the population were resampled by randomly resampling the data set (Efron and Tibshirani 1993; Wehrens et al. 2000). An illustration of the use of bootstrap resampling to derive confidence intervals for the parameters of a classification model is provided in Worth and Cronin (2000).

Variable Selection and Reduction

A delicate problem. Yet another approach to improving QSARs is the deletion of uninformative variables. However, one should be very careful when reducing the number of variables because this can be done in so many ways, so almost any result is possible. In variable selection, it is important to test the predictive power of the model on real new data, and not just the cross-validation with the training set. In multivariate data, most of the $X$-variables contain at least some information about $Y$. Hence, one can hope for only a mild variable reduction, usually not more than 20–30% of the variables have less information than the noise level (Eriksson et al. 2001).

Moreover, because of the correlations among the more important $X$-variables, one can continue to reduce the $X$-variables further than these 20–30% with no apparent decrease in fit. This makes the remaining $X$-variables take over importance from the ones that are deleted, and a serious bias is introduced. Thus, the interpretation of the model shifts, and some variables take the role of being related to $Y$, while other variables correlated to these have been deleted and hence are forgotten in the interpretation. This also makes the prediction power of the model deteriorate because the correlations are not perfectly stable, and for new samples/molecules, important variables are now missing in the model.

Also, one should remember that even seemingly unimportant variables still have a role in diagnosing outliers. Consider a variable that is almost constant in the training set and that will appear unimportant in the QSAR model. If a new compound has a value of this variable that substantially differs from its values in the training set, this is an indication that this compound is different, and hence predictions of its $Y$-values are doubtful. If one mechanically deletes all variables that do not contribute to the modeling of $Y$ in the training set, one automatically decreases the possibility of finding outliers among the new observations.

How do we then handle very many variables? Despite all the drawbacks discussed above, and the care that should be taken in selecting variables, variable selection is sometimes necessary to find a simple and predictive
QSAR model. Nowadays it is becoming quite common to use a wide set of molecular descriptors of different kinds (experimental and/or theoretical) able to capture all the structural information possibly related to the Y-response. A recent survey of this was published by Livingstone (2000). Many software programs calculate wide sets of different theoretical descriptors, from SMILES (simplified molecular input line entry specification), two-dimensional graphs, and three-dimensional \( x,y,z \)-coordinates. Only some of the more complete are mentioned here: ADAPT (Jurs 2002; Super and Jurs 1976), OASIS (Mekenyan and Bonchev 1986), CODESSA (Kratzky et al. 1994), and DRAGON (Todeschini et al. 2001). It has been estimated that more than 3,000 molecular descriptors are now available, and most of them are summarized and explained in recently published books (Devillers and Balaban 1999; Karelson 2000; Todeschini and Consonni 2000). The great advantage of theoretical descriptors is that they are calculable for not yet synthesized chemicals.

There are two main steps in QSAR modeling by variable selection: first, statistically validated and robust regression models must be found, and second, the model variables must be interpretable. In principle, all the different possible variable combinations of the \( X \)-variables should be investigated to find the most predictive QSAR model. However, this may be quite taxing, mainly for reasons of time. Thus, first, various types of rapid prescreens (discarding constant values, pair-correlated variables, etc.) are often implemented to sort out a limited set of descriptors among which the selection of those really related to the response, not only in fitting but most importantly in prediction, is then performed by alternative variable selection methods.

Several strategies for variable subset selection have been applied in QSARs (among those most widely applied: stepwise regressions, forward selection, backward elimination, simulated annealing, and evolutionary and genetic algorithms). A recent comparison (Xu and Zhang 2001) of these methods has given a demonstration of the advantages and success of genetic algorithms as a variable selection procedure for QSAR studies. Below, we discuss genetic algorithms and a few alternatives.

**Genetic algorithm strategy for variable selection.** Genetic algorithms are a particular kind of evolutionary algorithm shown to be able to solve complex optimization problems in a number of fields, including chemistry (Davis 1991; Goldberg 1989; Hibbert 1993; Wehrens and Buydens 1998). The natural principles of the evolution of species in the biological world are applied: the assumption that conditions that lead to better results will prevail over poorer ones, and that improvement can be obtained by different kinds of recombination of independent variables, that is, reproduction, mutation, and crossover. The goodness of the selected solution is measured by a response function that has to be optimized.

Genetic algorithms, first proposed as a strategy for variable subset selection in multivariate analysis by Lardi et al. (1992), are now widely and successfully applied in QSAR approaches where there are many molecular descriptors as \( X \)-variables in various modified versions, depending on the way to perform reproduction, crossover, mutation, and so forth (Devillers 1996; GFA of Rogers and Hopfinger 1994; Lardi 1994; MUSEUM of Kubinyi 1994a, 1994b; MOBY-DIGS of Todeschini 1997).

In variable selection for QSAR studies, each variable (molecular descriptor) is denoted by a bit equal to 1 if present in the regression model or to 0 if excluded. A population constituted by a number of 0/1 bit strings (each of length equal to the total number of variables) is evolved following genetic algorithm rules, maximizing the predictive power of the models (explained variance in prediction, \( Q^2 \), or root mean square error of prediction). Only the models producing the highest predictive power are finally retained and further analyzed.

Whereas revolutionary algorithms search for the global optimum and end up with only one or very few results (Kubinyi 1994a, 1994b, 1996), genetic algorithms simultaneously create many different results of comparable quality in larger populations of models. Within a given population, the selected models can differ in number and kind of variables.

Different rules can be adopted to select the final “best” models. Todeschini, Gramatica, and colleagues (Gramatica et al. 1998, 1999, 2000; Gramatica and Papa 2003; Todeschini and Gramatica 1997) use the QUIK rule (\( Q \) under influence of \( K \)) (Todeschini et al. 1999) to avoid multicollinearity without prediction power or “apparent” prediction power (chance correlation). According to this rule, only models with a \( K \) multivariate correlation calculated on the \( X \)-\( Y \)-block that is at least 5% greater than the \( K \) correlation of the \( X \)-block are considered statistically significant. Alternatively, one may use the approach of Hopfinger (discussed in a later section).

Model validation is always used to avoid “overfitted” models, that is, models where too many variables have been selected, and to avoid selecting variables randomly correlated with the dependent response. Particular care must be taken against overfitting; therefore, subsets with fewer variables are favored, even though the chance of finding “acceptable” models increases with increasing the selected variables. The proportion of random variables selected by chance correlation could also increase (Jouan-Rimbaud et al. 1996). The collinearity in the original set of molecular descriptors results in many similar models yielding more or less the same predictive power. Therefore, after having selected a set of similar PMs, model validation proceeds via leave-more-out cross-validation, response permutation testing (Y-scrambling), bootstrapping (Efron 1982), or other resampling techniques. This is done to avoid overestimation of the model predictive power by \( Q^2_{LOO} \) (Golbraikh and Tropsha 2002; Shao 1993), to verify model predictivity stability, and to select the “best” model. Finally, for the strongest evaluation of model applicability for prediction in new chemicals, external validation (verified by \( Q^2_{EXT} \)) of all the models is also recommended, depending on whether the data set is large enough to permit an independent external validation set. The best splitting of the original data set into a representative training set and a validation set can be obtained by applying experimental design (Eriksson et al. 2000b; Marengo and Todeschini 1992).

If after several different runs of genetic algorithms the same subsets of variables have been selected, and if the obtained models pass all the validation procedures above (cross-validation, external testing, Y-scrambling, bootstrapping), there is a reasonable certainty that the models are robust and applicable for prediction. Good predictive properties is also an indication that chance correlation has been avoided.

Because genetic algorithms simultaneously create many different good models in a population, the user can choose the “best model” according to need: the interpretability of the selected molecular descriptors, the possibility of having reliable predictions for some chemicals rather than others, the highlighting of different outliers, and so forth. The need for interpretability depends on the application, as a validated mathematical model relating a target property to chemical features may, in some cases, be all that is necessary, though it is obviously desirable to attempt some explanation of the ‘mechanism’ in chemical terms, but it is often not necessary, per se (Livingstone 2000). This type of QSAR model follows a path that starts with a statistical validation and further interpretation for their biological and mechanistic meaning (Tropsha et al. 2003). Therefore, their application domain is mainly related to the production of predicted data, verified for their reliability.

**Assessing model uniqueness.** Hopfinger and colleagues advocate a related approach aiming at defining the best QSAR model. This approach is based on some of the elements described above, notably, cross-validation, response permutation testing, and variable selection (Kulkarni et al. 2001). They strive to maximize \( Q^2 \) through elimination of unimportant \( X \)-variables. Several different model versions are derived using genetic
algorithms and the ones producing the highest $Q^2$ are retained. In the next step cross-correlation analysis of the modeling residuals from the set of best models is used to determine how many unique models have been obtained. A unique model will have low correlations of its residuals of fit to those of the alternative top-ranked models.

After having selected a set of unique models with highest possible $Q^2$, model validation proceeds via response permutation testing and/or external predictive validation, depending on whether the data set is large enough to permit an independent external prediction set. In some cases when there is thought to be considerable noise in the $Y$-data, the approach of Hopfinger and colleagues also involves studying the stability of the resultant QSAR models as a function of increasing simulated error among the $X$-variables. The objective with this latter exercise is to investigate whether stable QSARs with respect to the inherent error of the data set have been obtained (Hopfinger AJ and Jaworska J. Personal communication).

GOLPE (generating optimal linear PLS estimations). About a decade ago an advanced variable selection procedure called GOLPE was introduced by Sergio Clementi and colleagues (Baroni et al. 1993) and has found widespread use in three-dimensional QSARs. The objective of this approach is to obtain PLS regression models with the highest prediction ability. The key steps of this approach involve a first preliminary variable selection by means of a D-optimal (determinant optimal) design in the loading space, and an iterative evaluation of the effects of the individual variables on the model predictivity. This is accomplished based on the validation of a number of partial submodels using many combinations of the descriptor variables as dictated by a fractional factorial design strategy. Cruciani and Watson (1994) show the utility of GOLPE in generating three-dimensional QSAR models with good predictive power.

Hierarchical modeling for easier model interpretation and as an alternative to variable selection. In two- and three-dimensional QSAR modeling involving many variables, plots and lists of coefficients, loadings, and so forth, rapidly become messy, and results are therefore difficult to interpret. As discussed above, there may then be a strong temptation to eliminate variables to obtain a smaller data set. Such a reduction of variables, however, often removes information and makes the modeling efforts less reliable. Model interpretation may be misleading, and predictive power may deteriorate.

As reported by Berglund et al. (1997), an interesting alternative is to partition the variables into blocks of logically related variables and apply hierarchical data analysis. All such blocks may be analyzed individually. This model forms the base level of the hierarchical modeling setup (Eriksson et al. 2002). The score vectors, often called "super-variables," formed on the base level may be concatenated in new matrices amenable for analysis on the top level. On the top level, superficial relationships between the $X$ and the $Y$-data are investigated. On the base level, in-depth information is extracted for the different blocks.

**Bayesian Methods for Reliability Testing**

Bayesian-based methods have been heavily used in reliability engineering and diagnostic medicine where models are used for decision making. These methods are perfectly suitable to evaluating QSARs and have been introduced to the field but still are not used broadly (McDowell and Jaworska 2002; Pet-Edwards et al. 1989). One characteristic of Bayesian-based procedures is that they allow both prior information (including expert judgment) and sampling information to be combined in the weighting scheme inherent in Bayes’ formula. The second characteristic of Bayesian-based methods is that they can be formulated in a recursive form. This means Bayesian methods allow successive updating of battery interpretation as additional tests results are obtained, which is particularly useful if sequential testing procedures are being considered.

The most common and simple application of Bayes’ approach is found in evaluating performance statistics for two-way categorical classifications. It uses as inputs sensitivity and specificity. Sensitivity is the fraction of active chemicals that are predicted to be active by the model ($\alpha_+$); and specificity is defined as the fraction of nonactive chemicals the model predicts nonactive ($\alpha_-$). Sensitivity can also be expressed as Pr($T_+|S_+$), the conditional probability a chemical is active ($S_+$) given the test result or prediction $T_+$. Similarly, specificity is defined as Pr($T_-|S_-$), the conditional probability the model predicts a chemical nonactive ($S_-$) given the true state is nonactive ($S_-$).

We then can use Bayes’ formula

$$\Pr(S|T_j) = \frac{\Pr(T_j|S) \Pr(S)}{\sum_i \Pr(T_j|S_i) \Pr(S_i)} \quad [4]$$

to obtain $\Pr(S|T_j)$, the posterior probability of condition $S_+$ prevailing given we have test result $j$ from $a$ the prior probability of $S_+$, $\Pr(S_+)$, and $b$ the $\Pr(T_j|S_+)$, the likelihood of $j$th test result given true state is $S_+$.

It is important to note the likelihood value (sensitivity or specificity), $\Pr(T_j|S_+)$, is conditional on $S_+$ (not known to the observer or analyst), whereas the posterior probability is conditional on the observed result or prediction $T_j$. The posterior probability or predictive value is the appropriate statistic for inferring from test results the probability the modeled chemical has condition $S_+$. Posterior probabilities are statistically precise statements of the likelihood a chemical has a particular state or attribute, conditional on the test evidence obtained.

The predictive value positive (PVP), $\Pr(S+|T_+)$, denotes the probability a chemical is active ($S_+$) given a model predicts the chemical to be active. Predictive value negative (PVN), $\Pr(S-|T_-)$, is the probability a chemical lacks the attribute, for example, is $S_-$, given a negative model result is obtained. The terms sensitivity, specificity, PVP, and PVN are sometimes referred to as the Cooper statistics (Cooper et al. 1979). Confidence intervals for the Cooper statistics can be derived by bootstrap resampling (Worth and Cronin 2001a). The computational form for the two-way classification problem using Bayesian revision is presented in Table 1.

This approach can easily be extended to an $n$-way classification problem. This analytical framework is easily extended to a system with $n$ possible states or characteristics. Extending this to $n$ possible states requires the same parameters used in the two-state analysis but describing $n$ possible states and $n$ possible predictions: $a$ prior probabilities for each possible state, $\Pr(S_i)$, for $i = 1, 2, \ldots, n$; and $b$ the likelihood values, $\Pr(T_j|S_i)$, where $T_j$ is a model prediction of the $j$th state given true state is $S_i$. These likelihood values form an $n \times n$ contingency table analogous to the two-state model’s $2 \times 2$ contingency table of likelihood values

<table>
<thead>
<tr>
<th>Table 1. Bayesian revision of diagnostic test result.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prior probability</td>
</tr>
<tr>
<td>$S_+$</td>
</tr>
<tr>
<td>$S_-$</td>
</tr>
<tr>
<td>Sensitivity</td>
</tr>
<tr>
<td>Specificity</td>
</tr>
</tbody>
</table>
comprised sensitivity, specificity, and their complements.

The application of Bayes’ formula to an n-state model is identical to the two-state case (Equation 4) and the same conditions that hold for the two-state case apply to the n-state case:

\[ \sum \Pr(S_i) = 1.0, \prod \Pr(P|S_i) = 1.0 \]  \[5\]

The PVP and PVN are not constant but vary with prior probability, \( \Pr(S+) + \Pr(S-) \). In other words, given fixed sensitivity and specificity, PVP and PVN vary according to the prevalence or proportion of active (toxic) chemicals in a population. This means the predictive capacities of QSAR models should not be judged according to these statistics alone because the investigator can give PVP and PVN almost any values by altering the prevalence of \( S^- \) in the test set. Examining these predictive statistics reveals the importance of evaluating the prior for understanding classification probabilities, correct and incorrect (Figure 8). As sensitivity and specificity increase, the probability curves become increasingly nonlinear. The prior probability of active/not active is not a property of an individual chemical; it is the relative frequency of active/not active in a population of chemicals. A chemical is either active or nonactive. It has no probability of being active or not (in a given biological test system under defined exposure conditions)—the probability we call prior in this case is a measure of uncertainty to its true state.

Sequential Use of Models

Sequential testing (QSAR testing) of all chemicals with models of even modest performance characteristics can significantly reduce misclassification rates when compared with single tests or multiple tests where only initial positives are subjected to subsequent tests. In most testing schemes, medical and otherwise, for economic reasons those testing negative to the first screening test are not subjected to confirmatory testing, provided that the screening test has a high sensitivity and therefore low probability of false negative test results among \( S^+ \) objects. The actual rate or proportion of items testing false negative is not 1 – sensitivity but \( \Pr(S|\neg P) \Pr(P|\neg P) \). It should be noted this applies in tiered assessment strategies for genotoxicity, but the converse is true in the tiered assessment strategies for skin and eye irritation, where negative findings in vitro are subject to confirmatory testing in animals (OECD 1998). Using QSAR models to classify chemicals does not have this limitation; once the QSAR model is developed, the marginal cost of making a QSAR “test” of a chemical is nearly zero. Thus, analysts using QSAR models have the opportunity to apply multiple tests to all chemicals without financial penalty. This allows great improvement in the reliability of predictions.

Interestingly, a sequential testing approach for uncovering potential estrogenic endocrine disruptors has recently been adopted by the U.S. Food and Drug Administration (FDA). It is a method based on four phases (Hong et al. 2002; Shi et al. 2002; Tong et al. 2002).

**Battery selection method.** The reliability of predictions can be enhanced by using information from more than one model. The battery selection method (Pet-Edwards et al. 1989) is a system for evaluating and selecting batteries of tests; it was originally applied to carcinogenicity prediction and is therefore known as the CPBS (carcinogenicity prediction battery selection) method. The two CPBS methodologies have two main objectives, \( a \) to determine the reliability and predictive capability of a battery of tests that individually may give mixed results; and \( b \) to develop a strategy to formulate and select optimally preferred batteries of tests—optimal in terms of collective performance, minimum testing time, or costs or a compromise of these attributes.

The CPBS approach is a collection of methods designed to aid in selecting and interpreting tests used for decision making. The CPBS method relies on Bayesian decision theory to support sequential nature of the testing, cluster analysis to determine dependencies among the various models used in the battery, multiple-objective decision making to aid finding the optimal solution using cost, time and performance criteria, and dynamic programming to optimize the search for the best test battery when a number of tests are available.

The CPBS method consists of a) preliminary data analysis to evaluate and summarize information for use in battery selection with special attention on dependencies among tests and Bayesian prediction, \( b \) battery selection, and \( c \) Bayesian prediction to interpret the results.

The following initial strategy is advised in forming a battery of tests:

- An odd number of tests should be used to make the most decisive package (i.e., to be able to apply the “positive majority” rule).
- The battery is considered positive for the property if the majority of the results are positive for the property.
- If models with high sensitivity and specificity (both > 0.75) are available and statistically independent, use as many as is cost-effective.
- A model with high sensitivity (> 0.75) and lower specificity (< 0.75) should always be coupled with a model with high specificity (> 0.75) and lower sensitivity (< 0.75).
- Avoid models with low sensitivity and low specificity.

For the further refinement of this initial strategy, see Pet-Edwards et al. (1989). The majority, consensus, or probability limit criteria are used for selecting the best test battery. These decision rules need not guide the inference once a test battery has been selected and test results obtained; the posterior probability values—\( \Pr(S|\text{test results}) \)—indicate the appropriate inference. The decision about how to act on this information is a more complicated question involving the consequences of each decision/outcome.

The reason for the third recommendation can be illustrated by considering a battery of just two tests, one with high sensitivity, the other with high specificity. The high-sensitivity test is used to detect the attribute of interest, such as the presence of a certain type of toxicity in a set of chemicals. This test correctly identifies most chemicals that exhibit the toxicity, but it does so at the expense of overpredicting the toxicity of chemicals that lack toxic potential; that is, it generates too many false positives. When such a test is combined with a high-specificity test, the latter test serves to confirm most correct positive predictions of the first test while correctly identifying most false positives from the first test (\( S^-P^+ \)) as negative on the second test. The latter occurs because the second test correctly classifies most \( S^- \) items by virtue of its high specificity, \( \Pr(P|\neg S) \).

In this paired arrangement of two tests, the high-sensitivity test is sometimes called the detection or screening test, whereas the high-specificity test is sometimes called the confirmation test (Feinstein 1975). A chemical would be predicted as negative (nontoxic) if the outcome of the detection was negative, whereas the chemical would only be predicted as positive (toxic) if the outcomes of both the detection and confirmation tests were positive. For QSARs the cost of making predictions is marginally low, so both positive and negative chemicals are tested through the whole battery. This is demonstrated in the example below.

**Predictivity of independent tests.** We now focus on the predictivity based on a battery of \( k \) tests. Let \( \alpha_1, \alpha_2, \ldots, \alpha_k \) be the sensitivities of the tests and \( \beta_1, \beta_2, \ldots, \beta_k \) be the specificities of the tests.
For the case where the $i$th tests gave positive results, predictivity of the entire battery is calculated using the recursive formula

$$Pr(S_i|P_i) = \frac{Pr(S_i|P_i, P_{i-1}) \cdot Pr(P_{i-1})}{\alpha_i \left(\alpha_i + \alpha_{i-1} - 1\right) Pr(S_i|P_{i-1})}.$$  

Similarly, for the case where the $i$th test gave negative results, the predictivity of the entire battery is given by

$$Pr(S_i|P^c_i) = \frac{Pr(S_i|P^c_i, P_{i-1}) \cdot Pr(P_{i-1})}{\alpha_i \left(\alpha_i + \alpha_{i-1} - 1\right) Pr(S_i|P_{i-1})}.$$  

After each test there is a refinement in the predictivity. This can be visualized as in Figure 8, which shows the range of posterior sequential predictivity. This can be visualized as in Figure 8, which shows the range of posterior sequential predictivity.

**Predictivity of dependent tests (Pet-Edwards et al. 1989)**. If the tests are dependent, a correction factor needs to be introduced expressed as conditional dependence:

$$K_s(r_i, r_j) = \frac{Pr(r_i, r_j | P)}{Pr(r_j | P)} Pr(r_i | NP)$$  

and

$$K_{NP}(r_i, r_j) = \frac{Pr(r_i, r_j | NP)}{Pr(r_j | NP)} Pr(r_i | NP).$$

and the batch formula for predictivity is preferred over a recursive one:

$$Pr(P, r_i, r_j, \ldots, r_n) = 1 + \frac{Pr(NP) K_{NP}(r_j, r_{j-1}) \cdots Pr(r_1 | NP)}{Pr(P) K_s(r_j, r_{j-1}) \cdots Pr(r_1 | NP)} Pr(r_j | NP).$$

When $r_i$ is positive, then $Pr(r_i | P)$ would be sensitivity of test $i$ and $Pr(r_i | NP)$ would be 1 – specificity of test $i$. Similarly, if $r_j$ was negative, then $Pr(r_j | P)$ would be 1 – sensitivity of test $i$ and $Pr(r_j | P)$ would be specificity of test $i$.

**Discussion**

The Need for Reliability Assessment of QSAR and Related Models

Executive summary reports of two recent QSAR projects in the European Union (Anonymous 1995, 1999) indicate that there are many “environmental” QSAR models available. It is clear that these models cover broad classes of chemicals for many of the environmental endpoints that are used in the risk assessment of existing and virtual chemicals. A primary conclusion of these two projects, however, was that if such models are used for prediction outside their applicability domains, very unreliable predictions may result (Anonymous 1995, 1999). Consequently, in these reports, the reader is frequently reminded about the necessity of clearly defining the boundaries of each model. These reports also point out that it should be realized that our predictive capabilities are limited because for several classes of compounds or for very specific mechanisms of action, the QSAR models are simply not available and the progress in establishing such models is slow.

For both existing (published) and putative (still under development) QSAR models, it is important that reliability be assessed carefully and consistently. Reliability assessment procedures of QSARs must consider several aspects, for instance, quality of the underlying data, the chemical domain of the training set, predictivity estimates, and the work flow underpinning the QSAR. The predictions using any given QSAR model should be restricted to the chemicals that belong to the model domain. This emphasizes the importance of understanding the compositions of the

| Prior probability | Likelihood $Pr(T_i|S_i)$ | Prior $Pr(S_i|P_i)$ | Posterior $Pr(S_i|T_i)$ | Proportion misclassified |
|-------------------|--------------------------|---------------------|------------------------|------------------------|
| $S_+$              | 0.100                    | 0.900               | 0.050                  | 0.413                  | FN 0.005 NA |
| $S^+$              | 0.900                    | 0.150               | 0.950                  | 0.095                  | FP 0.135 NA |
| Totals             | 1.000                    |                     |                       |                       | Total 0.040 NA |
| Test 2: $T_+$ from test 1 | 0.413                   | 0.850               | 0.150                  | 0.351                  | FN 0.062 0.014 |
| $S^+$              | 0.587                    | 0.050               | 0.950                  | 0.029                  | FP 0.029 0.007 |
| Totals             | 1.000                    |                     |                       |                       | Total 0.091 0.021 |
| Test 2: $T_-$ from test 1 | 0.006                   | 0.850               | 0.150                  | 0.006                  | FN 0.001 0.00075 |
| $S^+$              | 0.994                    | 0.050               | 0.950                  | 0.050                  | FP 0.050 0.03825 |
| Totals             | 1.000                    |                     |                       |                       | Total 0.051 0.039 |
| Test 2 Total      | FN 0.015                 |                     |                       |                       | 0.045 |
|               | FP 0.045                 |                     |                       |                       | 0.060 |

NA, not applicable. Misclassification categories: FN, false negative, $T_+|S^+$; FP, false positive, $T_+|S^+$; $S_+$, positive for attribute; $S^+$, negative for attribute; $T_-$, test negative for attribute; $T_+$, test positive for attribute.
intended prediction and validation sets. To have faith in model results, analysts must consider the model and the chemicals tested to determine if they are appropriately matched.

QSAR models based on the mechanism of action approach tend to rely on expert judgment to define the domain. QSAR models based on chemometric or statistical approaches tend to use similarity analysis tools where the decision is made based on formally defined similarity of chemicals in the prediction set to the chemicals in the training set. Similarity is measured as the multidimensional distance in the molecular descriptors space used as parameters of the evaluated QSAR model or by matching fragments. If the results of the similarity analysis indicate that the given QSAR model is applicable to the chemicals in the prediction set, then and only then the statistical reliability should be evaluated.

Furthermore, as described by Cronin et al. (2003a, 2003b), national and international validation centers have been established in the European Union and in the United States to validate alternative (nonanimal) methods. In this context, validation is seen as the process by which the relevance and reliability of a method for a particular purpose undergo independent assessment (Balls et al. 1995). Alternative methods include not only physicochemical and in vitro tests but also QSAR models and other computer-based systems for predicting toxicity. An alternative test based on physicochemical or in vitro data can be regarded as the combination of a test system that generates experimental data and a PM that provides an objective means of extrapolating the data to an expression of toxicity at the in vitro level (Worth and Balls 2001). Thus, a PM is analogous to a QSAR for an in vitro endpoint; the former is based on experimental physicochemical or in vitro data, whereas the latter is based on physicochemical descriptors. Criteria for the acceptability of PMs, which can also be applied to QSARs, are summarized below.

Acceptability Criteria

As should be evident from the discussion above, the specification of reasonable acceptability criteria for the use of QSARs in risk assessment is a multifaceted task. We try to deal with this task by grouping such criteria according to three uniting principles: a) basic modeling conditions, b) procedural steps, and c) reference values of performance parameters.

Basic QSAR-modeling conditions. Earlier we outlined basic modeling conditions for applicability of QSARs. Checking data for homogeneity and representativeness is easily overlooked.

Homogeneity. Homogeneity means that the investigated series of compounds must have rather similar chemical and biological properties, and the mechanism of influence of X on Y must be the same. Sometimes the data set/database in question may contain many classes of compounds. These classes may be partially overlapping, barely separated, or completely resolved in the chemical descriptor (X-) space and/or biological property (Y-) space of the compounds in question. Because very strong clustering violates the assumption of homogeneity, we recommend that any QSAR modeling be commenced by studying how the compounds are clustered. PARC methods and cluster analysis techniques are ideally suited for this. For instance, a plot of the scores of the first few summary latent variables will rapidly reveal groups, trends, discontinuities, outliers, and other anomalies in the data.

Representativeness. The composition of the training set and the prediction set is of crucial importance. A representative selection of compounds that well span the chemical domain of interest should be included in these sets. One way to accomplish a representative selection of compounds is through SMD (Wold et al. 1986). With this approach, test series of compounds are defined in which all major structural and chemical properties are systematically varied at the same time.

Taking into account properties of X- and Y-data. Earlier we discussed several aspects that relate to the nature and quality of the X- and the Y-data. It is of utmost importance that any knowledge about measurement noise be used in the model-building process. Any estimated “noise” in response data can be beneficially compared with the predictive power of the model. For example, if the known or expected noise is ±0.3 units for log(1/C), then the PRESD of Y should be of similar size. Also, if uncertainty estimates of many variables are available, this information can be used in the scaling of data.

Procedural steps. Before a PM/QSAR is recommended for regulatory use, it should be mandatory to carry out model validation. First, it is important to make clear what we mean by a valid model. We mean that it predicts much better than chance. In addition, it should have model coefficients that have the correct sign and with size that is proportional to their significance to the modeled process. Finally, it should be consistent with fundamental chemical, biological, and toxicological knowledge.

To facilitate the handling of real-world data sets, a PM/QSAR should a) be associated with a defined endpoint that it serves to predict; b) take the form of an unambiguous and easily applicable algorithm for predicting a pharmacotoxicologic endpoint; c) ideally have a clear mechanistic basis; d) be accompanied by a definition of the domain of its applicability—for example, the physicochemical classes of chemicals for which it is applicable; e) be associated with a measure of its goodness of fit and internal goodness of prediction estimated with cross-validation or similar method to a training set of data; and f) be assessed in terms of its predictive power by using data that were not used in the development of the model (external validation).

In the framework of alternative tests, it is considered essential that the validation process be managed under the auspices of an organizational such as the European Centre for the Validation of Alternative Methods (ECVAM) in the European Union that is independent of test method developers, who have vested interests in their own methods. Organizations such as ECVAM provide independent advice to the regulatory authorities, who have the responsibility for deciding on modifications to existing legislation (including the addition of new test methods). Additional criteria have also been developed that relate to the experimental protocols of alternative methods (Balls et al. 1995).

Reference values of performance parameters for continuous models. A third part in the compilation of acceptability criteria involves the specification of recommended values for model performance statistics such as $R^2_Y$. The values given below must be regarded as a rule of thumb, and it might be necessary, on a case-by-case basis, to reconsider these, taking into account the purpose of the model and the variability of the underlying X- and Y-data (which place limitations on the predictive capacity). However, it is important that the model parameter criteria be defined in advance of the experimental phase of the validation study by the management team of the study. This circumvents the possibility that the criteria could be weakened, with the improper aim of “successfully” validating the method.

Proposed reference values.

- $R^2_Y$: This limit is conditional on the $Q^2_Y$ value.
- $Q^2_Y$: $Q^2_Y > 0.5$ is generally regarded as good, and $Q^2_Y > 0.9$ as excellent. These limits are highly application dependent.
- $R^2_Y - Q^2_Y$: This difference ought not to exceed 0.3. A substantially larger difference indicates a) an overfitted model (i.e., a model modeling noise); b) presence of irrelevant X-variables, or c) outliers in the data.
- “Background” $R^2_Y$ and $Q^2_Y$: This consists of the intercepts of the regression lines of the response permutation testing. Results should be $R^2_Y < 0.3$ and $Q^2_Y < 0.05$ to indicate a valid model. These intercepts can be understood as indicating the level of “background” $R^2_Y$ and $Q^2_Y$ obtainable with random data.

Condition Number. The condition number is defined as the ratio of the largest to the smallest singular value of the X-matrix. When this ratio exceeds 10, this indicates that the X-variables are significantly correlated, and the user should refrain from using MLR. It has been recommended to use a ratio 5:1 (compounds: X-variables) to diminish the risk of multicolinearities among the X-variables.
SDEP/PRESD. The SDEP should be similar to the experimental variability of an endpoint; or, for example, if the known noise is ±0.3 units for log(1/C), then the SDEP (also called PRESD) of Y should be of similar size. Alternatively, if for instance the variability in the Y-data is 20% (in variance-metric), then it seems unlikely that $R^2$ and $Q^2$ can exceed 80% (0.8).

Reference values of performance parameters for classification models. Similar considerations apply to the Cooper statistics that are often used to assess the predictive performance of two-group classification models; that is, fixed acceptability criteria for the sensitivity, specificity, and accuracy (concordance) cannot be defined for all types of classification models because the maximal predictive performance achievable will depend on the quality of the predictor and response data. Thus, the acceptance criteria need to be established on a case-by-case basis in advance of the experimental work conducted to test the classification model.

Furthermore, the criteria should take account of the purpose of the model. For example, if the model is intended to serve as a stand-alone test, that is, a complete replacement of an animal test, then, as a minimum requirement, the Cooper statistics should be significantly greater than 50% (for a two-group model) to ensure that the model is producing predictions that are significantly better than chance (Worth and Cronin 2001b). An example is provided by an ECVAM validation study in which classification models based on in vitro data were assessed for their capacity to predict skin corrosion potential (Fentem et al. 1998). In this study, one of the acceptability criteria was that the sensitivity of each test be greater than 70%.

However, if a classification model is being used in a battery of tests, for example, to identify toxic chemicals that act by a certain mechanism, the acceptance criteria are likely to be different. For example, classification models for predicting skin corrosion potential can also be based on pH data because chemicals that are acidic or alkaline in solution are expected to be corrosive (Worth and Cronin 2001b). However, not all corrosive chemicals exhibit their toxic action by a pH-dependent mechanism. Thus, a model based on pH data may therefore detect a small percentage of known corrosives in a given test set (i.e., the model could have a sensitivity less than 50%), but of those chemicals it does identify as corrosive, there is a high probability of actual corrosivity [i.e., the model would have a high positive predictive value, Pr(S+/P+)]. Tests with low specificity can generate high PVP results in only two ways: a) the test also has very high specificity, thus generating very few false positives regardless of prevalence of S- items in the tested population; and b) a high S+ prevalence (thus low S-prevalence) will also produce few false positives because there are few negatives in the tested population. This kind of performance could be regarded as acceptable because it is understood the pH model is not a stand-alone model but is used as one component in a battery of models. Such a model is being used to identify toxic chemicals with a high degree of certainty, but it makes no predictions about nontoxic chemicals (which would need to be identified by another test in the battery).

Concluding Remarks

To increase regulatory acceptance and use of QSARs, and to enhance confidence of QSAR predictions, it is necessary to develop guidance and acceptability criteria that are not only reliable but also easy to understand and apply. This has been the intention of this article. At first sight this may seem an overly ambitious goal, particularly because many of the criteria put forward are originally statistical in nature and may therefore have a discouraging effect on the user. However, because we believe so strongly in the future use of QSARs for chemicals management, we have tried to compose a basic set of acceptability criteria so "user-friendly" in nature that each and every QSAR analyst may benefit from them.

In summary, we emphasize the value of predictive QSAR models in future chemicals management, including priority setting, risk assessment, and classification and labeling. These models can be seen as simplifications (approximations) of complicated functional relationships that often prevail between chemical and biological properties of compounds. Provided that QSARs are applied with care and common sense and are developed by fulfilling the basic acceptability criteria outlined here, they constitute an important and powerful tool definitely deserving a slot in the risk assessor's toolbox.
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