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A B S T R A C T 

We use new HCN(1–0) data from the ACA Large-sample Mapping Of Nearby galaxies in Dense gas (ALMOND) surv e y to 

trace the kpc-scale molecular gas density structure and CO(2–1) data from the Physics at High Angular resolution in Nearby 

GalaxieS–Atacama Large Millimeter/submillimeter Array (PHANGS–ALMA) to trace the bulk molecular gas across 25 nearby 

star-forming galaxies. At 2.1 kpc scale, we measure the density-sensitive HCN/CO line ratio and the star formation rate 
(SFR)/HCN ratio to trace the star formation efficiency in the denser molecular medium. At 150 pc scale, we measure structural 
and dynamical properties of the molecular gas via CO(2–1) line emission, which is linked to the lower resolution data using an 

intensity-weighted averaging method. We find positive correlations (negative) of HCN/CO (SFR/HCN) with the surface density, 
the velocity dispersion, and the internal turbulent pressure of the molecular gas. These observed correlations agree with expected 

trends from turbulent models of star formation, which consider a single free-fall time gravitational collapse. Our results show that 
the kpc-scale HCN/CO line ratio is a powerful tool to trace the 150 pc scale average density distribution of the molecular clouds. 
Lastly, we find systematic variations of the SFR/HCN ratio with cloud-scale molecular gas properties, which are incompatible 
with a universal star formation efficienc y. Ov erall, these findings show that mean molecular gas density, molecular cloud 

properties, and star formation are closely linked in a coherent way, and observations of density-sensitive molecular gas tracers 
are a useful tool to analyse these variations, linking molecular gas physics to stellar output across galaxy discs. 

Key words: ISM: clouds – ISM: molecules – ISM: structure – galaxies: ISM – galaxies: star formation – radio lines: ISM. 
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 I N T RO D U C T I O N  

tar formation is at the heart of many astrophysical processes ranging
rom planet formation to the evolution of whole galaxies. Yet, the
etails of the star-forming process are far from being well understood.
e know from observations inside the Milky Way (MW) and of other

alaxies that the star formation rate (SFR) per unit area is tightly
orrelated to the gas surface density (e.g. Schmidt 1959 ; Kennicutt
998 ; Bigiel et al. 2008 ; Schruba et al. 2011 ; Leroy et al. 2013 ).
n more detail, observations of MW star-forming regions show that
tars form specifically within the densest parts of molecular clouds
MCs) and that the SFR of individual clouds correlates with the mass
f dense gas 1 ( M dense ) as traced by dust emission (e.g. Lada & Lada
 E-mail: lukas.neumann.astro@gmail.com 

 Here the term ‘dense gas’ refers to a density n H 2 � 10 4 cm 

−3 and is primarily 
sed to distinguish it from the lower density molecular gas traced by low-J 
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Pub
003 ; Kainulainen et al. 2009 ; Andr ́e et al. 2014 ) or emission of
igh excitation density lines (e.g. Wu et al. 2005 , 2010 ; Stephens
t al. 2016 ). In a landmark paper, Gao & Solomon ( 2004 ) used HCN
mission to trace M dense from a large sample of external galaxies
nd found a linear relation between SFR and M dense . Following up,
u et al. ( 2005 ) studied HCN emission in local molecular clouds

onfirming the linear SFR–M dense relation that, combining MC and
ntegrated whole galaxy observations, spans 10 dex. These studies
uggest that the star formation efficiency of dense gas (SFE dense ≡
FR/ M dense ) may be constant across this wide range of scales and
nvironments. 

Ho we ver, the works by Usero et al. ( 2015 ), Bigiel et al. ( 2016 ),
allagher et al. ( 2018a ), Jim ́enez-Donaire et al. ( 2019 ), and Be-
is & Wilson ( 2019 ) on kpc-scale spectroscopic measurements find

ystematic variations of the HCN/CO line ratio and the SFR/HCN
atio with kpc-scale environmental properties, e.g. the molecular
as surface density or the stellar mass surface density. In addition,
bservations of the MW’s Central Molecular Zone (CMZ) show
hat the star formation efficiency of dense gas is much lower than
© 2023 The Author(s) 
lished by Oxford University Press on behalf of Royal Astronomical Society 
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s seen in the rest of the Galaxy (see e.g. Longmore et al. 2013 ;
arnes et al. 2017 ). This apparent underproduction of stars follows
aturally if the critical density of star formation is environmentally 
ependent, as predicted by turbulent star formation theories (e.g. 
ruijssen et al. 2014 ). One persistent question about these results is
ow HCN/CO or similar ratios (e.g. HCO 

+ /CO, CS/CO) trace density
 ariations quantitati vely in dif ferent environments when observed 
n other galaxies. In an attempt to address this, Gallagher et al.
 2018b ) took a no v el step comparing the kpc-scale spectroscopic
easurements with the ∼100 pc scale molecular gas surface density 

n their five galaxies sample. They found systematic variations of the 
CN/CO line ratio, a proxy for the fraction of dense molecular gas,

s a function of the molecular gas surface density. This approach 
irectly connects our two major methods of assessing density and 
as properties in extragalactic systems: high-resolution spectroscopic 
O imaging and multispecies (HCN, HCO 

+ , and CS) spectroscopy. 
Combining multispecies spectroscopy with high-resolution imag- 

ng has applications beyond only constraining density estimates. 
urbulent theories of star formation predict that molecular cloud 
roperties such as mean density, velocity dispersion, or magnetic 
elds influence the density structure of the clouds, which regulate 

heir ability to emit HCN (e.g. Krumholz & McKee 2005 ; Hen-
ebelle & Chabrier 2011 ; Padoan & Nordlund 2011 ; Federrath &
lessen 2012 ; Padoan et al. 2014 ). Moreover, these same parameters

lso regulate the SFE dense of the clouds, thus providing a first-order
xplanation of the observed correlations between the HCN/CO and 
FR/HCN ratios and molecular cloud properties. 
Until very recently, the exploration of such potential correlations 

as limited because high-resolution ( ∼100 pc) CO imaging of 
he full molecular gas disc of galaxies has been almost as rare as
pc-scale and full-disc spectroscopy (see e.g. Wong & Blitz 2002 ; 
eroy et al. 2009 for kpc CO mapping, and e.g. Usero et al. 2015 ;
im ́enez-Donaire et al. 2019 for kpc HCN mapping). This situation 
as recently directly addressed in the Physics at High Angular 

esolution in Nearby GalaxieS (PHANGS) project, 2 which uses the 
tacama Large Millimeter/submillimeter Array (ALMA) to observe 

he molecular gas via the CO(2–1) line at ∼1–2 arcsec resolution in
0 nearby ( d < 25 Mpc) galaxies (PHANGS–ALMA; Leroy et al.
021b ). This surv e y allows access to the molecular gas distribution
t ∼100 pc physical scales, which is close to the size of individual
iant molecular clouds (GMCs). By combining PHANGS–ALMA 

ith spectral mapping of dense gas tracers like HCN(1–0), we can 
xplore the molecular cloud properties in the extragalactic regime and 
ompare it to the kpc-scale dense gas spectroscopy. This technique 
ypasses the lack of extragalactic cloud-scale dense gas observations 
hat are currently only available for a few galaxies (M51, Querejeta 
t al. 2019 ; NGC 3627, Be ̌sli ́c et al. 2021 ; NGC 1068, S ́anchez-
arc ́ıa et al. 2022 ). 
Tracing dense gas associated with star formation is challenging at 

xtragalactic distances because tracers of dense gas that are currently 
opular in Galactic studies, e.g. N 2 H 

+ (see e.g. Kauffmann et al.
017 ; Pety et al. 2017 ; Barnes et al. 2020 ), are too faint to be mapped
t kpc-scales across the discs of external galaxies with current 
nstrumentation within reasonable time. Still, we can gain a lot of
nformation about the dense gas by focusing on the brightest higher 
ritical density lines, i.e. HCN(1–0) or HCO 

+ (1–0). The primary 
ethod to measure dense gas is based on the observation of various
olecular emission lines with a range of ef fecti ve critical densities

 n eff ; see e.g. Leroy et al. 2017a ; Gallagher et al. 2018a ). To first order,
 http://phangs.org 

3

(
K

he intensity of a line reflects the total gas mass abo v e n eff , though
ee discussion in Shirley ( 2015 ) and Mangum & Shirley ( 2015 ).
herefore, the ratio of two lines with different critical densities 

eflects the ratio of gas masses abo v e the two critical densities. For
xample, comparison between CO and HCN line emission yields an 
pproximate gauge of the dense gas fraction (e.g. see Usero et al.
015 ; Bigiel et al. 2016 and reference therein), as the latter requires
 significantly larger density for excitation. 3 

Accordingly, in this paper, we combine a large new HCN (along
ith HCO 

+ and CS) data set with PHANGS–ALMA CO observa- 
ions and use the HCN(1–0)/CO(2–1) ratio to trace the fraction of
ense gas. Because the targets were picked to o v erlap PHANGS–
LMA, we have cloud-scale gas properties and infrared (IR)- and 
ltraviolet (UV)-based SFR estimates across the whole sample. 
e explore the correlations of several cloud-scale structural and 

ynamical gas properties with both the HCN/CO ratio, a proxy for
he dense gas fraction ( f dense ), and the SFR/HCN ratio, a proxy for
he dense gas star formation efficiency (SFE dense ), across a sample
f 25 galaxies. This builds on the study of Gallagher et al. ( 2018b ),
ho used a subset of these data (five galaxies) and considered only
CN/CO and cloud-scale molecular gas surface density ( � mol ), and
n the works of Leroy et al. ( 2017b ) and Utomo et al. ( 2018 ), who
ompared CO-based cloud properties to the star formation efficiency 
n the bulk molecular medium traced by CO emission (SFE mol ).

e compare the kpc-scale HCN/CO and SFR/HCN to the cloud- 
cale molecular gas surface density ( � mol ), the velocity dispersion
 σ mol ), the virial parameter ( αvir ), and the internal turbulent pressure
 P turb ) as defined in Section 4.3 . We measure � mol , σ mol , αvir , and
 turb using CO(2–1) data from the PHANGS–ALMA surv e y, and we
easure HCN/CO and SFR/HCN using HCN(1–0) data from new 

LMA observations, called the ACA Large-sample Mapping Of 
earby galaxies in Dense gas (ALMOND) surv e y. ALMOND uses

he Morita Atacama Compact Array (ACA) to observe a subsample 
f 25 targets of the PHANGS–ALMA surv e y in dense molecular
as tracers like HCN(1–0), HCO 

+ (1–0), or CS(2–1). Our goal is to
haracterize the impact of these cloud-scale gas properties on the 
mount and star-forming ability of the dense gas and its connection
ith local environment. 
This paper is organized as follows. First, we lay out the concept that
oti v ates the studied correlations based on turbulent cloud models

n Section 2 . Next, we describe our data products and methods in
ection 3 . In Section 5 , we present the main results where we compare

he dense gas to cloud-scale molecular gas properties. We further 
nalyse the findings in Section 6 where we separately look at the
alaxies’ centres. Finally, we summarize and discuss the results in 
ection 7 . In the online version, we provide supplementary figures. 

 E X P E C TAT I O N S  

.1 Does HCN/CO trace dense gas fraction? 

he goal of this section is to set a qualitative, first-order expec-
ation of the relations between molecular cloud properties and 
he W HCN / W CO(2–1) ratio (hereafter HCN/CO) and the � SFR / W HCN 

ntegrated intensity ratio (hereafter SFR/HCN). Using established 
odels of star formation (e.g. Krumholz & McKee 2005 ; see
ection 2.2 ), we model the probability distribution function (PDF) 
MNRAS 521, 3348–3383 (2023) 

 n eff (HCN(1–0)) ≈ 2 × 10 4 –2 × 10 5 cm 

−3 , n eff (CO(2–1)) ≈ 1 × 10 3 cm 

−3 

Mangum & Shirley 2015 ; Shirley 2015 ; Leroy et al. 2017a ; Onus, 
rumholz & Federrath 2018 ). 

http://phangs.org
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f the gas density of molecular clouds as a function of several cloud
roperties, i.e. the mean surface density n 0 , the Mach number M ,
nd the virial parameter αvir (in Section 4.3 , we explain our best
mpirical estimates of these molecular cloud properties). Then, based
n the density PDF, we infer qualitative changes of HCN/CO and
FR/HCN as a function of the molecular cloud properties. At the
odel level, we can infer the gas masses traced abo v e certain density

hresholds and thus estimate the dense gas fraction ( f dense ) and star
ormation efficiency (SFE dense ). Therefore, to infer HCN/CO and
FR/HCN from the models we assume that HCN(1–0) and CO(2–
) emission trace the gas mass abo v e a certain ef fecti ve critical
ensity using a constant mass-to-light conversion factor. Ho we ver,
alactic observations, albeit largely limited to selected local clouds
r ev en subre gions of these (e.g. Kauffmann et al. 2017 ; Pety
t al. 2017 ; Barnes et al. 2020 ; Evans Neal J. et al. 2020 ), and
imulations (e.g. Mangum & Shirley 2015 ; Shirley 2015 ; Leroy
t al. 2017a ; Onus et al. 2018 ; Jones et al. 2022 ) have clearly shown
hat reality is more complex. Rather than simply tracing gas abo v e
ome fixed density threshold, HCN al w ays traces a convolution
f the density distribution and density-dependent emissivity, with
dditional complications offered by chemical abundance variations,
ariations in temperature, and possible excitation by collisions with
lectrons. Despite these concerns, the preponderance of evidence
ven in the studies above supports the use of the HCN/CO ratio as
 tracer of the density distribution in a cloud, with higher HCN/CO
eflecting denser gas. 

Given these uncertainties, in our analysis, we focus on the
bservational quantities, i.e. HCN/CO and SFR/HCN, rather than
he less certain physical quantities, i.e. f dense and SFE dense . In this
ection laying out basic theoretical expectations, we adopt the
impler picture that HCN emission has a step-function dependence
n density and emits with a fixed mass-to-light ratio, or conversion
actor, abo v e that density threshold. The purpose is not to derive
uantitative predictions about line emissivities but instead to discuss
ow currently popular models predict the directions of observed
orrelations between cloud-scale molecular gas properties and dense
as spectroscopy. 

We also note further alternative descriptions of the basic theoretical
ramework, we adopt (e.g. Hennebelle & Chabrier 2011 ; Federrath &
lessen 2012 ) and refer the reader to those works for more quanti-

ative discussion of turbulent cloud models. 

.2 Turbulent cloud models 

n turbulent models of star formation (e.g. Padoan & Nordlund 2002 ,
011 ; Krumholz & McKee 2005 ; Hennebelle & Chabrier 2011 ;
ederrath & Klessen 2012 , 2013 ; Padoan et al. 2014 ), the PDF ( p ( n ))
f the molecular gas number density, n , is to first order described by
 lognormal function, which can be written as 

( s ) d s = 

1 √ 

2 πσ 2 
s 

exp 

[
− ( s − s 0 ) 2 

2 σ 2 
s 

]
d s , (1) 

here s = ln ( n / n 0 ) is the logarithmic number density in units of
he mean number density, n 0 , and s 0 = −σ 2 

s / 2 is the centre of
he PDF. Note that gravitational collapse and star formation will
ntroduce a power-law tail at high densities (see e.g. Girichidis et al.
014 ; Burkhart 2018 ). This is particularly noticeable in the high-
ensity gas of individual molecular clouds (e.g. Kainulainen et al.
009 ; Schneider et al. 2015 ). Ho we v er, we e xpect the contribution
f the power-law tail to the o v erall mass budget of the multiphase
nterstellar medium (ISM) to be negligible at the larger scales of
NRAS 521, 3348–3383 (2023) 
150 pc and abo v e (e.g. in entire gravitationally bound GMCs; e.g.
lessen & Glo v er 2016 ). 
For isothermal turbulent flows, the width of the lognormal PDF

s quantified by the rms Mach number M ≡ σ3D /c s ( σ 3D is the
hree-dimensional velocity dispersion and c s is the sound speed of
he molecular gas), the turbulence driving parameter, b , and the gas
o magnetic pressure ratio, β (see e.g. Padoan & Nordlund 2011 ;

olina et al. 2012 ): 

2 
s = ln 

(
1 + b 2 M 

2 β

β + 1 

)
. (2) 

he parameter b depends on the ratio of compressive versus
olenoidal modes and on the dimensionality of the flow. For isotropic
urbulence in isothermal gas with a natural mix of both modes
ontributing equally, simple theoretical considerations lead to b =
/4 in two and b = 2/3 in three dimensions (Federrath, Klessen &
chmidt 2008 ). Numerical simulations indicate somewhat smaller
alues (Federrath et al. 2010 ), however, with considerable scatter.
e follow Padoan & Nordlund ( 2002 ), neglect magnetic fields ( β
 ∞ ) and adopt b ∼ 0.5 such that the width of the PDF becomes 

2 
s = ln 

(
1 + 0 . 25 M 

2 
)
. (3) 

he abo v e formalism implies a link between the distribution of
ass abo v e an y giv en density and the mean properties of molecular

louds, i.e. for varying mean density ( n 0 ) or velocity dispersion
 σ mol ) as is illustrated in Fig. 1 . Here, we adopt the prescription
rom Krumholz & McKee ( 2005 , hereafter KM theory) to compute
he density threshold n SF abo v e which gas is considered to collapse
nd form stars within a free-fall time: 
n SF 

n 0 
= 0 . 82 αvir M 

2 . (4) 

ssuming a fixed virial parameter αvir ≈ 1.3 (Krumholz & McKee
005 ), the abo v e equation reads n SF /n 0 ≈ 1 . 07 M 

2 . Thus, for fix ed
irial parameter, the physical interpretation drawn from equation
 4 ) is that stars form in local o v erdensities of the molecular clouds
etermined by the density contrast n SF / n 0 that shifts to higher
 v erdensities if the turbulence ( M ) of the molecular gas increases.
ariations of the virial parameter are small ( ∼0.7 dex; Sun et al.
020b ) compared to variations of the mean density ( ∼3.4 dex) or
he Mach number ( ∼1.7 dex) of molecular clouds that justifies
ssuming a fixed αvir to first order. Ho we ver, v ariations of αvir are still
vident and might also manifest in the spectroscopic observations,
.g. by affecting n SF . In this simplified model, αvir does not affect
he PDF and thus HCN/CO is unaffected by changes in αvir . On the
ontrary, based on equation ( 4 ), n SF increases for increasing αvir that
ould result in a ne gativ e correlation between SFR/HCN and αvir . In
ractice, in this study, we infer the virial parameter from observations
y assuming a fixed cloud-scale, such that αvir ∝ σ 2 

mol /� mol (see
ection 4.3.3 ). In this case, αvir is correlated with σ mol (tracing
 ) and � mol (tracing n 0 ) making the effect of αvir on HCN/CO

nd SFR/HCN more complex. Still, we can estimate how σ 2 
mol /� mol 

racing αvir affects HCN/CO and SFR/HCN taking into account the
istribution and thus the correlation of molecular cloud properties
ased on observations (see Sections 2.4 and 2.5 and Fig. 2 ). 

.3 Line emissivity 

n an ideal case, we can detect molecular lines, such as HCN(1–0)
r CO(2–1), if a substantial fraction of the gas is at densities close to
r abo v e the so-called ‘critical density’ for emission. Considering
he simplest case of only collisional (de)excitation (e.g. within
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Figure 1. Top: volume-weighted probability distribution functions (PDFs) of the molecular cloud gas density, n , for varying mean density ( n 0 , left-hand panel) 
and varying Mach number ( M , right-hand panel). The light blue shaded area indicates the density regime traced by CO(2–1), i.e. all gas above n eff (CO) = 

3 × 10 2 cm 

−3 (Leroy et al. 2017a ). Analogously, the yellow shaded area is the density regime traced by HCN(1–0), where we adopted two ef fecti ve critical 
densities such that in one case (solid line) HCN traces all gas abo v e n eff (HCN) = 5 × 10 4 cm 

−3 (Leroy et al. 2017a ) and in the other case (dashed line) HCN 

traces gas abo v e n eff (HCN) = 5 × 10 3 cm 

−3 (Onus et al. 2018 ). The dashed lines labelled with n SF show the threshold density abo v e which gas in clouds 
collapses to form stars. Thus, the hatched areas are a measure of the SFR per free-fall time. Bottom: HCN/CO as a proxy for f dense and SFR/HCN as a proxy 
for SFE dense estimated from the PDFs as a function of the mean density (left-hand panel) and the Mach number (right-hand panel) in accordance with the top 
panel plots. We compute HCN/CO as the ratio of the integrated mass-weighted PDFs within the assumed density regimes (equation 6 ). Similarly, SFR/HCN 

is obtained by integrating the mass-weighted PDF abo v e n SF accounting for the free-fall time at mean density and dividing with the area of the PDF traced by 
HCN (equation 7 ). The solid line and dashed lines are in accordance with the density thresholds in the top panels. 
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ense molecular clouds), this critical density can be defined as the 
ensity at which the collisional de-excitation rate and spontaneous 
e-excitation are equal, and hence above this density line emission 
s enhanced. In general, the critical density of a certain line depends
n the optical depth ( τ ) of the line and the kinetic temperature ( T ) of
he gas (e.g. Tielens 2010 ; Draine 2011 ; Mangum & Shirley 2015 ;
hirley 2015 ; Klessen & Glover 2016 ). The concept of a critical
ensity, abo v e which all the line emission is associated with the gas
ass abo v e that critical density, is, ho we ver, some what limited in

ower density gas, as subthermal excitation effects (e.g. Pety et al. 
017 ) and additional excitation mechanisms can be significant (e.g. 
ee Goldsmith & Kauffmann 2018 ). None the less, to first order,
e consider all gas abo v e a respectiv e critical density to be traced
y the respective molecular line emission. We select the density 
hreshold based on the emissivity–density curves derived by Leroy 
t al. ( 2017a , their fig. 2). We define the threshold where their
ormalized emissivity ( ε) exceeds 50 per cent , i.e. at n eff (HCN) =
 × 10 4 cm 

−3 for HCN(1–0) and n eff (CO) = 3 × 10 2 cm 

−3 for
O(2–1) as illustrated in Fig. 1 (left-hand panels). The value of
 eff for HCN has, ho we ver, been the subject of some debate in the
ecent literature (e.g. Kauffmann et al. 2017 ; Barnes et al. 2020 ). For
xample, numerical simulations from Onus et al. ( 2018 ) and Jones
t al. ( 2022 ) find that HCN(1–0) emission traces gas at densities
f n eff (HCN) = 1 × 10 3 –1 × 10 4 cm 

−3 , which is around an order
f magnitude lower than reported by Leroy et al. ( 2017a ). Note,
o we ver, that Leroy et al. ( 2017a ) use a different definition of the
f fecti ve critical density and that both results may be consistent with
ach other. Nevertheless, to account for some variation of n eff , we
dopt a second, lower critical density of n eff (HCN) = 5 × 10 3 cm 

−3 

dashed line in Fig. 1 ). 4 We then use these density regimes to infer the
as mass traced by HCN(1–0) or CO(2–1) emission via integration 
f the mass-weighted PDF: 

 line ∝ 

∫ ∞ 

s eff ( line ) 

n 

n 0 
p( s ) d s , (5) 

here s eff (line) is the ef fecti ve critical line density in units of
 = ln ( n / n 0 ) corresponding to n eff (line). Note that this formalism
oes not consider radiative transfer modelling and therefore only 
ives reasonable HCN/CO estimates in terms of comparative 
nalysis. 
MNRAS 521, 3348–3383 (2023) 
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M

Figure 2. Model predictions of HCN/CO and SFR/HCN against the molecular cloud properties � mol , σmol , and αvir (similar to Sun et al. 2018 ). HCN/CO and 
SFR/HCN are computed as in equations ( 6 ) and ( 7 ) based on a lognormal PDF and assuming n eff (HCN) = 5 × 10 3 cm 

−3 . The PDF parameters ( n 0 , M , and 
αvir ) are inferred from the observed 150 pc molecular gas measurements ( � mol , σmol , and αvir ∝ σ 2 

mol /� mol ). The red data points depict the intensity-weighted 
averages of the 150 pc measurements (blue) at an averaging scale of 2.1 kpc (see Section 4.4 for more details). We show the Pearson correlation coefficient ρ
for both the original data and the weighted averages. 
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.4 HCN/CO correlations 

urbulent cloud models predict the density distribution and SFR as
 function of the molecular cloud properties. In the following, we
dopt the description introduced in Section 2.2 and infer simplified
ine emissivities (Section 2.3 ). In Fig. 1 , we show how variations
f molecular cloud properties affect the molecular gas density
istribution, i.e. the PDF, and consequently the HCN/CO ratio. 
At first, we keep the virial parameter fixed at αvir = 1.3 and

ary the mean density for fixed Mach number and vice versa. In
ig. 1 (top left-hand panel), we show how the cloud’s PDF changes
s a function of the mean density ( n 0 ), keeping the Mach number
xed at M = 30 that corresponds to σ mol ≈ 5 km s −1 assuming a
ound speed of c s = 0.3 km s −1 (at T ∼ 20 K; Krumholz & McKee
005 ). We adopt typical molecular cloud densities, varying n 0 from
 × 10 2 to 1 × 10 4 cm 

−3 that results in a shift of the PDF to higher
ensities without changing the width of the PDF. We estimate the
xpected HCN/CO line ratio based on a simplified emissivity model
nd critical densities of HCN(1–0) and CO(2–1) discussed abo v e
Section 2.3 ) by integrating the PDF over the density ranges of the
espective lines: 

HCN 

CO 

∣∣∣∣
model 

= 

∫ ∞ 

s eff ( HCN ) 
n 
n 0 

p( s) d s ∫ ∞ 

s eff ( CO ) 
n 
n 0 

p( s) d s 
, (6) 
NRAS 521, 3348–3383 (2023) 
here the respective HCN and CO ef fecti ve critical densities are
 eff (HCN) = 5 × 10 4 cm 

−3 (Leroy et al. 2017a ) or n eff (HCN) =
 × 10 3 cm 

−3 (Onus et al. 2018 ) and n eff (CO) = 2 × 10 3 cm 

−3 . This
rocedure computes the mass of gas that is traced by the different
olecular lines, which serves as a first-order estimate of the expected

ine intensities assuming a constant mass-to-light ratio. Note that
quation ( 6 ) does not account for the different HCN(1–0) and CO(2–
) mass-to-light conversion factors. Thus we only claim to predict
hanges in HCN/CO. Moreo v er, we assume a fixed ef fecti ve critical
ensity of HCN(1–0) and that the emissivity of the lines below n eff is
ero. Ho we ver, in reality, n eff can v ary and the emissi vity belo w n eff 

s not zero. Therefore, if the dense gas fraction is low, a significant
raction of the HCN emission could come from lower density gas.
hus, our toy model will predict a steeper correlation at low n 0 and

ow M . 
We find that the HCN/CO line ratio positively correlates with the
ean density of the molecular cloud (see top right-hand panel of
ig. 1 ). The physical explanation is that at low mean densities n 0 

10 2 cm 

−3 the CO(2–1) line is easily excited while only a small
raction of the cloud’s gas is at densities high enough to produce
CN(1–0) emission producing a low HCN/CO line ratio. Increasing
 0 leads to an increasing fraction of gas at the (ef fecti ve) critical
ensity of HCN(1–0) thus increasing the HCN(1–0) luminosity while
he CO(2–1) luminosity is only marginally affected by increasing n 0 
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ue to its low critical density. Thus, increasing the mean density 
f the cloud results in a higher HCN/CO line ratio. If we assume
he CO(2–1) intensity to be a robust tracer of the surface density
f the molecular gas at cloud-scales and further assume that the 
eometry of the clouds is similar such that surface density traces 
ean density, we expect a positive correlation between the surface 

ensity of molecular clouds and the HCN/CO line ratio as a proxy of
he dense gas fraction. The connection between cloud-scale � mol and 
CN/CO has already been tested by Gallagher et al. ( 2018b ), who

ound a positive correlation, thus supporting the model expectation. 
Similarly, we vary the Mach number (and consequently the 

elocity dispersion) of the molecular cloud adopting typical values of 
 = 10–100 while keeping the mean density fixed at n 0 = 10 3 cm 

−3 .
omparing with Krumholz & Thompson ( 2007 ), the range of Mach
umbers describes normal ( M ∼ 30) o v er intermediate ( M ∼ 50) to
tarburst galaxies ( M ∼ 80). We find that increasing the turbulence 
f the molecular cloud widens the PDF without significantly shifting 
ts peak ( s 0 = −σ 2 

s / 2; see bottom left-hand panel of Fig. 1 ). As a
esult, at low velocity dispersion the PDF is narrow and centred 
round a density of order 10 2 cm 

−3 such that only a small fraction
f the gas is at high densities. Therefore, the HCN(1–0) intensity is
ow while the CO(2–1) intensity is high, hence we expect a small
CN/CO line ratio. Increasing the velocity dispersion leads to a 
idening of the PDF such that a larger fraction of the gas is at higher
ensities thus increasing the HCN(1–0) luminosity much more than 
he CO(2–1) that is less affected by the width of the PDF. Thus,
ssuming that the velocity dispersion is traced by the CO(2–1) line 
idth, we expect a positive correlation between the line width and 

he HCN/CO line ratio as shown in the bottom right-hand panel of
ig. 1 . 
As mentioned abo v e, in this simplified model prescription, the 

ctual (theoretical) virial parameter does not affect the PDF thus 
eaving HCN/CO unchanged. Ho we ver, the empirical virial pa- 
ameter, if measured as αvir ∝ σ 2 

mol /� mol , might be connected to 
hanges in HCN/CO. Therefore, under the assumption that the 
irial parameter is proportional to σ 2 

mol /� mol (see Section 4.3.3 ), we 
an study changes of HCN/CO with the empirically inferred virial 
arameter. In Fig. 2 (upper ro w), we sho w ho w the model HCN/CO
aries with the empirically based molecular cloud properties (see 
ppendix A for the distribution of the measured cloud-scale gas 
roperties). Each data point corresponds to an aperture in one of
ur target galaxies. Blue dots indicate measurements at 150 pc, 
hile red dots indicate av erages o v er 2.1 kpc apertures using a
ass-weighting scheme (see Section 4.4 ). We predict HCN/CO as 

escribed abo v e adopting the following data-to-model parameter 
on versions. We con vert the observationally inferred � mol into n 0 
ssuming spherical clouds with radius R , such that the depth of
he cloud is given by the beam size, e.g. 2 R = 150 pc, leading to
 0 / [ cm 

−3 ] = 3 / (4 Rμm H ) � mol = 0.144 ×� mol /[M � pc −2 ], where
= 2.8 is the mean particle weight per hydrogen molecule assuming

ll hydrogen is H 2 (Kauffmann et al. 2008 ) and m H is the mass of
he hydrogen atom. Assuming a sound speed of c s = 0.3 km s −1 we
btain M = 

√ 

3 σmol /c s = 5 . 8 × σmol / [km s −1 ], where we assume
n isotropic velocity dispersion, hence the factor 

√ 

3 . In accordance 
ith the model predictions abo v e, we find HCN/CO to positively

orrelate with n 0 and M . In addition, we observe a weak positive
orrelation of HCN/CO with the virial parameter (Pearson correlation 
= 0.14 for the 150 pc measurements and ρ = 0.40 for the

.1 kpc scale weighted averages). Physically, the virial parameter 
s a measure of the gravitational boundedness, where higher αvir 

eans less bound. The derived (weak) positive correlation between 
CN/CO and αvir implies that less bound clouds tend to have 
ore dense gas per molecular gas that seems counterintuitive given 
hat one might expect a higher dense gas fraction for more bound
louds. Ho we ver, high HCN/CO is also connected to highly turbulent
louds as is shown abo v e. Indeed, we observ e a steeper correlation
f HCN/CO with Mach number than with n 0 , therefore a positive
orrelation between HCN/CO and αvir is indeed not surprising. 

.5 SFR/HCN correlations 

imilar to the HCN/CO correlations abo v e, we can make predictions
bout the SFR-to-HCN ratio as a function of molecular cloud 
roperties. We model the SFR using equation ( 4 ) where all gas
bo v e the threshold density n SF is considered to form stars and n SF 

s completely determined by the mean density ( n 0 ) and the Mach
umber ( M ), n SF ∝ n 0 M 

2 at fixed αvir = 1.3. This allows us to
ompute n SF for an y giv en tuple ( n 0 , M ) or equi v alently ( � mol ,
mol ). We add n SF as vertical dashed lines in Fig. 1 and consider the
loud’s gas abo v e this threshold (hatched area) as the star-forming
as. Similar to HCN/CO and following Krumholz & McKee ( 2005 ),
e estimate SFR/HCN by integrating the PDF o v er the rele v ant
ensity ranges: 

SFR 

HCN 

∣∣∣∣
model 

= 

∫ ∞ 

s SF 

n √ 

n 0 
p( s) d s ∫ ∞ 

s eff ( HCN ) 
n 
n 0 

p( s) d s 
, (7) 

here n eff (HCN) is defined as in Section 2.4 . Equation ( 7 ) accounts
or the (inverse) dependence of the SFR on the mean free-fall time
 ff , 0 = 

√ 

3 π/ (32 Gρ0 ) ∝ ρ
−1 / 2 
0 ∝ n 

−1 / 2 
0 (e.g. Padoan et al. 2014 ).

gain, we are only interested in relative changes of SFR/HCN so
hat the units have no physical meaning. We note that the prescription
dopted here assumes a single free-fall time, while other pictures 
e.g. Federrath & Klessen 2012 ) adopt a multi-free-fall approach 
hat include an additional density-dependent factor (a ratio of free- 
all times) inside the integral in the numerator of equation ( 7 ).

ulti-free-fall models can predict that SFE dense increases with Mach 
umber, i.e. the reverse of single-free-fall models predictions and 
he reverse of the trends found here at low n 0 , M (Fig. 2 ). Given
he sense of observ ed SFE dense trends e xamined in this work and by
thers (Querejeta et al. 2015 ; Leroy et al. 2017a ; Utomo et al., in
reparation), we proceed with the single free-fall class of models in
he following. 

We explore the effect of the molecular cloud properties on 
FR/HCN within the same parameter space as of HCN/CO. We 
nd that M ne gativ ely correlates with SFR/HCN, as is shown in

he bottom right-hand panel of Fig. 1 . This can be understood in the
ollowing way. At low velocity dispersion, HCN is a good tracer of
he density regime where the stars are expected to form and thus
he SFR/HCN ratio is high. For increasing turbulence the HCN 

uminosity becomes a less ideal tracer of the local o v erdensities
nd traces more of the bulk molecular gas leading to a decreasing
FR/HCN. For changes of SFR/HCN with the mean density the 
odel predicts a decreasing trend at low n 0 and an increasing trend

t high n 0 and hence no clear correlation between SFR/HCN and
 0 . We can understand the different dependencies in the following
ay. At low n 0 
 n eff an increase in n 0 leads to HCN tracing more
f the bulk molecular gas such that SFR/HCN decreases leading 
o a ne gativ e correlation between SFR/HCN and n 0 similar to M .
hough, if n 0 reaches densities comparable to the critical density of
CN(1–0) the ratio between the gas masses abo v e n eff (HCN) and
 SF is barely affected by changes in n 0 . Ho we ver, the SFR depends
n the mean free-fall time such that a higher gas mass is converted
nto stars within a shorter time ( t ff , 0 ∝ n 

−1 / 2 
0 ) leading to an increase
MNRAS 521, 3348–3383 (2023) 
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f SFR/HCN with increasing n 0 . As a result, we expect a negative
orrelation between SFR/HCN at n 0 
 n eff (HCN), n SF and a positive
orrelation at n 0 ∼ n eff (HCN), n SF . 

Analogously to Section 2.4 , we additionally infer SFR/HCN for
very data-based triplet ( n 0 , M , αvir ) meaning for each aperture,
 0 and M are traced via � mol and σ mol , respectively, and αvir is
roportional to σ 2 

mol /� mol . The resulting relations (SFR/HCN against
loud properties) are shown in Fig. 2 (lower panels). Remarkably,
e find a clear ne gativ e correlation between SFR/HCN and n 0 in

ontrast to the less clear relation shown in Fig. 1 , where n 0 is varied
t fixed M . There are two reasons that we do not observe the upturn
f SFR/HCN at higher n 0 . First, the n 0 values inferred from � mol are
1–2 dex lower than the adopted values in Fig. 1 so that n 0 is mostly

ower than n eff (HCN) or n SF and the dependence on the free-fall time
s less important. Second, the strong ne gativ e correlation between
FR/HCN and M in combination with the positive correlation of n 0 
nd M can o v ercompensate the SFR/HCN upturn at higher n 0 thus
eading to a ne gativ e correlation between SFR/HCN and n 0 . 

In the KM model description, αvir affects n SF without affecting
he PDF and thus the line emissivity. This would result in a ne gativ e
orrelation between SFR/HCN and αvir . Ho we ver, we measure αvir 

ia σ 2 
mol /� mol assuming a fixed cloud size (see Section 4.3.3 ).

hus, αvir is constrained by the observational � mol and σ mol values
nd we want to explore variation of the model’s SFR/HCN with
2 
mol /� mol . Analogously to Section 2.4 , we infer SFR/HCN for every
bservationally based triplet ( n 0 , M , αvir ) based on the same model
escription as abo v e but also accounting for variations in αvir . The
esulting relations (SFR/HCN against cloud properties) are shown in
ig. 2 (lower panels). Consistent with the results abo v e we find v ery
trong ne gativ e correlations of SFR/HCN with n 0 and M . Moreo v er,
e observe a moderate ne gativ e correlation of SFR/HCN with the
irial parameter (Pearson correlation ρ = −0.43 for the 150 pc scale
easurement and ρ = −0.57 for the weighted averages). The virial

arameter quantifies the gravitational boundedness of the cloud.
he derived anticorrelation between αvir and SFR/HCN supports the
oncept that less bound clouds tend to be less efficient in producing
tars from the dense gas (lower SFR/HCN). 

 OBSERVATION S  

n this study, we link the kpc-scale dense gas spectroscopy with
he cloud-scale molecular gas properties across 25 nearby galaxies.
o enable this we present a new ALMA surv e y of high critical
ensity molecular lines, which we call ALMOND (‘ACA Large-
ample Mapping of Nearby galaxies in Dense gas’). ALMOND
imed to detect emission from high critical density lines, HCN(1–0),
CO 

+ (1–0), and CS(2–1), from targets of the PHANGS–ALMA
urv e y. F ollowing standard practice for extragalactic work (e.g.
ao & Solomon 2004 ; Usero et al. 2015 ; Bigiel et al. 2016 ; Gallagher

t al. 2018a ; Querejeta et al. 2019 ), ALMOND initially focuses
n HCN(1–0) (hereafter HCN), HCO 

+ (1–0), and CS(2–1) as our
rimary tracer of dense molecular gas. We designed ALMOND
ith the goal of detecting these high critical density tracers, and

s a result began by targeting the more massive and actively star-
orming PHANGS–ALMA targets. All targets are nearby ( d <

5 Mpc), relatively massive (10 10 � M � � 10 11 M �) gas-rich
10 9 � M H 2 � 10 10 M �), star-forming (1 � SFR � 10 M � yr −1 )
alaxies, selected based on the PHANGS–ALMA CO (2–1) maps
nd mid-IR emission so that we expected the ACA to be able to
chieve significant detections of the high critical density rotational
ines near ν ≈ 85–100 GHz, HCN(1–0), HCO 

+ (1–0), CS(2–1), at
east in the galaxy centres and across spiral arms. At these nearby
NRAS 521, 3348–3383 (2023) 
istances, even the moderate angular resolution of the ACA allows
s to resolve key environmental features (centre, bar, spiral arms) in
oth the bulk and dense molecular gas. Our diverse sample covers a
ariety of morphology, including 16 barred (nine unbarred) galaxies
nd 11 galaxies containing (14 without) an active galactic nucleus
AGN). Table 1 lists the galaxy sample along with their physical
roperties. We summarize the used data products in Table 2 . 

.1 New HCN(1–0) obser v ations 

LMOND observed 25 nearby galaxies in dense molecular gas
racers using the Morita ACA as part of the ALMA facility. The
CA consists of four 12-m dishes that operate in single-dish (‘total
ower’, TP) mode and an array of fourteen 7-m telescopes. The
pectral set-up is similar to the one described in Gallagher et al.
 2018a ), and co v ers the brightest high critical density lines, HCN(1–
), HCO 

+ (1–0), and CS(2–1) and a suite of fainter lines. At these
requencies, the ACA has a native resolution of 17–22 arcsec that, for
ur targets, relates to physical scales of ∼1–2 kpc. In total, ALMOND
urrently includes 7-m + TP observations of 25 targets (projects
017.1.00230.S, 2018.1.01171.S, and 2019.2.00134.S), which we
ombine in this analysis with additional 7-m + TP observations
f NGC 2903 (project 2021.1.00740.S) and NGC 4321 (project
017.1.00815.S). The data consist of a homogeneous set of ACA
bservations of a large sample of 23 galaxies with exceptionally
eep observations of NGC 2903 and NGC 4321, for a total of 25
alaxies, which we believe to be the largest or one of the largest ever
apping surv e ys targeting these high critical density lines. The data

eduction was carried out using the PHANGS–ALMA pipeline (for
ore details see Leroy et al. 2021a ), which uses the standard ALMA

ata reduction package, CASA (CASA Team et al. 2022 ). 
The resulting position–position–velocity (PPV) cubes have typical

pectral resolution of 10 km s −1 and typical noise per channel of 1 mK
or the deeper observations (NGC 2903 and NGC 4321) and ∼3 mK
or the other 23 galaxies. The good sensitivity of the ACA allows us to
etect HCN(1–0), HCO 

+ (1–0), and CS(2–1) emission in the centres
f all targets and in individual locations across the molecular spiral
rms in some of the ALMOND galaxies. Across all galaxies, we
bserve in total 4566 independent sightlines, whereof 242 sightlines
how significant HCN emission, i.e. integrated intensities with the
ignal-to-noise ratio (S/N) ≥ 3. 

Beyond the individual detections, the survey covers a large area
nd we know the likely location and velocity of the faint HCN(1–0)
mission. This allows us to achieve widespread detections of these
aint lines via stacking, e.g. constructing sensitive radial profiles.
n Appendix B , we show that via spectral stacking HCN can be
etected in the central 2 kpc in all galaxies, out to 4 and 6 kpc in
1 and 9 of the 25 galaxies, respectively. In Fig. 3 , we illustrate this
adial stacking spectra procedure and show the integrated intensities
or NGC 4321. These are our deepest observations, and so are not
ypical, but they nicely illustrate the nature of the ALMOND data and
he stacking procedures. For more details on the stacking method,
ee Appendix B . The complete atlas of maps and stacked spectra are
ade available online. 

.1.1 CO(2–1) – bulk molecular gas 

e trace the bulk molecular gas via the CO(2–1) emission line
s observed by the PHANGS–ALMA survey (Leroy et al. 2021b ).
LMA produced CO(2–1) line maps with 1–2 arcsec resolution

orresponding to physical scales of 25–180 pc, 2.5 km s −1 velocity
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Table 1. Galaxy sample. 

Galaxy RA Dec. d i M � M H 2 SFR SFR/ M � Bar AGN 

(J2000) ( h : m : s ) (J2000) ( ◦: ′ : ′′ ) (Mpc) ( ◦) (10 9 M �) (10 9 M �) (M � yr −1 ) (10 −10 yr −1 ) 
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) 

NGC 0628 1:36:41.7 15:47:1.1 9 .8 8 .9 21 .94 2 .70 1 .75 0 .80 N N 

NGC 1097 2:46:18.9 −30:16:28.8 13 .6 48 .6 57 .48 5 .52 4 .74 0 .83 Y Y 

NGC 1365 3:33:36.4 −36:08:25.5 19 .6 55 .4 97 .77 18 .07 16 .90 1 .73 Y Y 

NGC 1385 3:37:28.6 −24:30:4.2 17 .2 44 .0 9 .53 1 .68 2 .09 2 .19 N N 

NGC 1511 3:59:36.6 −67:38:2.1 15 .3 72 .7 8 .09 1 .47 2 .27 2 .80 N N 

NGC 1546 4:14:36.3 −56:03:39.2 17 .7 70 .3 22 .39 1 .94 0 .83 0 .37 N N 

NGC 1566 4:20:0.4 −54:56:16.8 17 .7 29 .5 60 .85 5 .05 4 .54 0 .75 Y Y 

NGC 1672 4:45:42.5 −59:14:50.1 19 .4 42 .6 53 .61 7 .24 7 .60 1 .42 Y Y 

NGC 1792 5:5:14.3 −37:58:50.0 16 .2 65 .1 40 .96 6 .64 3 .70 0 .90 N N 

NGC 2566 8:18:45.6 −25:29:58.3 23 .4 48 .5 51 .21 7 .17 8 .72 1 .70 Y N 

NGC 2903 9:32:10.1 21:30:3.0 10 .0 66 .8 43 .02 3 .74 3 .08 0 .71 Y N 

NGC 2997 9:45:38.8 −31:11:27.9 14 .1 33 .0 54 .06 6 .79 4 .37 0 .81 N N 

NGC 3059 9:50:8.2 −73:55:19.9 20 .2 29 .4 23 .87 2 .43 2 .38 1 .00 Y N 

NGC 3521 11:5:48.6 −0:02:9.4 13 .2 68 .8 105 .21 5 .90 3 .72 0 .35 N N 

NGC 3621 11:18:16.3 −32:48:45.4 7 .1 65 .8 11 .38 1 .15 0 .99 0 .87 N Y 

NGC 4303 12:21:54.9 4:28:25.5 17 .0 23 .5 33 .39 8 .12 5 .33 1 .60 Y Y 

NGC 4321 12:22:54.9 15:49:20.3 15 .2 38 .5 55 .61 7 .77 3 .56 0 .64 Y N 

NGC 4535 12:34:20.3 8:11:52.7 15 .8 44 .7 33 .96 3 .99 2 .16 0 .64 Y N 

NGC 4536 12:34:27.1 2:11:17.7 16 .2 66 .0 25 .07 2 .62 3 .45 1 .37 Y N 

NGC 4569 12:36:49.8 13:9:46.4 15 .8 70 .0 64 .04 4 .55 1 .32 0 .21 Y Y 

NGC 4826 12:56:43.6 21:40:59.1 4 .4 59 .1 17 .40 0 .41 0 .20 0 .12 N Y 

NGC 5248 13:37:32.0 8:53:6.7 14 .9 47 .4 25 .49 4 .54 2 .29 0 .90 Y N 

NGC 5643 14:32:40.8 −44:10:28.6 12 .7 29 .9 21 .69 2 .66 2 .59 1 .20 Y Y 

NGC 6300 17:16:59.5 −62:49:14.0 11 .6 49 .6 29 .45 1 .90 1 .89 0 .64 Y Y 

NGC 7496 23:9:47.3 −43:25:40.3 18 .7 35 .9 9 .92 1 .81 2 .26 2 .28 Y Y 

Note. Column (2): right ascension; column (3): declination; column (4): distance (Anand et al. 2021 ); column (5): inclination angle (Lang et al. 2020 ); column 
(6): global stellar mass; column (7): global H 2 mass; and column (8): global star formation rate. Integrated galaxy properties in columns (6)–(8) are taken from 

Leroy et al. ( 2021b ). Columns (10) and (11) specify if a galaxy is barred (Y) or unbarred (N) (Querejeta et al. 2021 ) and if it contains an AGN (Y) or not (N) 
(V ́eron-Cetty & V ́eron 2010 ). 
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esolution, and 0.2–0.3 K noise per channel. It combines interfer- 
metric and single-dish data from the 12-m array and the ACA 

onsisting of the 7-m array and four 12-m dishes observing in total
ower mode. Thus, it should reco v er information on all physical
cales. In Section 4.3 , we infer various dynamical properties of the
olecular gas following a series of studies (Sun et al. 2018 , 2020a , b )

hat e xtensiv ely analysed the molecular gas in PHANGS–ALMA. 

.2 UV + IR – star formation rate 

e use star formation rate (SFR) maps from the ‘z = 0 Multiwave-
ength Galaxy Synthesis’ (z0MGS) study (Leroy et al. 2019 ) adopting 
 combination of 22 μm ( Wide-field Infrared Survey Explorer –
ISE4 ) and Galaxy Evolution Explorer ( GALEX )-FUV 154 nm 

mission. Leroy et al. ( 2019 ) present an atlas of IR and UV images
f ∼15 750 local ( d � 50 Mpc) galaxies at a matched resolution of
.5 and 15 arcsec. Leroy et al. ( 2019 ) find a linear combination of
ISE4 and FUV to be their most robust tracer of the SFR: (

� SFR 

M � yr −1 kpc −2 

)
≈ ( T WISE4 + T FUV ) cos i, (8) 

here 

 WISE4 = 3 . 24 × 10 −3 

(
log 10 C WISE4 

−42 . 7 

) (
I WISE4 

MJy sr −1 

)
(9) 

nd 

 FUV = 1 . 04 × 10 −1 

(
log 10 C FUV 

−43 . 42 

)(
I FUV 

MJy sr −1 

)
. (10) 
e refer to Kennicutt & Evans ( 2012 ) for a comparative discussion
f SFR tracers. In equation ( 8 ), i is the galaxy’s inclination as listed in
able 1 and the cos i term corrects for the projection effect due to the
alaxy’s inclination. For galaxies without GALEX co v erage, Leroy 
t al. ( 2019 ) also prescribe formulas using only WISE4 . Table 2
ists the available SFR tracers for our sample. The coefficients 
og 10 C WISE4 depend on the galaxy and were benchmarked to Salim
t al. ( 2016 ) and Salim, Boquien & Lee ( 2018 ) (see Leroy et al. 2019
or details). We downloaded the SFR maps for our galaxy sample at
 resolution of 15 arcsec from the public z0MGS repository. 5 These
aps are then convolved to the spatial resolution of the ACA maps

2.1 kpc ∼ 20 arcsec). 

 M E T H O D S  

he aim of this work is to compare the kpc-scale dense gas and
FR observations with the cloud-scale molecular gas properties. 
o do so we need to determine the integrated intensities of each

ine (Section 4.1 ). We then estimate the cloud-scale properties from
he 150 pc scale CO(2–1) data (Section 4.3 ), and the dense gas
uantities from the coarser HCN(1–0) and SFR data at 2.1 kpc scale
Section 4.2 ). Next, we explain the weighted-averaging method, 
hich is used to compare these two scales (Section 4.4 ), and the
ata binning that is used to impro v e S/N (Section 4.5 ). Finally,
e introduce the fitting scheme, which is used to constrain a
rst-order relation between the kpc- and cloud-scale quantities. 
MNRAS 521, 3348–3383 (2023) 
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Table 2. Data/observations. 

Galaxy CO observations HCN observations SFR tracers 
Surv e y Res. Res. Surv e y Res. Res. 

(arcsec) (pc) (arcsec) (kpc) 
(1) (2) (3) (4) (5) (6) (7) (8) 

NGC 0628 PHANGS–ALMA 1.12 53 ALMOND 18.6 0.89 WISE4 , FUV 

NGC 1097 PHANGS–ALMA 1.70 112 ALMOND 19.4 1.28 WISE4 , FUV 

NGC 1365 PHANGS–ALMA 1.38 131 ALMOND 20.6 1.96 WISE4 , FUV 

NGC 1385 PHANGS–ALMA 1.27 106 ALMOND 19.9 1.67 WISE4 , FUV 

NGC 1511 PHANGS–ALMA 1.45 107 ALMOND 17.6 1.30 WISE4 , FUV 

NGC 1546 PHANGS–ALMA 1.28 110 ALMOND 19.0 1.63 WISE4 , FUV 

NGC 1566 PHANGS–ALMA 1.25 108 ALMOND 19.8 1.69 WISE4 , FUV 

NGC 1672 PHANGS–ALMA 1.93 182 ALMOND 17.7 1.67 WISE4 , FUV 

NGC 1792 PHANGS–ALMA 1.92 151 ALMOND 18.8 1.47 WISE4 , FUV 

NGC 2566 PHANGS–ALMA 1.28 145 ALMOND 18.6 2.11 WISE4 
NGC 2903 PHANGS–ALMA 1.45 71 ALMOND 18.4 0.89 WISE4 , FUV 

NGC 2997 PHANGS–ALMA 1.77 121 ALMOND 20.4 1.39 WISE4 , FUV 

NGC 3059 PHANGS–ALMA 1.22 120 ALMOND 16.8 1.64 WISE4 
NGC 3521 PHANGS–ALMA 1.33 85 ALMOND 21.2 1.36 WISE4 
NGC 3621 PHANGS–ALMA 1.82 62 ALMOND 18.9 0.65 WISE4 , FUV 

NGC 4303 PHANGS–ALMA 1.81 149 ALMOND 20.3 1.67 WISE4 , FUV 

NGC 4321 PHANGS–ALMA 1.67 123 ALMOND 19.7 1.45 WISE4 , FUV 

NGC 4535 PHANGS–ALMA 1.56 119 ALMOND 22.9 1.75 WISE4 , FUV 

NGC 4536 PHANGS–ALMA 1.48 116 ALMOND 21.6 1.70 WISE4 , FUV 

NGC 4569 PHANGS–ALMA 1.69 129 ALMOND 19.3 1.47 WISE4 , FUV 

NGC 4826 PHANGS–ALMA 1.26 27 ALMOND 18.8 0.40 WISE4 , FUV 

NGC 5248 PHANGS–ALMA 1.29 93 ALMOND 19.9 1.44 WISE4 , FUV 

NGC 5643 PHANGS–ALMA 1.30 80 ALMOND 18.1 1.11 WISE4 
NGC 6300 PHANGS–ALMA 1.08 60 ALMOND 17.7 1.00 WISE4 
NGC 7496 PHANGS–ALMA 1.68 152 ALMOND 17.9 1.63 WISE4 , FUV 

Note. Columns (2)–(4): CO(2–1) data from PHANGS–ALMA (Leroy et al. 2021b ) along with their native resolutions (full 
width at half-maximum – FWHM) in arcsec and pc; columns (5)–(7): analogous for the HCN(1–0) data taken from ALMOND 

(this work); and column (8): applied star formation rate tracers from the Wide-field Infrared Survey Explorer ( WISE ; Wright 
et al. 2010 ) and the Galaxy Evolution Explorer ( GALEX ; Martin et al. 2005 ). The data have been spatially homogenized. The 
CO observations from PHANGS–ALMA ha ve been conv olved to a physical resolution of 150 pc and the HCN observations 
from ALMOND and the SFR maps have been convolved to 2.1 kpc. 
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igure 4 shows a compilation of these data products for the galaxy
GC 4321. 

.1 Integrated intensity maps 

e produce integrated intensity maps from the original CO(2–1),
CN(1–0) (analogously with HCO 

+ (1–0), CS(2–1)) PPV cubes
or all galaxies. At first, we convolve the data cubes to the target
esolution using the respective cloud-scale resolution for the CO(2–
) data and the kpc-scale resolution for the CO(2–1) and HCN(1–0)
HCO 

+ (1–0), CS(2–1)) cubes. Then, we put the voxels on hexagonal
rids, using one sample per beam (full width at half-maximum –
WHM) for the kpc-scale maps, and two samples per beam (FWHM)
or the cloud-scale maps. We use a higher sampling rate (satisfying
he Nyquist–Shannon sampling theorem) for the cloud-scale maps in
rder to a v oid losing information in computing the weighted averages
see Section 4.4 ). After conducting the weighted averages, we resam-
le to match the kpc-resolution maps that are sampled at the beam
ize to get statistically independent data points for further processing.

We use the CO(2–1) data to create PPV masks, where we apply
ustomized scripts that have been utilized in previous large program
tudies (e.g. EMIR Multi-Line Probe of the ISM Regulating Galaxy
volution – EMPIRE; Jim ́enez-Donaire et al. 2019 ) and is based on

he methodology introduced by Rosolowsky & Leroy ( 2006 ). We
rst identify pixels with high S/N (S/N ≥ 4) in at least three adjacent
elocity channels. In addition, we build a low S/N mask requiring
NRAS 521, 3348–3383 (2023) 
t least three adjacent velocity channels with S/N ≥ 2. Then we
terati vely gro w the identified high-S/N regions to include adjoining
egions with moderate S/N as defined by the low-S/N mask. In doing
o, we reco v er the more e xtended 2 σ detection belonging to a 4 σ
ore and thus reco v er re gions of bright CO emission that one would
lso identify by eye. Finally, we collapse the masked data cubes
long the velocity axis by summing the mask-selected channels (in
) multiplied by the channel width (in km s −1 ) to produce integrated

ntensity maps (in K km s −1 ). 
We extract the HCN (analogously with HCO 

+ and CS) emission
ia the CO-based PPV masks and produce the integrated intensity
aps as described abo v e. CO(2–1) is easy to excite and the brightest

ine observed here, being detected with a much higher S/N compared
o the faint dense gas tracers, e.g. HCN. As such, CO emission unveils
he regions of molecular gas where we also expect to find emission
f the dense molecular gas as traced by HCN(1–0) (or HCO 

+ (1–0),
S(2–1)). 
For each line of sight (LOS), we compute the statistical uncertain-

ies in the integrated intensity σ I from the rms in the emission-free
not selected by the mask) channels via 

( σI 

K km s −1 

)
= 

( rms 

K 

) (
�v channel 

km s −1 

) √ 

N , (11) 

here �v channel is the channel width and N is the number of mask-
elected voxels along the LOS. 
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Figure 3. Spectral stacking across NGC 4321. (a) Integrated intensities of radially stacked spectra in bins of r gal = 2 kpc. Shown are CO(2–1) from PHANGS–
ALMA (Leroy et al. 2021b ), HCN(1–0), HCO 

+ (1–0), and CS(2–1) from ALMOND (this work), and SFR surface density from z = 0 Multiwavelength Galaxy 
Synthesis (z0MGS; Leroy et al. 2019 ). Solid points indicate significant data (S/N > 3). (b) CO(2–1) moment-0 map, computed as described in Section 4.1 , 
o v erlaid with HCN(1–0) contours in S/N levels of 2 n for n ∈ { 0, 1, 2,..., 7 } , both at a common spatial resolution of 19.7 arcsec. (c) SFR map at 15 arcsec 
resolution, computed as described in Section 3.2 from a linear combination of the WISE4 -IR and GALEX -FUV data. Bottom: stacked spectra, obtained as 
described in Appendix B corresponding to the integrated intensities shown in panel (a). The grey shaded area indicates the velocity-integration mask. The spectra 
are normalized by their peak intensity for each bin and each line individually. The respective peak intensities (measured inside the integration mask) are shown 
in the box next to each spectra. The horizontal dotted line indicates the rms, i.e. the standard deviation of the spectrum outside the integration mask. We made 
the abo v e plot for all 25 galaxies available online. 
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.2 kpc-scale dense gas properties 

.2.1 Dense gas fraction 

n Sections 5 and 6 , we focus on the observed ratio W HCN / W CO(2–1) ,
hich we expect to be sensitive to density with some additional 
ependence on physical parameters like abundances, temperature, 
nd opacities. In the Discussion section we also comment on 
mplications for the actual dense gas fraction ( f dense ), which is a
imple recasting of this ratio using common mass-to-light ratios for 
oth lines. We compute f dense as the ratio of the dense gas surface
ensity ( � dense ) and the molecular gas surface density ( � mol ) that is
raced by W HCN / W CO(2–1) : 

 dense = 

� dense 

� mol 
= 

αHCN W HCN 

αCO R 

−1 
21 W CO(2–1) 

≈ 2 . 1 
W HCN 

W CO(2–1) 
. (12) 

he kpc-scale integrated intensity maps are obtained as described in 
ection 4.1 . � mol is measured via W CO(2–1) assuming a constant mass-

o-light ratio αCO = 4 . 3 M � pc −2 ( K km s −1 ) −1 (Bolatto, Wolfire & 

eroy 2013 ) and a CO(2–1)-to-CO(1–0) line ratio of R 21 = 0.64 (den
rok et al. 2021 ; Leroy et al. 2022 ). For more details on αCO and R 21 ,
ee Section 4.3.1 . Similarly, � dense is obtained via W HCN adopting
 more uncertain αHCN ≈ 14 M � pc −2 ( K km s −1 ) −1 (uncertain by at 
east ∼0.3 dex) tracing gas abo v e n H 2 ≈ 5 × 10 3 cm 

−3 (Onus et al.
018 ). For comparison, but not used in this work, previous studies
ssumed a lower value of αHCN ≈ 10 M � pc −2 ( K km s −1 ) −1 and that 
CN traces gas abo v e a higher density of 3 × 10 4 cm 

−3 (following
ao & Solomon 2004 , also see Jones et al. 2022 ). 

.2.2 Dense gas star formation efficiency 

e compute the star formation efficiency of the dense gas via the
atio of SFR surface density and dense gas surface density: 

FE dense = 

� SFR 

� dense 
= α−1 

HCN 

� SFR 

W HCN 
. (13) 

ote that here � mol , � SFR , and � dense are not corrected for the
alaxies’ inclinations because we are only interested in the ratio 
f surface densities such that the deprojection term cos i cancels out.
or typical units and by adopting αHCN ≈ 14 M � pc −2 ( K km s −1 ) −1 
MNRAS 521, 3348–3383 (2023) 
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Figure 4. Data products compilation of NGC 4321 (one of the deepest observations) at cloud- and kpc-scale resolutions 150 pc and 2.1 kpc, respectively. (a) 
ESO three-colour image composed of 648 nm (red), 544 nm (green), and 433 nm (blue) wideband emission (image credit: ESO/IDA/Danish 1.5 m/R. Gendler, 
J.-E. Ovaldsen, C. C. Th ̈one, and C. F ́eron). Overlaid are coloured CO(2–1) contours and white HCN(1–0) contours, respectively, in S/N levels of 3, 5, 10, 30, 
50, 100, 300 (the same HCN contours are used throughout the other maps). The white and blue dashed contour indicate the ALMOND and PHANGS–ALMA 

FOV, respectively. (b) Integrated CO(2–1) intensity at 150 pc resolution from PHANGS–ALMA. (c) Integrated HCN(1–0) intensity at 2.1 kpc resolution from 

ALMOND as obtained from the data cubes according to Section 4.1 . (d)–(f) cloud-scale properties of the molecular gas (molecular gas surface density � mol , 
velocity dispersion σmol , and virial parameter αvir ) computed from CO(2–1) as described in Section 4.3 . (g)–(i) CO(2–1) intensity weighted averages 〈 � mol 〉 , 
〈 σmol 〉 , 〈 αvir 〉 of the abo v e cloud-scale properties based on the formalism described in Section 4.4 . (k) HCN/CO tracing f dense . (l) SFR surface density from FUV 

( GALEX ). (m) IR ( WISE ) and SFR/HCN tracing SFE dense following Section 4.2 . 
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ike in Section 4.2.2 , abo v e equation ( 13 ) becomes 
(

SFE dense 

Myr −1 

)
= 7 . 1 × 10 −1 

(
� SFR 

M � yr −1 kpc −2 

)(
W HCN 

K km s −1 

)−1 

. 

(14) 

.3 Cloud-scale molecular gas properties 

e compute the four cloud-scale properties molecular gas surface 
ensity ( � mol ), velocity dispersion ( σ mol ), virial parameter ( αvir ), and
nternal turbulent pressure ( P turb ) using PHANGS–ALMA CO(2–1) 
ata (see Section 3.1.1 ) following Sun et al. ( 2018 ). We measure
he cloud-scale properties at beam sizes of 150 pc using pixel-by- 
ixel values instead of identifying individual molecular clouds. Based 
n comparisons of the two approaches by Sun et al. ( 2020b ) and
osolowsky et al. ( 2021 ), statistically we expect similar results for

he molecular gas properties as measured at cloud-scale compared 
o cloud properties as obtained for individually identified clouds. 
n Appendix F , we also discuss subsamples, where we have access
o higher resolutions, i.e. 75 pc for five galaxies and 120 pc for 12
alaxies, respectively. We confirm that the results do not significantly 
epend on the resolution at which the cloud-scale properties are 
easured. 

.3.1 Molecular gas surface density 

e trace � mol at 150 pc resolution via W CO(2–1) using a constant
ass-to-light ratio conversion factor: 

 mol = αCO R 

−1 
21 W CO(2–1) . (15) 

e adopt a constant, MW-like CO-to-H 2 conversion factor of αCO = 

 . 3 M � pc −2 ( K km s −1 ) −1 (uncertainty of ±0 . 1 dex ) as suggested by
olatto et al. ( 2013 ) and a constant CO(2–1)-to-CO(1–0) line ratio
f R 21 = 0.64 (uncertainty of ±0 . 06 dex ) as recently constrained by
en Brok et al. ( 2021 ) and for a larger sample including many of
hese targets by Leroy et al. ( 2022 ), which yields (

� mol 

M � pc −2 

)
= 6 . 7 × 10 2 

(
W CO(2–1) 

10 2 K km s −1 

)
. (16) 

ote that some of the αCO and R 21 uncertainty can be attributed to
ariations as a function of the galactocentric radius, where αCO is 
ound to be lower in the centres of galaxies (Sandstrom et al. 2013 ),
hile R 21 is higher towards galaxy centres (den Brok et al. 2021 ).
o account for systematic variations of αCO with metallicity Z 

′ 
, 6 

ecent studies (as in Sun et al. 2020b ) adopt a metallicity-dependent
CO ∝ Z 

′ −1 . 6 , which leads to lower αCO in the central region of
alaxies. Ho we ver, metallicity v ariations can only partly explain the
ow αCO in centres. Sandstrom et al. ( 2013 ) conclude that the physical
onditions in the centres of galaxies (ISM pressure, gas temperature) 
re responsible for lowering αCO by roughly a factor of 2. Thus, by
dopting a constant αCO , we may o v erestimate � mol in the central
egions of galaxies and underestimate � mol at larger galactocentric 
adii. We still adopt a constant αCO in analogy to previous studies (e.g. 
allagher et al. 2018a , b ; Sun et al. 2018 ) and discuss in Section 6.1
o w lo wering αCO by a factor of 2 in the centres of galaxies af fects

he studied relations. 

 Z 
′ 

is the metallicity normalized to the solar metallicity [12 + log 10 (O/H) = 

.69] (Allende Prieto, Lambert & Asplund 2001 ). 

7

d
e

.3.2 Velocity dispersion 

e characterize the line width using the ‘ef fecti ve width’ according
o the prescription of Heyer, Carpenter & Snell ( 2001 ), calculated
ia 

measured = 

W CO(2–1) √ 

2 π T peak 

, (17) 

here T peak (in units of K) is obtained as the maximum intensity
f the cubes’ spectra for each LOS. Then, for a Gaussian line
rofile with peak intensity T peak the ef fecti ve width is equal to the
ms velocity dispersion of the line ( σ mol ). In order to correct for
he line broadening caused by the instrument (finite channel width, 
pectral response curve width), we subtract the contribution of the 
nstrument’s response following Rosolowsky & Leroy ( 2006 ) and 
un et al. ( 2018 ): 

mol = 

√ 

σ 2 
measured − σ 2 

response . (18) 

ere, σ response is estimated from the channel width and the channel- 
o-channel correlation coef ficient, follo wing Leroy et al. ( 2016 ) and
un et al. ( 2018 ). 

.3.3 Virial parameter 

he virial parameter of GMCs is typically defined as αvir ≡ 2 K / U g ,
here K is the kinetic energy and U g is its self-gravitational potential

nergy of the cloud such that αvir quantifies deviations from virial 
quilibrium. Virialized clouds have αvir = 1, if surface pressure or 
agnetic support can be ne glected. F or unbound clouds αvir mo v es

o higher values. 
Following Bertoldi & McKee ( 1992 ), under the assumption of

pherical clouds, the virial parameter can be expressed as 7 

vir ≡ 2 K 

U g 
= 

5 σ 2 
mol R 

f GM 

, (19) 

here M , R , and σ mol are the cloud’s mass, radius, and velocity
ispersion, G is the gravitational constant, and f is a geometrical
actor specifying the density profile of the cloud. We adopt f = 10/9
hat assumes a density profile of the form ρ ∝ r −1 (e.g. following
osolowsky & Leroy 2006 ). Given that the cloud-scale resolutions 
re at the scale of GMCs we take the beam size as the rele v ant size
cale ( R = D beam 

/2), such that equation ( 19 ) implies 

vir = 

5 

2 f G 

σ 2 
mol D beam 

� mol A beam 

= 

10 ln 2 

πf G 

σ 2 
mol 

� mol D beam 

. (20) 

ere, � mol is the molecular gas surface density, computed in 
ection 4.3.1 , σ mol is the velocity dispersion (see Section 4.3.2 ),
nd D beam 

is the FWHM of the beam, i.e. 150 pc. Normalizing by
ypical numbers, we obtain 

vir = 3 . 1 

(
� mol 

10 2 M � pc −2 

)−1 ( σmol 

10 km s −1 

)2 
(

D beam 

150 pc 

)−1 

. (21) 

ote that abo v e formalism is likely to produce uncertainties in αvir 

eaching factors of a fe w. Ho we ver, follo wing the approach of e.g.
un et al. ( 2018 , 2020b ), we are interested in measuring σ 2 

mol /� mol 

or comparative analysis and consider it as a tracer of αvir , where the
onversion factor is uncertain by a factor of a few. In other words,
e measure αvir in units of σ 2 

mol /� mol for fixed physical scale. 
MNRAS 521, 3348–3383 (2023) 

 Note that this approach neglects contributions from the magnetic energy 
ensity or the cosmic ray flux. Moreo v er, it ignores any surface terms (see 
.g. McKee & Zweibel 1992 ; Ballesteros-Paredes 2006 ). 
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.3.4 Internal turbulent pr essur e 

e infer the internal turbulent pressure, P turb , from the CO(2–1)
bserv ations. Follo wing Sun et al. ( 2018 ), the internal pressure in
olecular gas with LOS depth ∼2 R can be expressed as 

 turb ≈ ρmol σ
2 
mol ≈

1 

2 R 

� mol σ
2 
mol . (22) 

imilar to the virial parameter computation in Section 4.3.3 , we aim
o measure the quantity � mol σ

2 
mol in order to trace P turb at a scale of

 = D beam 

/2 with the purpose of comparative analysis. P turb is linked
o � mol σ

2 
mol via a proportionality factor: (

P turb 

k B K cm 

−3 

)
≈ 3 . 3 × 10 5 

(
� mol 

10 2 M � pc −2 

)

×
( σmol 

10 km s −1 

)2 
(

D beam 

150 pc 

)−1 

, (23) 

here � mol and σ mol are taken from Sections 4.3.1 and 4.3.2 ,
espectively. 

.4 Weighted averages 

n order to connect the cloud-scale – � mol , σ mol , αvir , and P turb –
easurements to the kpc-scale – f dense and SFE dense – measurements,
e calculate the intensity-weighted averages of � mol , σ mol , αvir ,

nd P turb inside each kpc-scale beam. These weighted averages –
 � mol 〉 , 〈 σ mol 〉 , 〈 αvir 〉 , and 〈 P turb 〉 – measure the cloud-scale � mol ,
mol , αvir , and P turb , respectively, from which the average CO
hoton emerges within the kpc-scale resolution beam. In practice
e compute (following Leroy et al. 2016 ) 

 X〉 = 

( X W CO(2–1) ) ∗ �

W CO(2–1) ∗ �
. (24) 

ere, W CO(2–1) is the CO(2–1) integrated intensity and X is the
uantity to be averaged, both at cloud-scale resolution (in this
ork, 150 pc). X is weighted with W CO(2–1) (via multiplication)

nd convolved to the kpc-scale resolution (here, 2.1 kpc) indicated
y the asterisk using a Gaussian kernel �. Finally, the weighted
verage, 〈 X 〉 , is obtained by division with the convolved weights.
onsequently, 〈 X 〉 is at kpc-scale resolution and can easily be
ompared to the kpc-scale f dense and SFE dense measurements pixel-
y-pixel. 
The abo v e formalism was introduced by Leroy et al. ( 2016 ) and is

esigned to connect high-resolution to low-resolution measurements
uch as conducted in this study, having the advantage of preserving
he high-resolution information and downweighting empty regions.
s such it was utilized by e.g. Gallagher et al. ( 2018b ) who performed
 similar comparison as the one presented in this work. Sun et al.
 2020a ) computed the weighted averages in terms of equation ( 24 )
pplying a top-hat kernel to the cloud-scale data and then computed
he weighted averages in each of these apertures. Here, we follow
he Gaussian convolution approach using equation ( 24 ) in order
o make the weighted averages similarly comparable to the kpc-
cale observations. We highlight the difference between the two
pproaches in the Appendix C . 

We estimate the propagated uncertainties in the weighted averages
ia Monte Carlo computations. We start with the � mol , σ mol , αvir , and
 turb maps, add random Gaussian noise with amplitudes taken from

he cloud-scale maps. Then we run the noise-added maps through
he weighted averages procedure and repeat this process 100 times.
inally, we take the standard deviation in 〈 � mol 〉 , 〈 σ mol 〉 , 〈 αvir 〉 , and
 P turb 〉 o v er all realizations as the uncertainty estimate. 
NRAS 521, 3348–3383 (2023) 
.5 Data binning 

e detect integrated HCN intensity (analogously for HCO 

+ and CS)
ith S/N ≥ 3 only in the brightest regions of the galaxies. In order to

eco v er the low S/N information hidden in the data, we bin the HCN
ata by 〈 � mol 〉 , or equi v alently 〈 W CO(2-1) 〉 (follo wing Gallagher et al.
018a ). 〈 � mol 〉 is detected at high significance across much of the
alaxy discs in all 25 targets. 

We bin each galaxy’s data individually, choosing a fixed number
f 20 bins, equally spaced in 〈 � mol 〉 , o v er the full data range of each
alaxy. Adapting the binning to each galaxy individually allows us
o reco v er more of the low S/N signal. We choose the number of
0 bins because it increases the number of HCN detections at low
 � mol 〉 without averaging over too large intervals thus maximizing
he dynamic range in the x -axis variable ( 〈 � mol 〉 ). In each bin, we
ompute the binned ratio – W HCN / W CO(2–1) or � SFR / W HCN – as the
ean of the nominator’s data in that bin divided by the mean of the

enominator’s data in that bin (as in Schruba et al. 2011 ; Jim ́enez-
onaire et al. 2017 ): 

W HCN 

W CO(2–1) 

∣∣∣∣
bin 

= 

mean ( W HCN ) | bin 

mean ( W CO(2–1) ) | bin 
, (25) 

� SFR 

W HCN 

∣∣∣∣
bin 

= 

mean ( � SFR ) | bin 

mean ( W HCN ) | bin 
. (26) 

This means that for each bin we take the ratio of the bin means
nd not the bin mean of the ratios. The binning process extends
he dynamic range of significant HCN data and has the advantage
f reducing the linear regression bias that is naturally induced by
onverting from linear to logarithmic scale (for more details see
ppendix D ). 
We propagate the measurement uncertainties from the individual

ntegrated intensity (and SFR) data points that enter the binning using
aussian error propagation. As we sample the integrated intensities

t the beam size (one sample per beam FWHM), we do not need
o account for o v ersampling in the error propagation. In doing so,
or each bin the propagated uncertainty roughly decreases as 1 / 

√ 

N ,
here N is the number of points in the bin. Ho we ver, the binned
easurements can often still have low S/N. Considering binned

ata detected if the S/N ≥ 3 and censored (non-detected) if S/N <

, we can define upper and lower limits on the binned data. The
inned integrated CO(2–1) intensities and SFR surface densities are
ignificant (S/N ≥ 3) across the whole galactic disc for the full sample
f galaxies. Thus, the S/N is purely dominated by the HCN data.
herefore, we define upper limits (UL) in the binned HCN/CO(2–1)
ata via 

L | bin = 

3 I HCN, unc | bin 

W CO(2–1) | bin 
, (27) 

here I HCN, unc is the (propagated) uncertainty of the integrated HCN
ntensity in each bin. For SFR/HCN we compute lower limits (LL)
ia 

L | bin = 

� SFR | bin 

3 I HCN, unc | bin 
. (28) 

lthough UL and LL are regarded (by definition) non-significant,
hey are still an important part of the data distribution and we use
hem in our linear regression analysis (Section 4.6 ). 

.6 Linear r egr ession and corr elation 

o investigate the correlations we fit a linear regression model to the
og-scale binned data, resulting from the data processing described
bo v e (Section 3 ). We perform the linear regression by making use
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Figure 5. Relation between (total) IR luminosity, tracing SFR, and HCN(1–
0) luminosity, tracing dense gas mass. We show our new ALMOND data, 
where S/N ≥ 5 along with MW clouds (Wu et al. 2010 ; Stephens et al. 2016 ), 
the CMZ, GMCs in the Small Magellanic Cloud (SMC), Large Magellanic 
Cloud (LMC), and other low-metallicity environments (Chin et al. 1997 , 
1998 ; Braine et al. 2017 ) and GMCs in other galaxies (Brouillet et al. 
2005 ; Buchbender et al. 2013 ; Chen et al. 2017 ). Furthermore, we add other 
e xtragalactic observations, i.e. resolv ed nearby galaxy discs (Keple y et al. 
2014 ; Bigiel et al. 2015 ; Chen et al. 2015 ; Usero et al. 2015 ; Gallagher et al. 
2018a ) and whole galaxies (Gao & Solomon 2004 ; Gao et al. 2007 ; Graci ́a- 
Carpio et al. 2008 ; Krips et al. 2008 ; Juneau et al. 2009 ; Garc ́ıa-Burillo et al. 
2012 ; Privon et al. 2015 ). The solid black line indicates the mean SFR/HCN 

of 10 2 . 89 L � (K km s −1 ) −1 pc −2 from Jim ́enez-Donaire et al. ( 2019 ) o v er their 
literature compilation, with the dashed lines showing the scatter of ±0.37 dex. 
In addition, we show the mean (10 2 . 82 L � (K km s −1 ) −1 pc −2 ) and scatter 
( ±0.41 dex) computed from the significant (S/N ≥ 5) ALMOND data. 
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f the LINMIX package 8 that is based on the Bayesian approach 
o linear regression proposed by Kelly ( 2007 ). In this approach,
 likelihood function of the linear regression model is built and 
arkov chain Monte Carlo (MCMC) simulations are run using a 
ibbs sampler exploring the posterior distribution of the regression 
arameters. Here, we force the MCMC simulation to take at least 
0 000 steps after convergence was reached, i.e. close to the global
aximum of the posterior distribution where every iteration can be 

onsidered a random draw from the posterior. The model accounts 
or heteroscedastic uncertainties in the data on both coordinates, 
ntrinsic scatter and censored data, i.e. upper (or lower) limits in the
ndependent variable. 9 Because of its statistical nature in exploring 
he parameter space, it naturally provides trustworthy uncertainty 
stimates and credibility intervals of the regression parameters. 
oreo v er, it computes the Pearson correlation coefficient ρ (and 

he p -value) using both detected and censored data. We choose this
inear regression method because it accounts for non-detections, 
etermines meaningful fit uncertainties, and leads to less biased 
egression parameter estimates (see Appendix D ). 

We perform the linear regression by fitting the following linear 
unction to the data in log–log scale: 

log 10 Y = b y,x + m y,x 

[
log 10 〈 X〉 − x off, x 

]
, (29) 

here Y are the kpc-scale measurements (HCN/CO or SFR/HCN) 
nd 〈 X 〉 are the weighted averages of the cloud-scale molecular gas
roperties ( � mol , σ mol , and P turb ) 10 in their respective units. b y , x 
nd m y , x are the intercept and slope of the fit line, where y = { f ,
 } , x = { �, σ , P } indicate the corresponding kpc-scale (HCN/CO,
FR/HCN) and cloud-scale quantities ( � mol , σ mol , and P turb ). We
ecentre the distribution in the x -axis coordinate to minimize the 
ovariance between the slope and intercept, applying x off, x ≡ { 2.5, 
.1, 6.5 } for x = { �, σ , P } which is near the middle of the data
ange. Note that this has no effect on the fitting scheme. In addition,
e compute the scatter of the data about the best-fitting line as the

tandard deviation of the fit residuals, i.e. the standard deviation in 
he y -axis data after the fit line has been remo v ed. Here, we only
onsider significant data (S/N ≥ 3) and give the scatter in units of
ex. 

 RESULTS  

n Section 5.1, we present the dense gas-star formation law (Fig. 5 ).
ext, being the main result of this work, we analyse the dependence
f the ratios W HCN / W CO(2–1) (hereafter HCN/CO) and � SFR / W HCN 

hereafter SFR/HCN) as a function of the cloud-scale molecular gas 
roperties � mol , σ mol , αvir , and P turb . HCN/CO is used as a proxy for
he dense gas fraction ( f dense ) and SFR/HCN as a proxy for the star
ormation efficiency of the dense gas (SFE dense = SFR/ M dense ), both
t 2.1 kpc physical scale, albeit with some important caveats (see 
ections 2.3 and 4.2.1 ), The cloud-scale properties are inferred from

he CO(2–1) measurements at a fixed physical scale of 150 pc. We
 ht tps://linmix.readt hedocs.io/en/lat est/index.ht ml 
 Note that LINMIX can also account for the covariance between uncertainties 
n the x - and y -axis coordinates. One may expect that the uncertainties 
f HCN/CO and 〈 � mol 〉 are correlated since both axis depend on the 
O(2–1) measurements. Ho we ver, the HCN/CO uncertainties are completely 
ominated by the HCN(1–0) measurement uncertainties. Therefore, the 
ncertainties between the axes show no significant correlation and we neglect 
he covariance term in the fitting scheme. 
0 We skip αvir here, because we do not find any significant correlation with 

vir and thus do not perform the linear regression. 
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se the CO(2–1) intensity to trace � mol and the CO(2–1) line width
o trace σ mol . We trace αvir and P turb via σ 2 

mol /� mol and σ 2 
mol � mol ,

espectively (Section 4.3 ). Fig. 6 shows the observed relationships. 
he upper panels show the HCN/CO correlations with the three 
olecular cloud properties ( � mol , σ mol , and αvir ) from left to right,
hich are discussed in Section 5.2 . Similarly, the lower panels display 

he SFR/HCN correlations discussed in Section 5.3 . For each relation
e perform linear regression fitting to the data in logarithmic scale

s described in Section 4.6 . Moreo v er, we determine the Pearson
orrelation and corresponding p -value and compute the scatter in the
t residuals. 
In addition, we examine the impact of resolution in Appendix F

nd find consistent results across all adopted resolutions, i.e. varying 
loud-scale and kpc-scale from 75 to 150 pc and 1.0 to 2.1 kpc,
espectiv ely. Moreo v er, we show the same relationships taking
CO 

+ (1–0) or CS(2–1) as a tracer of the denser molecular gas (see
ppendices G and H ). 
MNRAS 521, 3348–3383 (2023) 
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.1 Dense gas star formation relation 

n Fig. 5 , we show the relation between HCN luminosity and
otal IR luminosity, measured at the native resolution of the HCN
bservations, as has been reported in many previous works (e.g.
ada & Lada 2003 ; Gao & Solomon 2004 ; Jim ́enez-Donaire et al.
019 ). We inferred the total IR (TIR) luminosity from the SFR maps
sing the following equation (Murphy et al. 2011 ): 

� SFR 

M � yr −1 kpc −2 = 1 . 48 × 10 −10 � TIR 

L � kpc −2 . (30) 

verall, our HCN and SFR measurements are in agreement with
revious works confirming the, to zeroth-order, linear relation be-
ween HCN inferred dense gas mass and IR inferred SFR. Certainly,
ur data are on average 0.07 dex lower than the mean value of
FE dense = 776 L � (K km s −1 ) −1 pc −2 reported by Jim ́enez-Donaire
t al. ( 2019 ) and in fact consistent with the low SFE dense found in the
W’s CMZ. 

.2 HCN/CO versus molecular cloud properties 

.2.1 HCN/CO versus molecular gas surface mass density 

ssuming that cloud-scale surface density traces mean volume
ensity, we expect a positive correlation between the surface density
f the molecular cloud ( � mol ) and the HCN/CO line ratio as laid
ut in Section 2.4 . The upper left-hand panel of Fig. 6 shows the
bserved relationship between HCN/CO and 〈 � mol 〉 (significant data
oints and upper limits). The underlying red shaded region shows the
odel expectations that are in good agreement with the data if shifted

y −1.0 dex in HCN/CO. At lower 〈 � mol 〉 , the model produces a
teeper relation than the data. This discrepancy is expected and can
e attributed to the simplified model, which does not account for
ystematic variations of the HCN emission as a function of the cloud
ensity (see Section 2.4 ). Our model does not take into account the
O(2–1) or HCN(1–0) light-to-mass conversion factors αCO(2–1) and
HCN , respectively. Hence, the employed shift would imply a ratio
etween the conversion factors of αHCN / αCO(2–1) ∼ 10. In agreement
ith the model expectations and expanding the results by Gallagher

t al. ( 2018b ), we find a strong positive correlation between HCN/CO
nd 〈 � mol 〉 (see Fig. 6 ) with Pearson correlation coefficient ρ = 0.88
 p -values smaller than 10 −5 ) and a linear regression slope of m f, � =
.35 ± 0.02. We find small scatter of 0.11 dex about the fit line
ointing towards a tight correlation. 
For subsamples of galaxies, where higher resolutions (i.e. 120,

5 pc cloud-scale and 1.5, 1.0 kpc averaging-scale) can be accessed,
e find comparable correlations with ρ = 0.88–0.97, m f, � =
.35–0.49 (see Appendix F1 ). In general, we find that the derived
elationship can change significantly depending on which galaxies
re included in the sample. Ho we ver, for a fixed sample of galaxies
he correlations are consistent for different resolutions, where smaller
cales seem to show steeper slopes (a more detailed discussion is
ound in Appendix F1 ). 

.2.2 HCN/CO versus velocity dispersion 

imilar to the HCN/CO versus � mol correlation, turbulent cloud
odels predict a positive correlation between HCN/CO and σ mol 

ssuming the ef fecti ve line width traces the turbulent Mach number
see Section 2.4 ). Consistent with the model expectations, we report
 positive correlation between HCN/CO and 〈 σ mol 〉 with Pearson
orrelation coefficient ρ = 0.85 and small p -value < 10 −5 . The
egression slope is m f, σ = 0.66 ± 0.04 and we find small scatter of
NRAS 521, 3348–3383 (2023) 
.12 dex indicating a strong and tight correlation. Variations in the
orrelation at different resolutions (see Appendix F1 ) are consistent
or the same sample of galaxies and follow similar systematics
s seen for HCN/CO versus 〈 � mol 〉 that is expected due to the
trong correlation between � mol and σ mol (see e.g. Sun et al. 2020b ;
osolowsky et al. 2021 ). 
Tracing the velocity dispersion via the line width is appropriate for

he discs of galaxies but may lead to biased estimates in the galactic
entres (e.g. Henshaw et al. 2016 ). In Section 6.1 , we additionally
nspect the correlations for the central regions (defined as the central
ixel of each galaxy, i.e. the inner ∼2.1 kpc) and the discs separately
the fit parameters are listed in Table 3 ). We find that the correlations
s obtained from the central regions are slightly offset by < 0.1 dex
rom the correlations associated with the discs suggesting that the
pc-scale centres are not statistically distinct to the discs. 

.2.3 HCN/CO versus virial parameter 

s discussed in Section 2.4 , the connection between HCN/CO and
he virial parameter is complex. In the simple KM theory, αvir does
ot affect the PDF and thus keeps HCN/CO unchanged. Ho we ver,
he empirical αvir (equation 19 ), which assumes a fixed cloud size,
orrelates with σ mol and anticorrelates with � mol such that, given
he observed cloud-scale properties, variations in αvir ∝ σ 2 

mol /� mol 

ight be correlated with HCN/CO as shown in Fig. 2 . 
In accordance with the model picture, we find a weak positive ( ρ =

.21, p = 0.028), but no significant correlation between HCN/CO
nd σ 2 

mol /� mol tracing the virial parameter. Here, the correlation
oefficient was computed using only the significant data points (i.e.
here SNR ≥ 3, hence not including censored data as for � mol or
mol ), because the fitting algorithm does not converge. 
We consistently find positive correlation coefficients, spanning
= 0.21–0.77, at different resolutions that support a positive cor-

elation between HCN/CO and σ 2 
mol /� mol , especially for individual

alaxies (e.g. NGC 2903 or NGC 4321, which are also the ones
ith the highest S/N) and at smaller scales (75 pc cloud-scale and
.0 kpc averaging-scale). Ho we ver, including the complete sample
f 25 galaxies, our data do not confidently suggest any correlation
etween HCN/CO and σ 2 

mol /� mol ∝ αvir . 

.2.4 HCN/CO versus internal turbulent pr essur e 

he internal turbulent pressure, or equi v alently the kinetic energy
ensity, measures the turbulence of the gas, σ 2 

mol , weighted by the
mount of molecular gas, � mol , so that P turb ∝ � mol σ

2 
mol (see equation

2 ). We have shown in Sections 5.2.1 and 5.2.2 that HCN/CO
ositively correlates with 〈 � mol 〉 and 〈 σ mol 〉 . Thus, also agreeing
ith model predictions, we expect a positive correlation between
CN/CO and 〈 P turb 〉 . The HCN/CO versus P turb relation plot is
ot shown in Fig. 6 because it directly follows from and is almost
dentical to the � mol and σ mol relations. Though, the linear regression
esults are listed in Table I1 and the plot is shown in the Appendix F1 .

As expected, we find a strong positive correlation between
CN/CO and 〈 P turb 〉 with correlation coefficient ρ = 0.88 and p
 10 −5 that are very similar to the correlation coefficients found for

 � mol 〉 ( ρ = 0.88) and 〈 σ mol 〉 ( ρ = 0.85). Though, the regression slope
s small ( m f, P = 0.17 ± 0.01 due to the huge dynamic range in 〈 P turb 〉
panning five orders of magnitude. The scatter in the correlation
s small (0.11 dex) indicating a tight correlation. Variations in the
orrelations as a function of resolution configurations show similar
rends as for 〈 � mol 〉 (Section 5.2.1 ) and 〈 σ mol 〉 (Section 5.2.2 ). 
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Figure 6. HCN/CO versus 〈 X 〉 and SFR/HCN versus 〈 X 〉 (cloud-scale = 150 pc, kpc-scale = 2.1 kpc). Top: HCN/CO as a proxy of dense gas fraction against 
molecular cloud properties ( 〈 � mol 〉 , 〈 σmol 〉 , and 〈 αvir 〉 ) as obtained from CO(2–1) data from left to right. The data are binned according to Section 4.5 . Filled 
points specify significant data with SNR(HCN/CO) ≥ 3 and downward pointing arrows indicate 3 σ upper limits on HCN/CO. The thick solid line denotes 
the best-fitting linear regression, i.e. the median realization of the MCMC simulation. The dashed lines indicate the 1 σ credibility interval of the MCMC 

realizations. The grey shaded area shows the scatter of the significant data about the fit line. For 〈 αvir 〉 we do not observe a correlation and thus do not fit a line 
to the data. Bottom: analogous to the upper panels, SFR/HCN as a proxy of the star formation efficiency of the dense gas versus molecular cloud properties 
from left to right. Here, upward pointing arrows denote 3 σ lower limits in SFR/HCN. Again, the linear regression to 〈 αvir 〉 was not determined due to lack of 
correlation. The light red shaded areas show the model prediction, equivalent to the red data in Fig. 2 , but shifted by −1.0 dex in HCN/CO and −0.6 dex in 
SFR/HCN to visually o v erlap with the observational results. 
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.3 SFR/HCN versus molecular cloud properties 

.3.1 SFR/HCN versus molecular gas surface mass density 

ased on simple turbulent models of star formation (e.g. KM theory; 
ection 2.2 ), we expect a negative correlation between SFR/HCN 

nd 〈 � mol 〉 . The main driver of the ne gativ e correlation is that
ith increasing mean density of the cloud, HCN traces more of

he bulk molecular gas thus decreasing SFR/HCN (Section 2.5 ). 
he lower left-hand panel of Fig. 6 shows the relationship between 
FR/HCN and 〈 � mol 〉 . The underlying model predictions (red area)

s in good agreement with the data if shifted by 0.6 dex in SFR/HCN.
n accordance with the model expectations, we find a ne gativ e
orrelation between SFR/HCN and 〈 � mol 〉 with Pearson correlation 
oefficient ρ = −0.63 and p -value smaller than 10 −3 . The regression
lope is m S, � = −0.33 ± 0.04 indicating a sublinear anticorrelation, 
here the scatter is 0.23 dex. Note, ho we ver, that the scatter is larger

t higher 〈 � mol 〉 and can be up to ∼0.5 dex at 〈 � mol 〉 ∼ 10 3 M � pc −2 .
n comparison with the HCN/CO correlations (Section 5.2.1 ) the 
FR/HCN correlation with 〈 � mol 〉 is weaker, but still significant. 
urthermore, the scatter is roughly twice as large compared to the 
CN/CO relation as also indicated by the model. The stronger scatter 
an be explained by the non-monotonic relation between SFR/HCN 

nd n 0 . We find consistent results among different resolutions (for
xed galaxy sample) with the same trend of steeper correlation at
maller scales (see Appendix F2 for more details). 

.3.2 SFR/HCN versus velocity dispersion 

s described in Section 2.5 , turbulent cloud models can predict a
e gativ e correlation between SFR/HCN and the turbulence of the
olecular gas due to the widening of the density PDF resulting

n a lower SFR/HCN ratio. We find a ne gativ e correlation between
FR/HCN and 〈 σ mol 〉 with Pearson correlation coefficient ρ = −0.60 
nd p -value smaller than 10 −3 . We report a regression slope of m S, σ =
0.63 ± 0.07 with moderate scatter 0.23 dex. Similar to the 〈 � mol 〉

elation, the scatter is larger at higher 〈 σ mol 〉 . 
The correlation coefficients are very similar to the ones found for

FR/HCN v ersus 〈 � mol 〉 , as e xpected due to the strong correlation
etween � mol and σ mol . The measured correlations vary with reso- 
ution and sample, where the steepness of the correlation tends to
ncrease with the resolution, i.e. with decreasing physical scale (see 
ppendix F2 ). 
MNRAS 521, 3348–3383 (2023) 
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Table 3. HCN/CO and SFR/HCN correlations. 

Cloud-scale Environment HCN/CO SFR/HCN 

Property Slope (unc.) Interc. (unc.) a Corr. ρ ( p ) Scatter Slope (unc.) Interc. (unc.) a Corr. ρ ( p ) Scatter 
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) 

Centres + discs 0.35 (0.02) −1.49 (0.01) 0 .88 (0.0) 0.11 −0.33 (0.04) −0.84 (0.02) − 0 .63 (0.0) 0.23 
〈 � mol 〉 Centres 0.33 (0.05) −1.42 (0.03) 0 .82 (0.0) 0.11 −0.20 (0.14) −0.90 (0.08) − 0 .31 (0.136) 0.30 

Discs 0.32 (0.02) −1.50 (0.01) 0 .86 (0.0) 0.14 −0.35 (0.04) −0.85 (0.02) − 0 .66 (0.0) 0.21 

Centres + discs 0.66 (0.04) −1.5 (0.01) 0 .85 (0.0) 0.12 −0.63 (0.07) −0.83 (0.02) − 0 .60 (0.0) 0.23 
〈 σmol 〉 Centres 0.51 (0.13) −1.43 (0.04) 0 .69 (0.0) 0.14 −0.31 (0.27) −0.89 (0.09) − 0 .26 (0.203) 0.31 

Discs 0.64 (0.05) −1.50 (0.01) 0 .83 (0.0) 0.14 −0.74 (0.08) −0.86 (0.02) − 0 .65 (0.0) 0.20 

Centres + discs ... ... 0 .21 (0.028) ... ... ... − 0 .11 (0.226) ... 
〈 αvir 〉 Centres ... ... − 0 .12 (0.572) ... ... ... 0 .19 (0.363) ... 

Discs ... ... 0 .25 (0.011) ... ... ... − 0 .23 (0.019) ... 

Centres + discs 0.17 (0.01) −1.49 (0.01) 0 .88 (0.0) 0.11 −0.15 (0.02) −0.83 (0.02) − 0 .62 (0.0) 0.22 
〈 P turb 〉 Centres 0.15 (0.03) −1.41 (0.03) 0 .75 (0.0) 0.12 −0.09 (0.07) −0.90 (0.08) − 0 .29 (0.160) 0.31 

Discs 0.16 (0.01) −1.50 (0.01) 0 .89 (0.0) 0.14 −0.17 (0.02) −0.84 (0.02) − 0 .67 (0.0) 0.20 

Note. Fit parameters resulting from the linear regression of HCN/CO (tracing f dense ) and SFR/HCN (tracing SFE dense ) both at 2.1 kpc scale versus molecular 
cloud properties ( � mol , σmol , αvir , and P turb ) at 150 pc scale. Column (2) indicates the environment considered for the fit, where centre + disc means the whole 
galaxy as in Fig. 6 . Centre and disc are defined as introduced in Section 6.1 and are shown in Fig. 7 . Columns (3) and (4) list the slope and intercept with 
corresponding uncertainty estimates as determined by the linear regression tool. Column (5) shows the Pearson correlation coefficient ρ and its corresponding 
p -value. Column (6) displays the y -axis scatter of the data about the best-fitting line measured in units of dex. Because of the lack of correlation between 
HCN/CO, SFR/HCN and the virial parameter, we do not show linear regression results for 〈 αvir 〉 , but only list the correlation coefficients and p -values based on 
the significant data points. Note that for the other cloud-scale properties, the correlations coefficient (and the p -value) are determined using both the censored 
and the significant data. 
a Note that the intercept is measured at ca. the median of the respective cloud-scale property as described in Section 4.6 . 
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.3.3 SFR/HCN versus virial parameter 

aiv ely, one could e xpect that a cloud with lower virial parameter
nd thus higher gravitational boundedness could form stars more
fficiently, suggesting an anticorrelation between SFR/HCN and
vir . Moreo v er, assuming αvir to have only little effect on the PDF,
ased on equation ( 4 ), increasing αvir would shift the star formation
ensity threshold ( n SF ) to higher densities hence decreasing SFR.
n this consideration, we would expect an anticorrelation between
FR/HCN and αvir . In the model description adopted here (Section 2 ),

t is less obvious to explore the effect of αvir on the lognormal
DF, the SFR, and hence SFR/HCN. Yet, by assuming that αvir 

races σ 2 
mol /� mol , we explore variations of HCN/CO as a function of

mpirically based σ 2 
mol /� mol values (red area in Fig. 6 ) and predicted

 small positive correlation ( ρ = −0.68) with significant scatter. 
In our data we find no correlation ( ρ = −0.11, p = 0.226) between

FR/HCN and 〈 σ 2 
mol /� mol 〉 tracing 〈 αvir 〉 , suggesting that SFR/HCN

nd 〈 αvir 〉 are uncorrelated. Ho we ver, for the subsample that includes
he five closes galaxies, we find ρ = −0.53 and p = 0.003 indicating a

oderate ne gativ e correlation accordance with the model predictions
t least for some galaxies (Appendix F2 ). 

.3.4 SFR/HCN versus internal turbulent pr essur e 

ollowing the same reasoning as in Section 5.2 , the effect of
he turbulent pressure ( P turb ) on SFR/HCN can be inferred from
he expected correlations of SFR/HCN with � mol and σ mol , using
 turb ∝ � mol σ

2 
mol . Hence, we expect a negative correlation between

FR/HCN and 〈 P turb 〉 due to the ne gativ e correlation of SFR/HCN
ith both 〈 � mol 〉 and 〈 σ mol 〉 . We report a ne gativ e correlation
nding a Pearson correlation coefficient of ρ = −0.62 with p -
alue < 10 −3 . Because of the huge dynamic range of 〈 P turb 〉 the
egression slope is shallow ( m S, P = −0.15 ± 0.02). The scatter about
he fit line is 0.22 dex very similar to the scatter seen in the 〈 � mol 〉
NRAS 521, 3348–3383 (2023) 
nd 〈 σ mol 〉 relations. Similar to the SFR/HCN versus 〈 � mol 〉 and
FR/HCN versus 〈 σ mol 〉 correlations, we find a steeper correlation
ith increasing resolution, but consistent results among the same

ample of galaxies (Appendix F2 ). 

.4 HCO 

+ and CS 

nalogously to HCN(1–0) (Sections 5.2 and 5.3 ), we perform the
ame analysis using HCO 

+ (1–0) and CS(2–1) as a tracer of the denser
olecular medium. These molecular lines hav e e xpected e xcitation

ensities comparable to HCN(1–0). Therefore, we expect to find
imilar (anti) correlations. Accordingly, we study how HCO 

+ /CO,
S/CO and SFR/HCO 

+ , SFR/CS vary with the cloud-scale molecu-
ar gas properties. The detailed results are shown in the Appendices G
nd H . 

We find that both HCO 

+ /CO and CS/CO positively correlate with
 � mol 〉 , 〈 σ mol 〉 , and 〈 P turb 〉 with Pearson correlation coefficients ∼0.8
nd negligible p -values < 10 −5 . In general, we find very similar
lopes for the HCO 

+ /CO and CS/CO relations as for the HCN/CO
elations showing that HCN, HCO 

+ , and CS are likewise sensitive
o variations of the cloud-scale molecular gas properties. The scatter
n the HCO 

+ /CO data is slightly larger that can be explained by
he slightly larger HCO 

+ measurement uncertainties. The CS/CO
elations are shifted to lower values due to the lower CS brightness
ompared to HCN or HCO 

+ . We also observe larger scatter due to
he larger CS measurement uncertainties. These results show that not
nly HCN/CO but also HCO 

+ /CO and CS/CO at kpc-scale are good
roxies of the average density structure of the molecular gas. 
As for SFR/HCN, we find that both SFR/HCO 

+ and SFR/CS
nticorrelate with 〈 � mol 〉 , 〈 σ mol 〉 , and 〈 P turb 〉 with ρ ∼ 0.5 ( p < 10 −3 ).
his suggests that HCN, HCO 

+ , and CS are a similarly tracing the
tar-forming gas and that the ratios with SFR are likewise affected
y variations of the cloud-scale molecular gas properties. 
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Figure 7. HCN/CO versus 〈 X 〉 and SFR/HCN versus 〈 X 〉 (cloud-scale = 150 pc, kpc-scale = 2.1 kpc) HCN/CO (top) and SFR/HCN (bottom) against molecular 
cloud properties – 〈 � mol 〉 , 〈 σmol 〉 , and 〈 αvir 〉 – from left to right, separately fitted for galaxy discs (blue circles) and central regions (orange stars). The shaded 
areas indicate the scatter and the dotted lines the 1 σ credibility areas of the linear regression realizations (see Table 3 for details on the fit results). The central 
regions are taken as the single pixel at the galaxy centre, i.e. the inner 2.1 kpc. The remaining data points are referred to as ‘disc’ and processed as in Section 4.5 . 
For the central regions we indicate if the galaxies are barred (black squares) and/or contain an AGN (black circle). The length of the orange arrow labelled with 
αCO /2 indicates the shift of the data points in the � mol and αvir plots if αCO would decrease by a factor of 2. 
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11 The two-sample Kolmogoro v–Smirno v (KS) test quantifies the significance 
of the difference between the distributions of two samples (Hodges 1958 ). 
Here, we test the probability p KS again the null hypothesis that e.g. centres 
have lower HCN/CO than discs. 

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/521/3/3348/7031774 by Liverpool John M
oores U

niversity user on 10 O
ctober 2024
 C O R R E L AT I O N  WITH  L O C A L  

N V I RO N M E N T  

n the following, we study how the observed correlations may depend 
n the environment of the galaxies, where we separate the central kpc- 
cale regions from the discs (Section 6.1 ). We perform the analysis
ocusing on the same resolution configuration, i.e. 150 pc cloud-scale 
nd 2.1 kpc kpc-scale, as in Section 5 . 

.1 Central regions versus discs 

he central regions of galaxies (M51, Querejeta et al. 2019 ; NGC
53, Jiang et al. 2020 ; NGC 6946, Eibensteiner et al. 2022 ) and the
alactic CMZ (Longmore et al. 2013 ; Kruijssen et al. 2014 ; Barnes
t al. 2017 ) are typically much denser and less efficient at forming
tars from the dense gas, making them a particularly interesting 
nvironment to study as they form an interesting contrast to the discs.
herefore, we study the same relations as in Section 5 separately for

he central regions and the discs. We define the central region (also
eferred to as ‘centre’ throughout this section) as the single kpc- 
cale (i.e. 2.1 kpc) pixel at the centre of each galaxy. Note that the
hysical size of the galaxy centres is typically a factor of ∼3 smaller
median size of the centre, i.e. small bulge or nucleus of the PHANGS
alaxies is ∼600 pc; Querejeta et al. 2021 ) compared to the 1–2 kpc
ize adopted here. Therefore, we may underestimate the difference 
etween the centres and the discs in our analysis. Given that we
re sampling the maps with one sample per beam, the centre is one
ingle pixel and consequently we do not bin the centres data. For the
emaining pixels (i.e. all pixels except the centre) we perform the
inning procedure as described in Section 4.5 , but use 18 instead of
0 bins that results in similar bin sizes for the discs data compared to
he binning of the full data. Finally, we separately fit linear functions
o the data for the discs and the centres, analogous to the procedure
sed in Section 5 (see Fig. 7 ). 
In agreement with other studies, we find that, on average, centres

ppear to have higher HCN/CO by about 0.17 dex (KS p -value: 11 

 KS = 0.001) and lower SFR/HCN by about 0.14 dex ( p KS =
.011) across our sample of 25 nearby galaxies (see Fig. 8 ). None
he less, centres also have higher � mol and σ mol , and, hence, are
ound to follow similar HCN/CO and SFR/HCN relations as are 
bserved in the discs, i.e. in agreement with the model expectations
nd the correlations found in Section 5 . This suggests that the
MNRAS 521, 3348–3383 (2023) 
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Figure 8. Histograms of HCN/CO (top) and SFR/HCN (bottom) at 2.1 kpc 
scale in different environments. The full data are shown in black. Centres and 
discs are coloured in orange and blue in analogy with Fig. 7 . In addition, for 
the centres, we denote galaxies with a bar (diagonal hatching) or an AGN 

(starred hatching). The markers and lines abo v e the histogram indicate the 
median and 16–84 percentiles of the respective data. 
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hysical connection between molecular cloud properties, density
istribution, and star formation is, to first order and on kpc scales,
alid independent of the local environment. 

In detail, the HCN/CO against 〈 � mol 〉 or 〈 σ mol 〉 relations show
ery similar linear regression slopes for the centres compared to
he discs (Fig. 7 ). It is worth noting that we do see a minor offset
etween HCN/CO versus 〈 � mol 〉 for centres and discs of about
0.1 dex (measured as the difference in the intercepts of the fit

ines at � mol = 10 2.5 M � pc −2 ). On the one hand, this may suggest
hat there are other physical parameters at play that systematically
ffect f dense and hence HCN/CO at fixed 〈 � mol 〉 and 〈 σ mol 〉 . These
arameters could be connected to the galaxy’s environment such as
he dynamical equilibrium pressure or shear (see e.g. Federrath et al.
016 ; Kruijssen et al. 2019 ). On the other hand, offsets in f dense or
 mol may be connected to systematic variations of the αCO and αHCN 

onversion factors (see Section 6.3 ). Overall, although the centres
re slightly (to within 1 σ–2 σ ) offset to higher HCN/CO values, they
ollow the same trends with the cloud-scale molecular gas properties.
hus, also in the centres, HCN/CO appears to be a good first-order

racer of mean molecular gas density. 
For the SFR/HCN correlations we do not find a significant offset

etween the centres and the discs as is observed for the HCN/CO
orrelations. Ho we ver, we find a flatter slope and significantly larger
catter for the centres ( ∼0.3 dex) compared to the discs ( ∼0.2 dex),
specially at high 〈 � mol 〉 or 〈 σ mol 〉 . This increasing scatter is also
NRAS 521, 3348–3383 (2023) 
een in the model predictions (Fig. 2 ) and is caused by the decrease
f the free-fall time at large cloud densities that results in an increase
f SFR/HCN at large � mol . Therefore, the KM theory can predict
oth a lower and a higher SFR/HCN in the centres of galaxies
epending on the turbulence of the molecular clouds. Certainly, there
re alternativ e e xplanations for large variations of SFR and SFE dense 

n galaxy centres. One idea is that star formation in galaxy centres is
pisodic due to stellar feedback cycles (e.g. Krumholz & Kruijssen
015 ). In addition, the accretion of dense gas to the galaxy centre
ay vary, leading to SFR fluctuations (Seo et al. 2019 ; Sormani et al.

020 ; Moon et al. 2022 ). 

.2 Impact of bars and AGN 

n addition to separating the centre from the disc, we want to study
he impact of a bar or an AGN on the kpc-scale dense gas quantities
n the centres of galaxies (the classifications are listed in Table 1 ).
un et al. ( 2020b ) analysed the molecular gas properties at 150 pc
cale in a larger sample of 70 PHANGS galaxies and found that
as in centres of barred galaxies have higher surface density � mol 

nd velocity dispersion σ mol compared to gas in centres of unbarred
alaxies (as noted abo v e, the defined sizes of the centres in Sun et al.
020b are typically smaller than the central regions studied here). In
his work, we also find that centres of barred galaxies tend to show
igher HCN/CO by about 0.25 dex ( p KS = 0.0002) (see Figs 7 and
 ). SFR/HCN is only insignificantly lower ( p KS = 0.436) in barred
alaxies by about 0.06 de x. Moreo v er, we find that molecular gas
n centres of unbarred galaxies is similar in terms of HCN/CO and
FR/HCN to the values found in discs (a result reported for the
olecular cloud properties by Sun et al. 2018 ). 
Moreo v er, we e xamine how an AGN may affect the (dense)
olecular gas in the central region of galaxies. Our sample contains

1 AGN galaxies (14 without AGN). Note that there is a significant
 v erlap between AGN and barred galaxies, so we cannot easily
iscriminate the impact of bars and AGN. On average, the AGN
eems to boost HCN/CO in the centres of galaxies. We find 0.12 dex
igher median HCN/CO ( p KS = 0.040) in the centres of AGN
alaxies compared to the centres that do not harbour an AGN.
hese results suggest that centres of AGN galaxies have higher
olecular gas surface densities and turbulence, which, following

he correlations found in this work, lead to higher HCN/CO. It is
ess clear how AGNs affect SFR/HCN, which is only insignificantly
 p KS = 0.208) lower by 0.17 dex. Also, in some AGN galaxies,
e observe higher SFR/HCN in the central regions. This could be

xplained by the increase of SFR/HCN at very high � mol as seen in
odels, or point at more complex gas dynamics in centres. 

.3 Conversion factors 

n Section 4.3.1 , we discussed how the CO-to-H 2 conversion factor
CO can vary with local environment. Most notable, αCO has been
bserved to be lower in the centres of galaxies compared to the disc
hat is linked to the high surface density, turbulence, and temperature
ielding a brighter CO emission (see e.g. Shetty et al. 2011a , b ;
atanabe et al. 2011 ; Papadopoulos et al. 2012 ; Bolatto et al. 2013 ;

andstrom et al. 2013 ; Israel 2020 ; Teng et al. 2022 ). We note that
CO can be 3–10 times lower in galaxy centres compared to the
efault MW value that is also adopted here (Israel 2020 ). Sandstrom
t al. ( 2013 ) report a factor of ∼2 lower αCO in the central kpc regions
ompared to the average disc value in their sample of 26 nearby star-
orming galaxies. Therefore, we indicate how lowering αCO by a
actor of 2 in the central regions of galaxies affects the data points in
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he correlations studied here. In the first instance, we only consider 
hanges in the cloud-scale properties and leave the y -axis coordinate 
nchanged. As denoted by the orange arrows in Fig. 7 , reducing αCO 

y 0.3 dex decreases � mol and increases αvir by 0.3 dex. This has only
ittle effect on the correlations with 〈 � mol 〉 , but would increase the
ffset in the correlations between the centres and the discs. Though, 
t would slightly increase the strength of the correlations with 〈 αvir 〉
ue to making the clouds in the centres much less bound, such that
e would find ρ = 0.33 for HCN/CO versus 〈 αvir 〉 and ρ = −0.12

or SFR/HCN versus 〈 αvir 〉 . Ho we ver, if we would account for the
ower-la w e xtension of the lognormal PDF, bound clouds would 
l w ays have higher dense gas fraction thus counteracting the shift to
igher virial parameter values for the centres. In the end, variations 
ith αvir remain complex and we cannot infer a clear conclusion 
hether HCN/CO or SFR/HCN varies significantly with αvir . 
We investigate how decreasing αCO for the centres may affect 

he y -axis coordinates if HCN/CO and SFR/HCN are converted to 
 dense and SFE dense , respectively. In contrast to αCO , there is very little
nformation on environmental variations of αHCN in the literature. 

e could assume that αHCN varies similarly as αCO , which might be 
ustified because αHCN becomes optically thick towards centres (see 
.g. Jim ́enez-Donaire et al. 2019 ) yielding stronger HCN emission.
hen, f dense would be unaffected, while SFE dense would increase in 

he centres of galaxies thus decreasing the correlation with the cloud- 
cale molecular as properties. We could also assume that αCO varies 
uch more than αHCN and thus neglect αHCN variations. In this case, 
FE dense would be unaffected, while f dense would increase in the 
entres of galaxies that increases the observed correlation, but also 
ignificantly enhances the offset between centres and galaxies. The 
entre–disc offset could only be dissolved if αHCN is lo wered e ven
ore than αCO in the centres thus yielding a lower f dense . 
Overall, variations of αCO and αHCN will eventually change the 

lope and strength of the correlations, but only at the 0.3 dex level,
hich is not sufficient to change the direction of the relations. 
rimarily, the correlations are driven by the discs, which are much 

ess affected by variations of the conversion factors than the centres. 
e thus, highlight that our findings show significant systematic vari- 

tions of HCN/CO and SFR/HCN with cloud-scale gas properties. 
ndependent of whether HCN/CO and SFR/HCN can be accurately 
ranslated to f dense and SFE dense , respectiv ely, the y are very useful
ools to trace the mean density structure of molecular gas. 

 SU M M A RY  A N D  DISCUSSION  

n this work, we investigate the connection of the density-sensitive 
pc-scale (2.1 kpc) HCN/CO and SFR/HCN ratios with various 
tructural and dynamical properties ( � mol , σ mol , αvir , and P turb ) of the
loud-scale (150 pc) molecular gas across 25 nearby galaxies. In the 
iterature, HCN/CO and SFR/HCN are often synonymous with the 
ense gas fraction and dense gas star formation efficiency, respec- 
ively. This is based on the assumption that CO and HCN emission
s originating from molecular gas differing within different (often 
x ed) density re gimes. Ho we ver, observ ations (e.g. Kauf fmann et al.
017 ; Pety et al. 2017 ; Barnes et al. 2020 ; Evans et al. 2020 ) and
imulations (e.g. Mangum & Shirley 2015 ; Shirley 2015 ; Leroy et al.
017a ; Onus et al. 2018 ; Jones et al. 2022 ) highlight that there is still
 significant uncertainty in the exact density thresholds and their 
ass conversion factors. In this study, we focus on the quantities 
CN/CO and SFR/HCN and are careful to draw conclusions from 

he less certain physical quantities, i.e. f dense and SFE dense . 
In Section 2 , we lay out qualitative predictions about the direction

f the studied correlations based on single free-fall time turbulent 
loud models (e.g. the KM theory; Krumholz & McKee 2005 ). We
nd that molecular cloud properties affect the density distribution of 

he molecular gas such that, within this simplified model description, 
CN/CO is expected to correlate and SFR/HCN to anticorrelate 
ith molecular cloud properties like the mean density, traced by the

urface density, or the Mach number, traced by the velocity dispersion 
f the molecular gas. The underlying physical mechanisms are that 
he mean density shifts the density PDF, while the Mach number
ffects the width of the PDF that in return affects the line emissivity
f molecular lines like CO(2–1) and HCN(1–0) and the SFR. 
We compare the cloud scale properties to the kpc-scale HCN/CO 

nd SFR/HCN via intensity-weighted averaging (Section 4.4 ). To 
uantitatively analyse the correlations, we fit a linear regression 
odel to the data in log–log scale in order to determine a first-order

ower-law dependence. We measure the strength of the correlation by 
omputing the Pearson correlation coefficient and the corresponding 
 -value (Section 5 ). Moreo v er, we study the correlation with local
nvironment by separately analysing the central kpc-scale regions to 
ontrast with the discs (Section 6 ). In the following we summarize
nd interpret our main findings. 

(i) We report systematic variations of HCN/CO with cloud-scale 
olecular gas properties (Fig. 6 and Section 5.2 ). Building up on the
orks of Gallagher et al. ( 2018a , b ), we find a strong positive correla-

ion ( ρ ≈ 0.9) between HCN/CO and the cloud-scale surface density 
 mol as traced by the CO(2–1) line intensity adopting a fixed line-

o-mass conversion factor αCO = 4 . 3 M � pc −2 ( K km s −1 ) −1 (Bolatto 
t al. 2013 ) and a fixed CO(2–1)-to-CO(1–0) line ratio R 21 = 0.64
den Brok et al. 2021 ). The results are in agreement with the model
redictions, where the mean density (assumed to be traced by � mol )
ffects the median of the density PDF without altering its shape such
hat higher n 0 leads to higher HCN/CO. This is a powerful indication
hat both HCN/CO and cloud-scale CO trace density. Moreo v er, we
bserve a strong positive correlation ( ρ ≈ 0.9) between HCN/CO 

nd the cloud-scale velocity dispersion as traced by the CO(2–1) line
idth in agreement with our simplified model, in which the Mach
umber (traced by σ mol ) affects the width of the density PDF such that
igher M leads to higher HCN/CO. These correlations also imply 
hat HCN/CO positively correlates with the cloud-scale internal 
urbulent pressure as traced via P turb ∝ � mol σ

2 
mol . Furthermore, we

nd a weak ( ρ ≈ 0.2, p -value < 0.03) positive correlation between
CN/CO and the virial parameter as measured via αvir ∝ σ 2 

mol /� mol 

hat is supported by models if n 0 and M are traced by the cloud-scale
O intensity and line width, respectively. 
(ii) We report that SFR/HCN systematically varies with cloud- 

cale molecular gas properties (Fig. 6 and Section 5.3 ) finding a
e gativ e correlation ( ρ ≈ 0.6) between SFR/HCN and the cloud-
cale � mol and σ mol . These results are in agreement with turbulent
loud models, in which stars are assumed to form from the dense
as abo v e some threshold density n SF ∝ n 0 αvir M 

2 . Our findings
how that, although SFR linearly correlates with HCN o v er sev eral
rders of magnitude, SFR/HCN varies systematically as a function 
f the cloud-scale molecular gas properties, thus disclaiming the 
onstant SFE dense hypothesis put forward by Gao & Solomon ( 2004 ).
xtending the works of Longmore et al. ( 2013 ), Kruijssen et al.
 2014 ), Bigiel et al. ( 2016 ), Barnes et al. ( 2017 ), Gallagher et al.
 2018a , b ), Jim ́enez-Donaire et al. ( 2019 ), Querejeta et al. ( 2019 ),
iang et al. ( 2020 ), and Eibensteiner et al. ( 2022 ) who showed that
he amount of dense gas is not enough to set the SFR, we conclude
hat SFR/HCN is significantly affected by the density distribution of 

olecular clouds that, based on turbulent cloud models, affects both 
he emissivity of dense gas tracers like HCN and the SFR and hence
MNRAS 521, 3348–3383 (2023) 
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FR/HCN. Moreo v er, we find no univ ersal evidence for a correlation
etween SFR/HCN and σ 2 

mol /� mol tracing αvir ( ρ ≈ −0.1, p -value
0.2). For some galaxies (e.g. NGC 2903) we find indications of a

e gativ e correlation between SFR/HCN and αvir ( ρ ≈ −0.5, p -value
 0.01) This trend is supported by the model predictions (Fig. 2 )

nd would point towards less bound clouds being less efficient in
orming stars from a fixed fraction of dense gas. 

(iii) Using HCO 

+ or CS as a tracer of the dense molecular gas,
e find the same correlations with the cloud-scale molecular gas
roperties as seen with HCN. This is a powerful indicator that not
nly HCN, but also other tracers with critical densities in excess of
hat of low-J CO lines like HCO 

+ or CS, observed at kpc-scale, are
ensitive to the density structure of the cloud-scale molecular gas. 

(iv) Separating the central ∼kpc regions from the rest of the
alaxy discs. We find that centres have significantly higher HCN/CO
nd lower SFR/HCN compared to discs (Fig. 8 and Section 6.1 ).
one the less, both environments follow similar HCN/CO and
FR/HCN trends against the cloud-scale properties (Fig. 7 ). This
uggests that the physical connection between molecular cloud
roperties, density distribution, and star formation is independent
f the local environment and extends from low density, less turbulent
louds as predominantly found in the disc to high density and
urbulent clouds as found in the centres of galaxies. We also studied
he impact of bars and AGN on the central regions of galaxies,
nding typically higher HCN/CO and lower SFR/HCN for barred
nd AGN galaxies compared to their complements (unbarred and
ithout AGN), respectively. This suggests that bars and AGNs boost
CN/CO and lower SFR/HCN in the centres of galaxies. Differences

re though small ∼0.1–0.2 dex and only significant for HCN/CO.
hroughout this work we assumed a constant αCO conversion factor.
e study whether these scaling relations change when we assume

hat centres have systematically lower αCO than discs that has been
eported in the literature (Sandstrom et al. 2013 ). Adopting αCO /2
or the central regions, we find no significant effect on either the
CN/CO or the SFR/HCN relations with the cloud-scale properties.

Our findings demonstrate that density, cloud-scale molecular gas
roperties, and star formation appear interrelated in a coherent way
nd one that agrees reasonably well with current models. Our results
lso strongly reinforce the view that HCN/CO and similar line
atios (e.g. HCO 

+ /CO or CS/CO) are sensitive measures of the
ensity distribution of the molecular gas and thus powerful tools
n e xtragalatic studies. Re gardless of physical interpretation, we ob-
erve clear correlations between molecular cloud properties and line
atios sampling different physical densities. These should represent
ignificant observational constraints on any theory attempting to
elate star formation, gas density, and the ISM in galaxies. Many
revious studies (e.g. Chin et al. 1997 , 1998 ; Gao & Solomon
004 ; Brouillet et al. 2005 ; Lada, Lombardi & Alves 2010 ; Wu
t al. 2010 ; Rosolowsky, Pineda & Gao 2011 ; Garc ́ıa-Burillo et al.
012 ; Buchbender et al. 2013 ; Longmore et al. 2013 ; Kepley et al.
014 ; Chen et al. 2015 , 2017 ; Usero et al. 2015 ; Bigiel et al. 2016 ;
himajiri et al. 2017 ; Gallagher et al. 2018a ; Jim ́enez-Donaire et al.
019 ; Be ̌sli ́c et al. 2021 ) show that HCN luminosity (tracing dense
as mass) and SFR are strongly correlated probing scales ranging
rom nearby galactic cloud to entire galaxy spanning ∼8 orders
f magnitude. Therefore, Shimajiri et al. ( 2017 ) propose a quasi-
niversal SFE dense . Our results support this picture. Ho we ver, all
revious works and our results show a ∼1 dex scatter in SFE dense .
ere, we show that this scatter is not random, but that SFR/HCN

orrelates with the properties of the molecular gas, i.e. � mol and
mol , at 150 pc scale. It is still much of an open question what drives
NRAS 521, 3348–3383 (2023) 
FE dense in galaxy centres, where we observe typically lower SFE dense 

ut also large scatter. Ultimately, we need high-resolution (cloud-
cale), high-sensitivity spectroscopic mapping of a large sample of
alaxies in order to resolve and study the effect of local environment
n the dense molecular gas and star formation. This work also
oti v ates to further investigate how spiral arms, bars and AGN
ay affect the density distribution of molecular gas in galaxy 

entres. 
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PPENDI X  A :  CLOUD-SCALE  M O L E C U L A R  

A S  PROPERTIES  

ig. A1 displays the velocity dispersion of the molecular gas ( σ mol )
gainst its surface density ( � mol ) for all individual sightlines across
he full sample of 22 galaxies at 150 pc resolution (blue data points)
imilar to fig. 1 in Sun et al. ( 2020b ). σ mol and � mol are inferred from
he CO(2–1) observations as described in Sections 4.3.1 and 4.3.2 ,
espectively. The plot also shows loci of constant virial parameter
 αvir ) and internal turbulent pressure ( P turb ) as obtained from the
O(2–1) observations as described in Sections 4.3.3 and 4.3.4 ,

espectively, such that αvir ∝ σ 2 
mol /� mol and P turb ∝ � mol σ

2 
mol at fixed

cale (here 150 pc). Moreo v er, we indicate the intensity-weighted
verages (red points) of the 150 pc measurements at 2.1 kpc averaging
cale following Section 4.4 . We find that the distribution of the
eighted averages in the σ mol –� mol plane resembles the distribution
f the (original) high-resolution measurements very well, providing
imilar dynamic range in both σ mol and � mol . Ho we ver, the weighted
verages show significantly lower dynamic range in αvir . Note that the
oci of constant αvir and P turb are not valid for the weighted averages,
ecause we take the weighted averages of the cloud-scale properties
ndividually for each quantity, such that 〈 αvir 〉 �∝ 〈 σmol 〉 2 / 〈 � mol 〉 and
 P turb 〉 �∝ 〈 � mol 〉〈 σmol 〉 2 . 
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Figure A1. Molecular gas velocity dispersion ( σmol ) against surface density 
( � mol ) at 150 pc scale across 22 nearby galaxies. The blue points denote 
the original 150 pc resolution measurements, while the red points are 
the intensity-weighted averages obtained at 2.1 kpc apertures. The loci of 
constant virial parameter ( αvir ) and internal turbulent pressure ( P turb ) are 
obtained assuming fixed cloud size, i.e. αvir ∝ σ 2 

mol /� mol (equation 19 ), 
P turb ∝ � mol σ

2 
mol (equation 22 ), and are only valid for the original 150 pc 

measurements. 
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Table B1. HCN detection fraction across the 25 ALMOND galaxies. 

r gal (kpc) Sightlines Stacking 

N det / N tot 

N frac 

(per cent) N det / N tot 

N frac 

(per cent) 

0–2 79/171 46 .3 25/25 100 
2–4 78/473 16 .6 21/25 84 
4–6 49/601 8 .1 9/25 36 
6–8 19/696 2 .8 5/25 20 
8–10 6/705 0 .9 2/25 8 

Note. HCN(1–0) detection fraction as a function galactocentric radius. 
N det is the number of detected spectra for individual lines of sight (left), 
or the radially stacked spectra (right), where the S/N of the integrated 
intensity > 3 σ . N tot is the total number of spectra inside the radial bin. 
N frac = N det / N tot depicts the detection fraction. 
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PPEN D IX  B:  SPECTRAL  STAC KING  

n order to reco v er more emission, in particular outside of galaxy
entres, we perform spectral stacking of the HCN(1–0), HCO 

+ (1–
), and CS(2–1) cubes as in Schruba et al. ( 2011 ), Jim ́enez-Donaire
t al. ( 2017 , 2019 ), and Be ̌sli ́c et al. ( 2021 ). The basic idea is that
he spectral axis is matched with a known velocity field from a high
ignificance prior, i.e. here CO(2–1). After shuffling the velocities, 
e average the spectra in bins defined by the galactocentric radius

 r gal ). We select five bins up to r gal = 5 kpc with bin widths of
 kpc. In Fig. 3 , we show the resulting stacked spectra (bottom
anels) and stacked integrated intensities (a). A complete atlas 
f all galaxies is presented online. The spectral stacking results 
emonstrate that, despite the low detection rate at the pixel level 
cross much of the molecular gas discs, we are able to reco v er
ignificant emission of HCN(1–0) HCO 

+ (1–0), and CS(2–1) outside 
f galaxy centres via stacking at the expense of spatial information. 
e detect significant HCN emission out to 6 kpc in more than a third

9/25) of the galaxies compared to only 3 per cent for individual 
ightlines (Table B1 ), which demonstrates that stacking can success- 
ully unveil HCN emission across most of the molecular gas discs.
n particular, these results moti v ate the binning approach described 
n Section 4.5 , where we average the HCN data in bins of 〈 W CO(2–1) 〉 .
he two approaches, binning and stacking, yield very similar results 
ithin ∼10 per cent , on average, and without bias (Gallagher et al.
018b ). 

PPENDI X  C :  W E I G H T E D  AV ER AG ES  

n Section 4.4 , we explain the idea of computed intensity-weighted
verages from the high-resolution CO data in order to compare with
he coarse-scale dense gas observations using the following equation: 

 X〉 Conv. = 

( X W CO(2–1) ) ∗ �

W CO(2–1) ∗ �
, (C1) 

here X is the high-resolution quantity (e.g. � mol ) and � is the
onvolution kernel to go from the high to the coarse resolution. Sun
t al. ( 2020a ) computed the weighted averages inside sharp apertures,
uch that 

 X〉 Aper. = 

∑ 

i ∈ Aper. X i I CO(2–1) ,i ∑ 

i ∈ Aper. I CO(2–1) ,i 
. (C2) 

e compare the two methods for the galaxy NGC 2903 in Fig. C1 .
hile both methods lead to very similar results in the centre or

long the bar, there are large discrepancies for the adjacent pixels,
here the aperture method produces much lower values. The aperture 

pproach is not affected by any Gaussian kernel dilution and thus
seful if the aperture-based weighted averages are used to study 
ndividually or for comparison with other aperture-based weighted 
verages. Ho we ver, comparison with observations performed at or 
onvolved to the averaging scale should only be done using the
onvolution-based method, which is symmetrically affected by beam 

ilution. 
MNRAS 521, 3348–3383 (2023) 
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M

Figure C1. Comparison between different approaches of computing intensity-weighted averages. Left: molecular gas surface density ( � mol ) map of NGC 

2903 at 75 pc resolution. Centre left: intensity-weighted average � mol map at 1 kpc scale based on the Gaussian convolution as defined by equation ( 24 ). This 
method is employed in this work to compare with the native kpc-scale observations, i.e. the HCN data. Centre right: intensity-weighted averages based on 
sharp apertures defined as the hexagonal-shaped pixels. This method has been applied by e.g. Sun et al. ( 2020b ). Right: pix el-by-pix el comparison between the 
aperture- and convolution-based approaches. 
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Figure D1. Bias estimation of the linear regression results. Adapted to the 
HCN/CO ( y data) versus 〈 � mol 〉 ( x data) correlation, we use the 〈 � mol 〉 data 
and create perfectly correlated (linear relation) y data, indicated by the red 
dotted line. Then we add Gaussian noise using the measurement uncertainties 
in HCN/CO, 〈 � mol 〉 , and also add intrinsic scatter based on the estimated 
intrinsic scatter of the measured data. Finally, we apply the LINMIX fitting 
routine to determine the best-fitting linear regression (black solid line) and 
the { 1 σ , 2 σ , 3 σ} credibility regions (grey shaded areas). 
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PPENDIX  D :  LINEAR  REGRESSION  

inear regression of astronomical data is far from trivial and it is
rucial to apply a linear fitting routine that is tailored to the science
uestion and the noise properties of the data appropriately. Here,
e ask the question of how the cloud-scale molecular gas properties

 x data) affect the dense gas fraction and star formation efficiency
 y data). Statistically speaking, the x data can be considered as the
ndependent variable and the y data as the dependent variable, such
hat we seek to constrain y ( x ) = b + m · x , where b , m = const. In
rinciple one could also ask the inverted question, i.e. how x depends
n y and thus constrain x ( y ) = b 

′ + m 

′ · y ( b 
′ 
, m 

′ = const). Ho we ver,
ased on the formulated science question and given that the x data
re detected significantly throughout most of the discs of all galaxies,
s opposed to the y data, where about 50 per cent of the data points
re censored (here we consider the fully processed, binned data that
nter the fitting routine), it is well grounded to consider x as the
ndependent variable. 

We detect HCN significantly (S/N ≥ 3) only for about 50 per cent
f the binned data points. Hence, we have many censored data points,
hich result in upper limits (HCN/CO) or lower limits (SFR/HCN).
lthough these data are not significant, it is still valuable information:
e know with high certainty (99 . 7 per cent ) that the emission of that
ata point cannot be larger than 3 σ thus providing an upper limit.
his information should be taken into account in the fitting routine

o better constrain the assumed correlation and linear dependence.
n addition, conversion to log–log scale can generate a bias in the
stimated linear regression if censored data are not taken into account.
oreo v er, the true correlation most likely does not perfectly follow

 linear correlation. Also, there is not necessarily a physical model
hat predicts a linear dependence (power law in linear scale) between
he x and y data. Thus, we need to account for an intrinsic scatter
n the correlation. Even more so, it is important to account for the
ntrinsic scatter and the data uncertainties separately, in order to get
easonable regression uncertainties (Kelly 2007 ). 

Given our science question and the properties of our data, we want
o use a linear regression tool that constrains the linear correlation
f the dependent variable y as a function of the independent variable
 , while taking into account measurement uncertainties in both
ariables, intrinsic scatter about the regression and censored y data.
NRAS 521, 3348–3383 (2023) 
ll of these requirements are met by the PYTHON regression tool
INMIX that implements the Bayesian approach to linear regression

ntroduced by Kelly ( 2007 ). The tool assumes that the true data
istribution is sampled from a superposition of Gaussians in x and
 . It performs an MCMC simulation using the Gibbs sampler to
xplore the posterior distribution, i.e. the true distribution of the
egression parameters. LINMIX is capable of computing the Pearson
orrelation coefficient using both the significant and the censored
ata. Because of its statistical approach, the tool naturally finds
rustworthy constraints on the regression parameters (intercept and
lope) and also gives credibility areas, which we use to illustrate the
ncertainty of the linear fits. 
In astronomy it is very common to determine the power law

f two astronomical quantities by converting the data from linear
o logarithmic scale and fitting a line through the data. Ho we ver,
his procedure has some dra wbacks. First, conv ersion to logarithmic
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cale is only valid for positive data, and negative data (i.e. negative
ntensities that arise from the data reduction and represent mostly 
oise) is remo v ed. As a consequence the log-scale data are biased
o wards positi ve v alues and thus bias the linear regression. We can
itigate this bias by using a linear regression tool that can handle

ensored data and thus takes the insignificant and ne gativ e data into
ccount. Ne xt, conv ersion to logarithmic scale produces asymmetric 
ncertainties, i.e. if the uncertainties are symmetric in linear scale, 
hey appear shorter in the positive and larger in the ne gativ e direction.
gain, this will bias the linear regression if the regression tool 

ssumes symmetric uncertainties, because it either o v erestimates the 
ncertainties in positive direction or underestimates the uncertainties 
n ne gativ e direction. We note that the fitting routine applied here is
ffected by this bias. Though, we are not aware of any regression
ool that can take into account asymmetric uncertainties in addition 
o handling censored data. Moreo v er, we estimated the expected 
og-scale-induced bias with the following simulation: to estimate 
he bias of the linear regression we start with the measured x data
nd produce perfectly correlated y data in logarithmic scale. Then 
e convert to linear scale and add Gaussian noise with amplitudes 
atching the measurement uncertainties. We also add Gaussian 

ntrinsic scatter with amplitude as obtained from the linear regression 
f the observed data. Finally, we convert back to logarithmic scale 
nd run the fitting algorithm. Fig. D1 shows the result customized 
o the HCN/CO versus 〈 W CO(2–1) 〉 correlation. We find that the
etermined linear regression slope is in fact biased towards lower 
alues by about ∼10 per cent . In general, repeating this procedure 
(  

Figure E1. Analogous to Fig. 6 , but for individual LO

2

or the other correlations, we find that the determined slopes are
robably ∼10 per cent flatter compared to the true correlation, if it 
ere perfectly correlated. 

PPENDI X  E:  LI NE-OF-SI GHT  

O R R E L AT I O N S  

n Section 4.5 , we explain how we bin the data via 〈 W CO(2–1) 〉 to
eco v er more emission, especially in the low 〈 W CO(2–1) 〉 regime.

e show in Appendix B , that averaging data via a high significant
rior, i.e. CO(2–1), is ef fecti v ely unv eiling more emission in the
O-emitting regions. As a consequence, the binning method allows 
s to constrain the relations between HCN/CO, SFR/HCN, and the 
loud-scale properties with higher significance and with a higher 
eighting of the significant measurements. Ho we ver, binning is 

xpected to reduce the scatter in the binned quantities, i.e. HCN/CO
nd SFR/HCN, thus potentially reducing the scatter and increasing 
he measured correlation. Therefore, we also present the HCN/CO 

nd SFR/HCN correlations with 〈 � mol 〉 , 〈 σ mol 〉 , 〈 αvir 〉 using the indi-
idual line-of-sight (LOS) measurements (Fig. E1 ). We perform the 
inear regression on the LOS measurements analogous to Section 5 ,
.e. taking into account measurement uncertainties, intrinsic scatter, 
nd censored data. Qualitatively, we find the same results for the
OS data as for the binned data, i.e. a positive (negative) correlation
etween HCN/CO (SFR/HCN) with the cloud-scale molecular gas 
roperties. Certainly, we find lower correlations and higher scatter 
Table E1 ). The lower correlation is however partly due to the higher
MNRAS 521, 3348–3383 (2023) 

S measurements, i.e. without binning the data. 
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Table E1. HCN/CO and SFR/HCN correlations. 

Cloud-scale Data HCN/CO SFR/HCN 

Property Slope (unc.) Interc. (unc.) a Corr. ρ ( p ) Scatter Slope (unc.) Interc. (unc.) a Corr. ρ ( p ) Scatter 

〈 � mol 〉 Sightlines 0.28 (0.02) −1.47 (0.01) 0 .65 (0.0) 0.24 −0.29 (0.03) −0.87 (0.02) − 0 .47 (0.0) 0.30 
Binned 0.35 (0.02) −1.49 (0.01) 0 .88 (0.0) 0.11 −0.33 (0.04) −0.84 (0.02) − 0 .63 (0.0) 0.23 

〈 σmol 〉 Sightlines 0.53 (0.04) −1.48 (0.01) 0 .60 (0.0) 0.23 −0.56 (0.06) −0.87 (0.02) − 0 .44 (0.0) 0.30 
Binned 0.66 (0.04) −1.5 (0.01) 0 .85 (0.0) 0.12 −0.63 (0.07) −0.83 (0.02) − 0 .60 (0.0) 0.23 

〈 αvir 〉 Sightlines ... ... 0 .14 (0.059) ... ... ... − 0 .03 (0.643) ... 
Binned ... ... 0 .21 (0.028) ... ... ... − 0 .11 (0.226) ... 

〈 P turb 〉 Sightlines 0.13 (0.01) −1.48 (0.01) 0 .66 (0.0) 0.23 −0.14 (0.02) −0.86 (0.02) − 0 .48 (0.0) 0.30 
Binned 0.17 (0.01) −1.49 (0.01) 0 .88 (0.0) 0.11 −0.15 (0.02) −0.83 (0.02) − 0 .62 (0.0) 0.22 

Note . Linear re gression parameters analogous to Table I1 using lowres resolution configuration [HCN/CO, SFR/HCN at 2.1 kpc scale; molecular cloud properties 
( � mol , σmol , αvir , P turb ) at 150 pc scale]. The table shows results obtained from individual LOS measurements corresponding to Fig. E1 , as well as from binned 
data corresponding to Fig. 6 . a Note that the intercept is measured at ca. the median of the respective cloud-scale property as described in Section 4.6 . 
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tatistical weight of the censored data (higher fraction of censored
ata taken into account in the fit). 

PPENDIX  F:  VA R I AT I O N  WITH  RESOLUTI ON  

e study the HCN/CO and SFR/HCN correlations as a function
f the cloud-scale and large-scale resolutions choosing three cloud-
cale physical resolutions (75, 120, and 150 pc) associated with the
O(2–1) data and three large-scale physical resolutions (1.0, 1.5, and
.1 kpc) associated with the HCN data defined as the highest available
ommon resolutions for galaxies inside 11.6 kpc (‘highres’; three
alaxies), 15.3 kpc (‘midres’; nine galaxies), 23.4 kpc (‘lowres’; 22
alaxies), respectively. In addition, we measure the correlations at
he native angular resolutions of the CO(2–1) and HCN observations
‘natres’; 22 galaxies). This defines the finest resolution configura-
ion available but accesses different physical scales. The adopted
esolution configurations are listed in Table F1 . 

The resolution configurations introduced abo v e include different
alaxy samples. In order to investigate the dependence of the corre-
ations on the adopted resolutions for fixed samples of galaxies, we
ntroduce subsamples of the natres, lowres, and midres configurations

arked by the suffixed ‘midtar’ and ‘hightar’. Midtar and hightar
enote the subsample of galaxies that are included in the midres and
ighres sample, respectiv ely. F or instance lowres-hightar denotes the
owres resolution configuration (150 pc cloud scale, 2.1 kpc large
cale), but only includes the subsample of three galaxies that are also
ncluded in highres. Fig. I1 shows a compilation of the HCN/CO and
FR/HCN correlations for the different resolution configurations.
omplementary, Table I1 lists the linear regression results for all
dopted resolution configurations. 

Overall, we report similar HCN/CO and SFR/HCN correlations
ith the cloud-scale molecular gas properties across all resolution

onfigurations, where the linear regression parameters are in agree-
ent with each other if the galaxy sample is fix ed. F or varying

amples of galaxies we observe significant deviations in the linear
egression slope in some cases indicating g alaxy-to-g alaxy variations
n the HCN/CO and SFR/HCN relations. 

1 HCN/CO versus molecular cloud properties 

or the physically homogenized resolution configurations we consis-
ently find strong positive correlations between HCN/CO and 〈 � mol 〉 ,
 σ mol 〉 , and 〈 P turb 〉 (see Fig. I1 , top, and Table I1 , left) with Pearson
orrelation coefficients ranging from ρ = 0.70 to 0.82, 0.61 to 0.79,
nd 0.60 to 0.79, respectively, with p -values all smaller than 10 −5 . For
NRAS 521, 3348–3383 (2023) 
n y giv en correlation (e.g. HCN/CO v ersus 〈 � mol 〉 ), the re gression
lopes vary among different physical resolution configurations and
amples of galaxies, spanning m f, � = 0.35–0.54, m f, σ = 0.51–0.93,
nd m f, P = 0.12–0.24. Though, the linear regression parameters are
n agreement within the 1 σ uncertainties for fixed galaxy sample,
eaning resolution does not significantly affect the observed relation

etween HCN/CO and the molecular cloud properties. For instance,
or the HCN/CO versus 〈 � mol 〉 correlation we find ρ = 0.70, 0.73,
nd 0.81 and m f, � = 0.35 ± 0.09, 0.37 ± 0.09, and 0.51 ± 0.10
or lowres-hightar , midres-hightar , and highres, respectively, all in
greement within the 1 σ uncertainty limits. In contrast, for fixed
esolution but varying sample we observe slopes deviating more
han 1 σ , e.g. midres and midres-hightar lead to m f, � = 0.54 ± 0.06
nd 0.37 ± 0.09. This points towards a g alaxy-to-g alaxy variation
f the studied HCN/CO relations. Ho we ver, these v ariations are
ot huge, because within the 2 σ uncertainty range all resolution
onfiguration are again consistent. In general, we find the trend of
ncreasing correlation and steeper slopes for decreasing scale, i.e.
t higher resolution, suggesting a small but systematic resolution
ependence of the correlations. For the correlation of HCN/CO
ith the virial parameter ( 〈 αvir 〉 ) we find much lower correlation

oefficients spanning ρ = 0.17–0.59 and p -values from 10 −3 to
.10 suggesting a weak positive correlation between HCN/CO and
 αvir 〉 . Ho we ver, the stronger positive correlation seen in the hightar
onfigurations is mainly produced by one galaxy, i.e. NGC 2903, and
s not confidently seen in the other targets. Note also that the dynamic
ange in 〈 αvir 〉 is barely 1 dex so that we might be insensitive to any
otentially existing correlation with αvir . In the end, we have no
onvincing evidence for a correlation between HCN/CO and 〈 αvir 〉 . 

Abo v e all, studying the HCN/CO correlations with molecular
loud properties at different resolutions leads to consistent results that
onfidently demonstrate a positive correlation between HCN/CO and
 � mol 〉 , 〈 σ mol 〉 , and 〈 P turb 〉 , with the trend of increasing correlation
ith increasing resolution (decreasing scale). The correlation of
CN/CO with 〈 αvir 〉 remains less clear. But consistently positive

orrelation coefficients point towards weak positive correlation
etween HCN/CO and 〈 αvir 〉 . 

2 SFR/HCN versus molecular cloud properties 

e consistently find ne gativ e correlations between SFR/HCN and
he cloud-scale properties 〈 � mol 〉 , 〈 σ mol 〉 , and 〈 P turb 〉 across all
dopted resolution configurations (see Fig. I1 , bottom, and Ta-
le I1 , right, where Pearson correlation coefficients range from
0.45 to −0.63 ( 〈 � mol 〉 ), −0.33 to −0.56 ( 〈 σ mol 〉 ), and −0.32 to
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Table F1. Resolutions. 

Sample Galaxies Resolution 
Lowres Midres Highres Natres 

〈 150 pc 〉 2.1 kpc 〈 120 pc 〉 1.5 kpc 〈 75 pc 〉 1.0 kpc 〈 ∼1 arcsec 〉 ∼20 arcsec 

Full NGC 0628, NGC 1097, NGC 1365, NGC 1385, NGC 1511, 
NGC 1546, NGC 1566, NGC 1672, NGC 1792, NGC 2566, 
NGC 2903, NGC 2997, NGC 3059, NGC 3521, NGC 3621, 
NGC 4303, NGC 4321, NGC 4535, NGC 4536, NGC 4569, 
NGC 4826, NGC 5248, NGC 5643, NGC 6300, NGC 7496 

Midtar NGC 0628, NGC 1097, NGC 1511, NGC 2903, NGC 2997, 
NGC 3521, NGC 3621, NGC 4321, NGC 4826, NGC 5248, 

NGC 5643, NGC 6300 

Hightar NGC 0628, NGC 2903, NGC 3621, NGC 4826, NGC 6300 

Note. Column 2 shows the galaxies included in the respective (sub) samples resulting from the accessible galaxies at given resolutions. The full sample can reach 
150 pc cloud-scale and 2.1 kpc kpc-scale resolution. For the midtar and hightar samples the accessible resolutions are 120 pc cloud-scale, 1.5 kpc kpc-scale and 
75 pc cloud-scale, 1.0 kpc kpc-scale, respectively. 
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0.59 ( 〈 P turb 〉 ) and slopes span m S, � = −0.23 to −0.49, m S, σ =
0.27 to −0.78, and m S, P = −0.06 to −0.21 for the physically

omogenized resolutions. Compared to the HCN/CO correlations, 
he strength of the SFR/HCN correlation is about 0.2 lower and 
he intrinsic scatter about the median regression line is 2–3 times
s large, indicating a weaker correlation and suggesting potentially 
ther physical processes in setting SFR/HCN. Still, we find strong 
vidence for a ne gativ e correlation between SFR/HCN and the 
forementioned cloud properties at all resolutions. Moreo v er, the 
ack of correlation between SFR/HCN and 〈 αvir 〉 found at the lowest
esolution (lowres) is also supported at higher resolution. In fact, the 
orrelation coefficients are | ρ| < 0.2 at maximum with p -values as
arge as 0.98 indicating a very weak ne gativ e or no correlation with
he virial parameter. The dependence on resolution follows similar 
ystematics as of HCN/CO meaning the correlation increases and 
he slope steepens for increasing resolution, i.e. decreasing physical 
cale. 

Overall, based on different resolution configurations we find 
trong evidence for a ne gativ e correlation between SFR/HCN tracing 
FE dense and molecular cloud properties 〈 � mol 〉 , 〈 σ mol 〉 , and 〈 P turb 〉 ,
here the correlation and steepness of the slope seem to increase with

ncreasing resolution. Furthermore, we find no correlation between 
FR/HCN and 〈 αvir 〉 . The opposite sign in the correlations compared

o HCN/CO points towards an anticorrelation between SFR/HCN 

nd HCN/CO and thus SFE dense and SFE dense . 
PPENDI X  G :  H C O  

+ /CO  A N D  

FR/HCO  

+ C O R R E L AT I O N S  

n analogy to the HCN/CO and the SFR/HCN correlations we show
he results of the determined HCO 

+ /CO and SFR/HCO 

+ correlations 
n Fig. I2 and in Table I2 . First and foremost, we find the same
orrelations and anticorrelations between the HCO 

+ spectroscopic 
easurements with the molecular cloud properties as of HCN with 

imilar correlation coefficients, slopes, and scatter. Thus, at 1–2 kpc 
esolution, HCN(1–0) and HCO 

+ (1–0) are sensitive to the same 
ensity variations. 

PPENDI X  H :  CS/CO  A N D  SFR/CS  

O R R E L AT I O N S  

n analogy to the HCN/CO and the SFR/HCN correlations we show
he results of the determined CS/CO and SFR/CS correlations in Fig.
3 and in Table I3. Despite the much lower S/N of the CS data we
eco v er the same trends with cloud-scale molecular gas properties as
een for HCN or HCO 

+ , though with larger uncertainties. 

PPENDI X  I :  I N D I V I D UA L  G A L A X I E S  

n Fig. I4 , we show the same HCN/CO against 〈 � mol 〉 correlations
s in Fig. 6 (left-hand panels), but for each galaxy individually. 
MNRAS 521, 3348–3383 (2023) 
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Figure I1. HCN/CO (top) versus 〈 X 〉 and SFR/HCN (bottom) versus 〈 X 〉 at different resolutions listed in Table F1 . The solid line shows the best-fitting line 
where the dotted line is the 1 σ uncertainty. The grey shaded area indicates the scatter of the significant data about the fit line. 
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Figure I2. HCO 

+ /CO (top) versus 〈 X 〉 and SFR/HCO 

+ (bottom) versus 〈 X 〉 at different resolutions listed in Table F1 . 
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Figure I3. CS/CO (top) versus 〈 X 〉 and SFR/CS (bottom) versus 〈 X 〉 at different resolutions listed in Table F1 . 
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Figure I4. HCN/CO (top) and SFR/HCN (bottom) versus 〈 � mol 〉 at 2.1 kpc and 150 pc scales, plotted and fitted individually for each galaxy. The solid line 
shows the best-fitting line while the dotted line is the 1 σ uncertainty. The grey shaded area indicates the scatter of the significant data about the fit line. 
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Table I1. HCN/CO and SFR/HCN correlations. 

Cloud-scale Resolution HCN/CO SFR/HCN 

Property Slope (unc.) Interc. (unc.) Corr. ρ ( p ) Scatter Slope (unc.) Interc. (unc.) Corr. ρ ( p ) Scatter 

〈 � mol 〉 Natres 0 .41 (0.03) − 1 .49 (0.01) 0 .87 (0.0) 0 .14 − 0 .39 (0.05) − 0 .81 (0.03) − 0 .57 (0.0) 0 .29 
〈 � mol 〉 Natres-midtar 0 .5 (0.03) − 1 .46 (0.01) 0 .94 (0.0) 0 .12 − 0 .46 (0.07) − 0 .85 (0.03) − 0 .60 (0.0) 0 .29 
〈 � mol 〉 Natres-hightar 0 .5 (0.04) − 1 .47 (0.02) 0 .95 (0.0) 0 .10 − 0 .44 (0.1) − 0 .86 (0.05) − 0 .66 (0.0) 0 .24 
〈 � mol 〉 Lowres 0 .35 (0.02) − 1 .49 (0.01) 0 .88 (0.0) 0 .11 − 0 .33 (0.04) − 0 .84 (0.02) − 0 .63 (0.0) 0 .23 
〈 � mol 〉 Lowres-midtar 0 .43 (0.02) − 1 .44 (0.01) 0 .95 (0.0) 0 .10 − 0 .42 (0.05) − 0 .93 (0.03) − 0 .7 (0.0) 0 .20 
〈 � mol 〉 Lowres-hightar 0 .39 (0.03) − 1 .43 (0.02) 0 .97 (0.0) 0 .07 − 0 .31 (0.06) − 0 .90 (0.04) − 0 .73 (0.0) 0 .13 
〈 � mol 〉 Midres 0 .46 (0.03) − 1 .43 (0.01) 0 .95 (0.0) 0 .10 − 0 .45 (0.06) − 0 .91 (0.03) − 0 .67 (0.0) 0 .25 
〈 � mol 〉 Midres-hightar 0 .41 (0.04) − 1 .43 (0.02) 0 .92 (0.0) 0 .10 − 0 .37 (0.08) − 0 .89 (0.05) − 0 .66 (0.0) 0 .19 
〈 � mol 〉 Highres 0 .49 (0.04) − 1 .46 (0.02) 0 .94 (0.0) 0 .12 − 0 .37 (0.08) − 0 .86 (0.04) − 0 .67 (0.0) 0 .20 

〈 σmol 〉 Natres 0 .69 (0.05) − 1 .45 (0.01) 0 .82 (0.0) 0 .15 − 0 .67 (0.09) − 0 .85 (0.03) − 0 .54 (0.0) 0 .29 
〈 σmol 〉 Natres-midtar 0 .80 (0.06) − 1 .40 (0.02) 0 .88 (0.0) 0 .14 − 0 .74 (0.13) − 0 .90 (0.04) − 0 .56 (0.0) 0 .29 
〈 σmol 〉 Natres-hightar 0 .81 (0.09) − 1 .38 (0.02) 0 .9 (0.0) 0 .13 − 0 .71 (0.17) − 0 .93 (0.05) − 0 .61 (0.0) 0 .26 
〈 σmol 〉 Lowres 0 .66 (0.04) − 1 .5 (0.01) 0 .85 (0.0) 0 .12 − 0 .63 (0.07) − 0 .83 (0.02) − 0 .60 (0.0) 0 .23 
〈 σmol 〉 Lowres-midtar 0 .69 (0.05) − 1 .49 (0.01) 0 .88 (0.0) 0 .10 − 0 .65 (0.10) − 0 .87 (0.03) − 0 .61 (0.0) 0 .22 
〈 σmol 〉 Lowres-hightar 0 .58 (0.07) − 1 .52 (0.02) 0 .9 (0.0) 0 .08 − 0 .46 (0.1) − 0 .83 (0.03) − 0 .68 (0.0) 0 .13 
〈 σmol 〉 Midres 0 .75 (0.06) − 1 .44 (0.02) 0 .87 (0.0) 0 .11 − 0 .71 (0.11) − 0 .88 (0.03) − 0 .58 (0.0) 0 .27 
〈 σmol 〉 Midres-hightar 0 .63 (0.07) − 1 .48 (0.02) 0 .89 (0.0) 0 .10 − 0 .56 (0.13) − 0 .84 (0.04) − 0 .64 (0.0) 0 .19 
〈 σmol 〉 Highres 0 .81 (0.07) − 1 .42 (0.02) 0 .95 (0.0) 0 .12 − 0 .62 (0.13) − 0 .89 (0.04) − 0 .67 (0.0) 0 .19 

〈 αvir 〉 Natres ... ... 0 .24 (0.01) ... ... ... − 0 .19 (0.037) ... 
〈 αvir 〉 Natres-midtar ... ... 0 .41 (0.001) ... ... ... − 0 .15 (0.233) ... 
〈 αvir 〉 Natres-hightar ... ... 0 .73 (0.0) ... ... ... − 0 .53 (0.003) ... 
〈 αvir 〉 Lowres ... ... 0 .21 (0.028) ... ... ... − 0 .11 (0.226) ... 
〈 αvir 〉 Lowres-midtar ... ... 0 .46 (0.0) ... ... ... − 0 .12 (0.325) ... 
〈 αvir 〉 Lowres-hightar ... ... 0 .76 (0.0) ... ... ... − 0 .53 (0.005) ... 
〈 αvir 〉 Midres ... ... 0 .4 (0.001) ... ... ... − 0 .05 (0.666) ... 
〈 αvir 〉 Midres-hightar ... ... 0 .77 (0.0) ... ... ... − 0 .54 (0.005) ... 
〈 αvir 〉 Highres ... ... 0 .76 (0.0) ... ... ... − 0 .55 (0.002) ... 

〈 P turb 〉 Natres 0 .19 (0.01) − 1 .5 (0.01) 0 .86 (0.0) 0 .14 − 0 .19 (0.02) − 0 .80 (0.03) − 0 .59 (0.0) 0 .28 
〈 P turb 〉 Natres-midtar 0 .22 (0.01) − 1 .49 (0.02) 0 .92 (0.0) 0 .12 − 0 .2 (0.03) − 0 .82 (0.04) − 0 .6 (0.0) 0 .28 
〈 P turb 〉 Natres-hightar 0 .22 (0.02) − 1 .52 (0.02) 0 .95 (0.0) 0 .10 − 0 .19 (0.04) − 0 .82 (0.05) − 0 .68 (0.0) 0 .23 
〈 P turb 〉 Lowres 0 .17 (0.01) − 1 .49 (0.01) 0 .88 (0.0) 0 .11 − 0 .15 (0.02) − 0 .83 (0.02) − 0 .62 (0.0) 0 .22 
〈 P turb 〉 Lowres-midtar 0 .18 (0.01) − 1 .47 (0.01) 0 .92 (0.0) 0 .10 − 0 .17 (0.02) − 0 .88 (0.03) − 0 .64 (0.0) 0 .21 
〈 P turb 〉 Lowres-hightar 0 .15 (0.01) − 1 .5 (0.02) 0 .94 (0.0) 0 .08 − 0 .12 (0.02) − 0 .84 (0.03) − 0 .71 (0.0) 0 .13 
〈 P turb 〉 Midres 0 .2 (0.01) − 1 .46 (0.01) 0 .91 (0.0) 0 .11 − 0 .19 (0.03) − 0 .87 (0.03) − 0 .63 (0.0) 0 .26 
〈 P turb 〉 Midres-hightar 0 .16 (0.02) − 1 .49 (0.02) 0 .89 (0.0) 0 .11 − 0 .15 (0.03) − 0 .84 (0.04) − 0 .67 (0.0) 0 .19 
〈 P turb 〉 Highres 0 .20 (0.02) − 1 .51 (0.02) 0 .92 (0.0) 0 .14 − 0 .15 (0.03) − 0 .82 (0.04) − 0 .69 (0.0) 0 .19 

Note. HCN/CO (tracing f dense ) and SFR/HCN (tracing SFE dense ) versus molecular cloud properties – � mol , σmol , αvir , and P turb – correlations for all adopted 
resolution configurations. Columns 3 and 4 list the slope and intercept with its uncertainty estimates as determined by the linear regression. Column 5 shows the 
Pearson correlation coefficient ρ and its corresponding p -value. Column 6 displays the scatter, i.e. the standard deviation of the fit residuals of the significant 
(S/R > 3) data. Because of lack of correlation between HCN/CO or SFR/HCN and the virial parameter, we do not show linear regression results, but only list 
the correlation coefficient and p -value based on the significant data points. Note that for the other cloud-scale properties, the correlation coefficient (and the 
p -value) is determined using both the censored and the significant data. 
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Table I2. HCO 

+ /CO and SFR/HCO 

+ correlations. 

Cloud-scale Res. config. HCO 

+ /CO SFR/HCO 

+ 
Property Slope (unc.) Interc. (unc.) Corr. ρ ( p ) Scatter Slope (unc.) Interc. (unc.) Corr. ρ ( p ) Scatter 

〈 � mol 〉 Natres 0 .34 (0.03) − 1 .51 (0.01) 0 .79 (0.0) 0 .18 − 0 .3 (0.04) − 0 .83 (0.02) − 0 .52 (0.0) 0 .26 
〈 � mol 〉 Natres-midtar 0 .39 (0.04) − 1 .52 (0.02) 0 .82 (0.0) 0 .19 − 0 .32 (0.06) − 0 .83 (0.03) − 0 .51 (0.0) 0 .26 
〈 � mol 〉 Natres-hightar 0 .39 (0.05) − 1 .55 (0.03) 0 .82 (0.0) 0 .17 − 0 .3 (0.09) − 0 .79 (0.04) − 0 .53 (0.0) 0 .24 
〈 � mol 〉 Lowres 0 .3 (0.02) − 1 .51 (0.01) 0 .77 (0.0) 0 .17 − 0 .27 (0.03) − 0 .84 (0.02) − 0 .56 (0.0) 0 .23 
〈 � mol 〉 Lowres-midtar 0 .33 (0.03) − 1 .51 (0.02) 0 .84 (0.0) 0 .15 − 0 .31 (0.05) − 0 .87 (0.03) − 0 .6 (0.0) 0 .20 
〈 � mol 〉 Lowres-hightar 0 .3 (0.05) − 1 .53 (0.03) 0 .76 (0.0) 0 .12 − 0 .21 (0.06) − 0 .80 (0.04) − 0 .58 (0.0) 0 .14 
〈 � mol 〉 Midres 0 .32 (0.03) − 1 .51 (0.02) 0 .81 (0.0) 0 .16 − 0 .29 (0.05) − 0 .85 (0.03) − 0 .55 (0.0) 0 .22 
〈 � mol 〉 Midres-hightar 0 .22 (0.07) − 1 .56 (0.05) 0 .52 (0.0) 0 .20 − 0 .15 (0.07) − 0 .78 (0.05) − 0 .39 (0.01) 0 .19 
〈 � mol 〉 Highres 0 .44 (0.06) − 1 .57 (0.03) 0 .82 (0.0) 0 .16 − 0 .30 (0.08) − 0 .74 (0.04) − 0 .60 (0.0) 0 .20 

〈 σmol 〉 Natres 0 .59 (0.05) − 1 .47 (0.01) 0 .76 (0.0) 0 .19 − 0 .51 (0.07) − 0 .86 (0.02) − 0 .51 (0.0) 0 .25 
〈 σmol 〉 Natres-midtar 0 .63 (0.06) − 1 .47 (0.02) 0 .79 (0.0) 0 .20 − 0 .51 (0.10) − 0 .86 (0.03) − 0 .48 (0.0) 0 .26 
〈 σmol 〉 Natres-hightar 0 .6 (0.1) − 1 .49 (0.03) 0 .76 (0.0) 0 .18 − 0 .43 (0.14) − 0 .84 (0.05) − 0 .46 (0.0) 0 .25 
〈 σmol 〉 Lowres 0 .58 (0.05) − 1 .52 (0.01) 0 .75 (0.0) 0 .17 − 0 .53 (0.07) − 0 .83 (0.02) − 0 .54 (0.0) 0 .23 
〈 σmol 〉 Lowres-midtar 0 .58 (0.05) − 1 .55 (0.01) 0 .83 (0.0) 0 .15 − 0 .50 (0.09) − 0 .83 (0.03) − 0 .54 (0.0) 0 .20 
〈 σmol 〉 Lowres-hightar 0 .48 (0.08) − 1 .6 (0.02) 0 .79 (0.0) 0 .11 − 0 .35 (0.09) − 0 .76 (0.03) − 0 .62 (0.0) 0 .13 
〈 σmol 〉 Midres 0 .56 (0.05) − 1 .51 (0.02) 0 .79 (0.0) 0 .15 − 0 .47 (0.1) − 0 .84 (0.03) − 0 .48 (0.0) 0 .22 
〈 σmol 〉 Midres-hightar 0 .42 (0.10) − 1 .57 (0.04) 0 .62 (0.0) 0 .19 − 0 .27 (0.11) − 0 .76 (0.04) − 0 .42 (0.006) 0 .18 
〈 σmol 〉 Highres 0 .7 (0.10) − 1 .54 (0.03) 0 .81 (0.0) 0 .16 − 0 .48 (0.12) − 0 .77 (0.04) − 0 .60 (0.0) 0 .19 

〈 αvir 〉 Natres ... ... 0 .19 (0.023) ... ... ... − 0 .15 (0.069) ... 
〈 αvir 〉 Natres-midtar ... ... 0 .36 (0.001) ... ... ... − 0 .17 (0.115) ... 
〈 αvir 〉 Natres-hightar ... ... 0 .34 (0.044) ... ... ... − 0 .26 (0.134) ... 
〈 αvir 〉 Lowres ... ... 0 .21 (0.013) ... ... ... − 0 .15 (0.069) ... 
〈 αvir 〉 Lowres-midtar ... ... 0 .44 (0.0) ... ... ... − 0 .14 (0.22) ... 
〈 αvir 〉 Lowres-hightar ... ... 0 .78 (0.0) ... ... ... − 0 .53 (0.003) ... 
〈 αvir 〉 Midres ... ... 0 .41 (0.0) ... ... ... − 0 .04 (0.738) ... 
〈 αvir 〉 Midres-hightar ... ... 0 .61 (0.001) ... ... ... − 0 .3 (0.122) ... 
〈 αvir 〉 Highres ... ... 0 .61 (0.001) ... ... ... − 0 .41 (0.034) ... 

〈 P turb 〉 Natres 0 .16 (0.01) − 1 .51 (0.01) 0 .76 (0.0) 0 .19 − 0 .14 (0.02) − 0 .82 (0.02) − 0 .53 (0.0) 0 .25 
〈 P turb 〉 Natres-midtar 0 .17 (0.02) − 1 .54 (0.02) 0 .8 (0.0) 0 .19 − 0 .14 (0.03) − 0 .81 (0.03) − 0 .51 (0.0) 0 .26 
〈 P turb 〉 Natres-hightar 0 .16 (0.03) − 1 .59 (0.03) 0 .78 (0.0) 0 .18 − 0 .13 (0.04) − 0 .77 (0.04) − 0 .54 (0.0) 0 .24 
〈 P turb 〉 Lowres 0 .14 (0.01) − 1 .51 (0.01) 0 .77 (0.0) 0 .17 − 0 .13 (0.02) − 0 .83 (0.02) − 0 .57 (0.0) 0 .23 
〈 P turb 〉 Lowres-midtar 0 .15 (0.01) − 1 .54 (0.01) 0 .84 (0.0) 0 .15 − 0 .13 (0.02) − 0 .84 (0.02) − 0 .59 (0.0) 0 .20 
〈 P turb 〉 Lowres-hightar 0 .13 (0.02) − 1 .58 (0.02) 0 .83 (0.0) 0 .10 − 0 .09 (0.02) − 0 .77 (0.03) − 0 .67 (0.0) 0 .13 
〈 P turb 〉 Midres 0 .14 (0.01) − 1 .53 (0.02) 0 .81 (0.0) 0 .15 − 0 .12 (0.02) − 0 .83 (0.03) − 0 .52 (0.0) 0 .22 
〈 P turb 〉 Midres-hightar 0 .1 (0.03) − 1 .59 (0.04) 0 .58 (0.0) 0 .19 − 0 .07 (0.03) − 0 .76 (0.04) − 0 .44 (0.004) 0 .18 
〈 P turb 〉 Highres 0 .17 (0.03) − 1 .63 (0.04) 0 .77 (0.0) 0 .17 − 0 .12 (0.03) − 0 .71 (0.04) − 0 .6 (0.0) 0 .20 

Note. Analogous to Table I1 but for HCO 

+ (1–0). 
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M

Table I3. CS/CO and SFR/CS correlations. 

MC prop. Res. config. CS/CO SFR/CS 
Slope (unc.) Interc. (unc.) Corr. ρ ( p ) Scatter Slope (unc.) Interc. (unc.) Corr. ρ ( p ) Scatter 

〈 � mol 〉 Natres 0 .28 (0.04) − 1 .92 (0.02) 0 .69 (0.0) 0 .20 − 0 .26 (0.06) − 0 .39 (0.03) − 0 .41 (0.0) 0 .33 
〈 � mol 〉 Natres-midtar 0 .42 (0.05) − 1 .95 (0.03) 0 .82 (0.0) 0 .18 − 0 .4 (0.09) − 0 .37 (0.04) − 0 .54 (0.0) 0 .32 
〈 � mol 〉 Natres-hightar 0 .45 (0.08) − 1 .96 (0.04) 0 .84 (0.0) 0 .17 − 0 .36 (0.12) − 0 .38 (0.06) − 0 .58 (0.0) 0 .26 
〈 � mol 〉 Lowres 0 .27 (0.05) − 1 .95 (0.03) 0 .56 (0.0) 0 .26 − 0 .27 (0.06) − 0 .38 (0.03) − 0 .45 (0.0) 0 .32 
〈 � mol 〉 Lowres-midtar 0 .45 (0.1) − 1 .96 (0.05) 0 .60 (0.0) 0 .32 − 0 .45 (0.11) − 0 .41 (0.05) − 0 .55 (0.0) 0 .35 
〈 � mol 〉 Lowres-hightar 0 .36 (0.08) − 1 .92 (0.04) 0 .81 (0.0) 0 .17 − 0 .32 (0.11) − 0 .41 (0.06) − 0 .62 (0.0) 0 .21 
〈 � mol 〉 Midres 0 .45 (0.05) − 1 .96 (0.02) 0 .92 (0.0) 0 .17 − 0 .53 (0.10) − 0 .35 (0.05) − 0 .65 (0.0) 0 .35 
〈 � mol 〉 Midres-hightar 0 .50 (0.07) − 1 .95 (0.03) 0 .97 (0.0) 0 .15 − 0 .51 (0.16) − 0 .37 (0.07) − 0 .71 (0.0) 0 .26 
〈 � mol 〉 Highres 0 .60 (0.09) − 2 .02 (0.04) 0 .93 (0.0) 0 .17 − 0 .48 (0.16) − 0 .30 (0.07) − 0 .69 (0.0) 0 .26 

〈 σmol 〉 Natres 0 .52 (0.07) − 1 .89 (0.02) 0 .69 (0.0) 0 .19 − 0 .51 (0.11) − 0 .42 (0.03) − 0 .44 (0.0) 0 .32 
〈 σmol 〉 Natres-midtar 0 .71 (0.1) − 1 .90 (0.03) 0 .79 (0.0) 0 .18 − 0 .67 (0.16) − 0 .42 (0.04) − 0 .53 (0.0) 0 .32 
〈 σmol 〉 Natres-hightar 0 .71 (0.16) − 1 .88 (0.04) 0 .76 (0.0) 0 .19 − 0 .52 (0.22) − 0 .44 (0.06) − 0 .51 (0.0) 0 .27 
〈 σmol 〉 Lowres 0 .52 (0.09) − 1 .96 (0.03) 0 .54 (0.0) 0 .25 − 0 .51 (0.11) − 0 .37 (0.03) − 0 .43 (0.0) 0 .32 
〈 σmol 〉 Lowres-midtar 0 .73 (0.16) − 2 .02 (0.05) 0 .56 (0.0) 0 .32 − 0 .69 (0.19) − 0 .35 (0.05) − 0 .47 (0.0) 0 .36 
〈 σmol 〉 Lowres-hightar 0 .53 (0.13) − 2 . (0.04) 0 .76 (0.0) 0 .16 − 0 .46 (0.18) − 0 .33 (0.06) − 0 .58 (0.0) 0 .21 
〈 σmol 〉 Midres 0 .72 (0.08) − 1 .96 (0.02) 0 .89 (0.0) 0 .15 − 0 .85 (0.17) − 0 .33 (0.05) − 0 .57 (0.0) 0 .36 
〈 σmol 〉 Midres-hightar 0 .76 (0.11) − 2 .00 (0.03) 0 .95 (0.0) 0 .13 − 0 .76 (0.25) − 0 .29 (0.08) − 0 .68 (0.0) 0 .26 
〈 σmol 〉 Highres 0 .95 (0.15) − 1 .97 (0.04) 0 .91 (0.0) 0 .17 − 0 .78 (0.25) − 0 .34 (0.07) − 0 .69 (0.0) 0 .26 

〈 αvir 〉 Natres ... ... 0 .27 (0.014) ... ... ... − 0 .24 (0.032) ... 
〈 αvir 〉 Natres-midtar ... ... 0 .51 (0.0) ... ... ... − 0 .22 (0.155) ... 
〈 αvir 〉 Natres-hightar ... ... 0 .38 (0.087) ... ... ... − 0 .16 (0.475) ... 
〈 αvir 〉 Lowres ... ... 0 .17 (0.14) ... ... ... − 0 .11 (0.361) ... 
〈 αvir 〉 Lowres-midtar ... ... 0 .26 (0.128) ... ... ... 0 .01 (0.936) ... 
〈 αvir 〉 Lowres-hightar ... ... 0 .58 (0.031) ... ... ... − 0 .27 (0.354) ... 
〈 αvir 〉 Midres ... ... 0 .56 (0.0) ... ... ... − 0 .19 (0.271) ... 
〈 αvir 〉 Midres-hightar ... ... 0 .77 (0.003) ... ... ... − 0 .44 (0.155) ... 
〈 αvir 〉 Highres ... ... 0 .62 (0.019) ... ... ... − 0 .29 (0.311) ... 

〈 P turb 〉 Natres 0 .14 (0.02) − 1 .92 (0.02) 0 .72 (0.0) 0 .19 − 0 .14 (0.03) − 0 .38 (0.03) − 0 .47 (0.0) 0 .32 
〈 P turb 〉 Natres-midtar 0 .19 (0.02) − 1 .98 (0.03) 0 .82 (0.0) 0 .19 − 0 .18 (0.04) − 0 .35 (0.05) − 0 .56 (0.0) 0 .32 
〈 P turb 〉 Natres-hightar 0 .20 (0.04) − 2 . (0.04) 0 .85 (0.0) 0 .17 − 0 .16 (0.05) − 0 .36 (0.06) − 0 .63 (0.0) 0 .25 
〈 P turb 〉 Lowres 0 .14 (0.02) − 1 .95 (0.03) 0 .59 (0.0) 0 .25 − 0 .14 (0.03) − 0 .37 (0.03) − 0 .49 (0.0) 0 .32 
〈 P turb 〉 Lowres-midtar 0 .2 (0.04) − 2 . (0.05) 0 .61 (0.0) 0 .32 − 0 .2 (0.05) − 0 .37 (0.05) − 0 .55 (0.0) 0 .35 
〈 P turb 〉 Lowres-hightar 0 .15 (0.03) − 1 .98 (0.03) 0 .85 (0.0) 0 .16 − 0 .13 (0.04) − 0 .36 (0.05) − 0 .66 (0.0) 0 .20 
〈 P turb 〉 Midres 0 .2 (0.02) − 1 .99 (0.02) 0 .92 (0.0) 0 .17 − 0 .23 (0.05) − 0 .32 (0.05) − 0 .64 (0.0) 0 .35 
〈 P turb 〉 Midres-hightar 0 .21 (0.03) − 2 .02 (0.03) 0 .96 (0.0) 0 .14 − 0 .20 (0.06) − 0 .3 (0.07) − 0 .75 (0.0) 0 .24 
〈 P turb 〉 Highres 0 .26 (0.04) − 2 .07 (0.04) 0 .95 (0.0) 0 .16 − 0 .21 (0.06) − 0 .26 (0.07) − 0 .74 (0.0) 0 .25 

Note. Analogous to Table I1 but for CS(2–1). 
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