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Abstract:

The human intervention in the network management and maintesiaoglel be reduced
to alleviate the eveincreasing spatial and temporal complexBy mimicking the cognitive
behaviours of human being, the cognitive network impsdlie scalability, selhdaptation,
self-organization, and seffrotection in the netw&r To implement the cognitive network, the
cognitive behaviours for the network nodes need to be carefully designed. Quality of service
(QoS) multicast is an important network problem. Therefore, it is appealing to develop an
effective QoS multicast routinprotocol oriented to cognitive network.

In this paper, we design the cognitive behaviours summarized in the cognitive science for
the network nodes. Based on the cognitive behaviours, we propose a QoS multicast routing
protocol oriented t@ognitive netvark, named as CogRIT. It is a distributed protocol where
each node only maintains local information. The routing search is in a hop by hop way.
Inspired by the smallvorld phenomenon, the cognitive behaviours hel@ccumulate the
experiential routanformation. Since the QoS multicast routing is a typical combinatorial
optimization problem and it is proved to be H8Bmplete, we havapplied thecompetitive
coevolutionary algorithn{CCA) for the multicast treeconstruction. The CCA adopts novel
encoding m&od and genetic operations which leverage the characteristics of the problem.
We implement and evaluat@ogMRT and other two promising alternative protocols in NS2
platform. The results show th&ogMRT has remarkable advantages over the counterpart
traditional protocols by exploiting the cognitive favours.

KeyWOI’dSZCognitive network, referencanodel ofbrain, QoS multicastrouting, cognitive

behaviair, competitivecoevolutionary kyorithm

1. Introduction

With the rapid development innetworking technologies,the future networks are
expected to provide reéime, secure, reliable, and higjuality serviceso the usersThe
connections to the Internet should be available anytime anywHergever, thetechnical
advancenent has also significantimcreasedhe networkcomplexity The network services
required by the userare far beyond the scope of the traditional data ser@icee he
network is not aware of itswn states andequirementsthe network management becomes
an extremelydifficult task If the network elements an intelligently adapt to the network



operations the increased@omplexity will be effectively alleviated without consumirextra
resources. Therefore, tigture networks are expected &xhibit the following characteristics
[1,23].

z Scalability. The network can work as normal whanlarge number of nodes and

users joint.

z Adaptability. The networkcanactively adapt tahe environmental changes.

z  Survivability. The networkcan provide continuous servicesvenwhen it suffers

potential attacksr destruction

z Mobility. For wireless users, it refers to the location movement. For wired, utser

refers to joining or leaving the network freely.

z Diversity. The softwargand hardwargof the network equipmentre compatible

and coperative

z Self-organization. The networganmanage itself and reduce the manual operations

as much apossible

In recent years, theognition concepthas been applied to various network and
communication systemsTwo new termswere created to reflect the technologigse.,
cognitive radio and cogpive network.In 1999, Mitola[4] proposedhe concept ofoftware
definedradio, which was the early form of cognitive radidts core idea ighat the radio
interface can actively learfiom the surrounding environment by sensing and utilizing the
available spectrum resources, thereby restricting and reducing the cohfli@005,
considering the cognitive radio as an intelligent wireless communication system, the
researchers proposedhaw metric called interference temperature for the quantification and
management of interferen¢®]. Three fundamental cognitive tasks were addressed as well,
i.e., radiescene analysis, chanrsthte estimation and predictive modeling, and
transmitpowe control and dynamic spectrum management.

The cognitive networkvasoriginated from the concept &howledgeplane[6]. Thekey
ideaof knowledge planés to adda knowledge layer between the data layer and the control
layer in the network. The knowledda@yer contains a cognitiverocesswhich can abstract
high-level objectives from the losevel network behaviours. The cognitipeocesan make
decisions by analyzing the incomplete information. It can also optimize the future network
behaviours byexplating the experientialinformation. In summary, the cognitive network
aims toeliminate the constrainisnposed to the current network. It enablbe network to
sense theurrentconditions and then plan, decide, and act on those condifigns

The current research focusestbe cognitive radio which manages spectrum resources
dynamically. However, we believe that the ideas derived from cognitive science can be
applied far beyond thisThe future networks need more intelligertoe operate with dss
human interventionThe network nodes canimick the cognitive behaviours of human being
to enable the network intelligenc&here is lack of irdepth research to integrate and
implement these ideas into the networks, especially the wired networtke Internet, the
backbone networks and the primary infrastructure are still wired networks. It is appealing to
reform the wired backbone networks into cognitivieed networks.Once the networks have
cognitive capability, the network protocols also needbe adaped to the cognitive
environment. The research in this papengsnew insightsnto the development afognitive
protocols in cognitive wired networks.



In this paper, we investigate the QoS multicast routing prolpnn the context of
cognitive wired network environmentWe propose aognitive QoS multicagbuting protocol
named as CogMRT, which works a hopby-hop style Referring to the brain mode®], we
designthe cognitive behaviours fothe wired network nodesto support theprotocol Each
node maintains local neighb& VY LQIRUPDWLRQ LQVWHDG RI WKH XQUI
Inspired by thesmallworld phenomenana few cognitive behaviors are designed for
accumulatinghe experientialinformation A competitive coevolutionarylgorithm (CCA) is
appliedfor theconstruction of thenulticast treesWe simulateaCogMRTin NS2 platform[10].
Performance evaluatioshows thatit has remarkableadvantageover the current routing
mechanisms.

The rest of the paper is organizedf@tows. Section 2introduces related work. Section
3 present various models. In Sectiod, we present the carefully designed cognitive
behaviours for the network nodes. In Sectipwe present the proposed protocol with details.
Section 6 presents simakion results and demonstrates the remarkable performance of
CogMRT. Section7 concludes this papand presents possible future research directions

2. Related Work

2.1. Cognitive Network

The cognitive network mode designedy exploiting thedeaof knowledgeplane. The
model is illustrated ifrig. 1L The model can also be represented as a directed connected graph
G(V, E) whereV is the set of nodes represegtthe routers in the netwodndE is the set of
edges represang the links in the network. For each router, an additiGmalwledgeplane is
added into itsprotocol architecture. We utilize the cognitive behaw® derived from the
cognitive cycle and théayered reference model of braia design theknowledgeplane,
thereby improving the network performance.

Fig. 1 Themodel ofcognitive network
Majority of the researchwork are related tathe cognitive radiowhich deals with
dynamicmanagemenbf spectrum resourcg$]. In [11], a new network architecture called



cooperative cognitive relay network (CCRN) is proposed. CCRN combines cognitive radio
and cooperative relay technologies to improve the efficiency of resource utilization. In CCRN,
each secondary user can cooperate with its selected primary user to gairspacirum
access opportunities. Based on the CCRN, this paper proposes an evolutionary game model to
aid the selections made by the secondary usefd.2], a new spectrum resource allocation
optimization framework is developed for a singhldl multiuser cognitive radio network in
the presence of primary user networks. Under the framework, a bangwidtdr product
metric is used to evaluate the spectral resource consumption. The framework can significantly
enhance the spectral efficiency in agotive radio environment compared to a classical
power adaptive optimization scheme.

In [13], a cognitive network is considered to have a base station communicating with
multiple primary and secondary users. Two different traffic models for the primarjhase
been considered. One is that the primary users can tolerate a certain average delay and the
other is that the primary users do not suffer from any delay. Then a few scheduling and
resource allocation algorithms are proposed to minimize the aveedet delay of the
secondary user and find the optimal assignment of the secondary users to the primary
channelsin [14], the model assumes that secondary users can transmit if they can improve
the performance of a primary user via cooperation. Twordiftereward strategies are studied
for the secondary users, i.e., immediate reward andtkemng reward. Under these strategies,
different optimal opportunistic scheduling policies have been applied. The proposed
scheduling policies outperform naooperate scheduling policies. The work is the first to
consider scheduling of cooperative primary and secondary networks with multiple users
sharing a common destination.

A small number of research work has investigatedatbkitecture otognitive network.
A cognitive cyclemimicks the feedback control scheme in the biological syst€ne
cognitive cycle has been integrated into the design of novel network architéctiir§, the
system architecture @bgnitive network is designed based on the cognityetecDistributed
learning and reasoning is used to optimize the network operations. The island genetic
algorithm(GA) is applied to optimize the channel assignmerthe dynamic spectrum access.
In [16], a new concept of cognitive resource manager ipgeed which is a mulpurpose
software entity. The managemowns a toolboxconsising of various advancedreasoning
methods.It collects the informatiorirom different layersand then conducts the crdsyer
optimization. In [L7], athreelayer system architecture of cognitive network is developed and
applied to theservice assignmenproblem. The problem has defined four types of QoS
parameters, three types of air interfaces and four types of services-objalttive
optimization &gorithm is used to assign the services to appropriate interfaces

2.2. QoSMulticastRouting

In the wired networks group communications become an important research topic,
which is driven bythe popular multimedia collaborative applications such as video
conference, content distribution, and distributed gameshéngroupcommunications, a
sourcenode is required to sendlatato multiple destinations through a communication
network. Reatime and fair delivery of data from the source to all the destinsitis often
required. To efficiently support QoS group communications, the most important issue that



needs to be addressed is QoS multicasting [8]. An efficient QoS multicast algorithm
should construct a multicast routing tree, by which the dathearansmitted from the source
to all the destinations with guaranteed Qd&anwhile, the QoSnulticastrouting should
also consider the efficienttilization of the network resourcesn the cognitive network
environment, QoS is also a core problem afbkcts the servicprovisionperformance. Only
with theQoSguarantee, the potential of tledgnitivenetwork can be fully exploited.

Multicast routing trees can be classified into two types, i.e., Steiner minimum tree (SMT)
[18] and shortest path tré8PT) [L9]. An SMT is also the minimursost multicast tree. SPT
is constructed by applying the shortest path algorithm to find the shortest (e.g., minimum cost
or delay) path from the source to each destination and then merging them. Inspired by SMT
and SH, someheuristic algorithms have been proposed to construct aa@as multicast
tree In [20], the multicast has been used to enable the reprogramming of a subset of the
sensor nodes in a wireless sensor network. By reprogramming only a group ofthedes,
multicast approach has the potential to extend the network lifetime. A heuristic multicast
algorithm is considered which constructs the multicast tree based on the location of group
nodes. The small world concepts have been used to build a more neffi@évork
infrastructure by creating shortcuts towarithe sink. The incorporation of small world
features has the desirable characteristic of reducing the average path length.

In [21], a cognitive multichannel multiradio multicast protocol, CoCast,psoposed for
vehicular ad hoc networks. It extends a popular protocol in mobile ad hoc network, that is,
On-Demand Multicast Routing Protocol (ODMRP). CoCast has borrowed the concept of
cognitive radio techniques to overcome the scalability and interienggmdlems in ODMRP.

The nodes' cognitiveambility is utilizedto sense the channel and select a least congested
channel from primary and secondary nodeg22], the multistream multisource multicast
routing problem has been investigated. It deteesimultiple multicast trees on a given
network for delivering one or more data streams. A heuristic algorithm is provided to find a
multicast forest which can achieve negtimal residual bandwidth. The heuristic algorithm

is developed on the modificatiaf Dijkstra's Algorithm.

In [23], two methods are proposed to find a multicast tree with the minimum bandwidth
consumption for a QoS multicast request in cognitive radio ad hoc networks. The first method
has two phases. It first constrsiet multicast tree and then assgimeslots to the tree links.

The second method integrates them together. Both methods significantly outperform a
SPTFbased twephase methodn [24], a novel multicast scheme is proposed for mobile social
networks. This sheme is inspired by the homophily of social networks that friends are
usually similar in characteristics. The nodes in frequent contact with the destinations will
form destination clouds. The multicast runs in two phasesclptel and insideloud. In [25],

a QoSguaranteed multicast routing protocol (QGMPR) was proposed. In QGMPR, if a
receiver node intends to join the multicast communication, it will search a QoS routing path to
the source nodby running any unicast routing protoc@nce all the receer nodes have
joined, the multicast tree is formed.

2.3. Competitive Coevolutionary Algorithm

In this paper, the competitive coevolutionary algorithd®] [is used to search the
multicast tree in the cognitive network. The CCA miksiche predateprey moal in the



biological evolutionary process, that is, the predator and the prey compete with each other for
survival. The progress made by one party threatens the survival of the other party. One party
cannot decide its survival capability by itself becatlsecapability is also severely affected

by the other party. In the CCA, normally there are two interacting populations. Individuals are
rewarded at the expense of those with which they interact. In our design, the two populations
are named as the learrmmnd the evaluator, respectively. The two populations compete with
each other and exchange their roles alternatively. The fitness of therleeflects the result

of its competition with the evaluator.

After the crossover and mutation operations, thectiele of next generation learner
population is by the competition fitness of all the individuals. When the update of the learner
popution is finished, it will exchange its role with the evaluator population. The competition
process is repeated between two new populations. The good individuals in both
populations are kept and the optimal ones are updated. Thus, both populations are pushed
forward to generate highuality offsprings for competition. The reciprocal forces will drive
the coevolutionary algahm to generate individuals with evercreasing performance. It also
overcomes the premature convergence problem in the staGdartMe denote the learner

population as and the evaluator population as . The competitive fitness of théh

individual in the learner population is formulated as below.

1)

(2)

reflects the rewa that the learner individual has attained by defeating the evaluator

individuals. The stronger the defeated evaluator, the larger the reward attained by the learner.

Coevolutionarystrategyhas beerexploited to design new evolutionary algorithnirs.

[27], a novel coevolutionary technigue named multiple populations for multiple objectives
(MPMO) is proposed for solving multiple objective optimization problems. Each population
is responsible for one objective and an external shared archive is used &vendiff
populations to exchange search information[28], the concept of the preferentespired
coevolutionary algorithm and its realization, PIGg§Aare systematically investigated for
solving manyobjective problems. The idea is to coevolve a family ppeferences
simultaneously with the population of candidate solutions.

Coevolutionary algorithm have also been widely applied to solve theoretical and
practical problemsin [29], CCA is used to calculate the suppliers’ optimal strategies in a
deregulagd electricity market. CCA caltates the Nash Equilibriurstrategies ensuring the
best outcome for each aget.[30], an effective coevolutionary differential evolution with
harmony search algorithm (CDEHS) is proposed to solve the reliatatiyndang
optimization problem. In CDEHS, two populations evolve simultaneously and cooperatively
for two different parts of the problerm [31], a Coevolutionary Improved Genetic Algorithm
(CIGA) is proposed for global path planning of multiple mobile robotse Teevolution



scheme relies on the cooperation between populations to avoid collision between mobile
robotsand obtain optimal or neaptimal collisiorfree pathIn [32], an algorithm framework

is developed to make use of-ewolutionary genetic progmaming for the problem of
multi-robot motion planning. Each robot uses a grammar based genetic programming for
figuring the optimal path while a master evolutionary algorithm is in charge of the overall
path optimality.n [33], a Blockwise Coevolutionary &etic Algorithm (BCGA) is proposed

for high dimensional intelligent watermarking optimization of embedding parameters of high
resolution images. The cooperative coevolution is performed between different candidate
solutions at the pixel block

2 4. Evolutionary Algorithms for QoS Multicast Routing

The QoS multicast routing problem has been an attractive and challenging research topic
for long time due to its intractability and comprehensive application backgrolinese are
no polynomial algorithmghat can solverouting problems that consider more than one
QoSconstraint metrid34]. In many caseshe QoS multicast routingas been formulated
into a NRComplete problem. Populatidrased met&euristics are a type of promising
techniques to solve aabinatorial optimization problems including the SMT problem.
Therefore, evolutionary algorithms have been largely investigated for solvingaiblemrof
QoS multicast routing.

In [34], a QoS multicast routing protocol, i.e., the cbesed tree based orA§ is
proposedver a highaltitude platform (HAP)atellite platform. Since it has considered three
QoS metrics, i.e., cost, bandwidth, and delay, the algorithm is called hybrid
costbandwidthdelay GA. The protocol performs the multicast tree seardhetkecutes the
GA. In [35], three immigrants enhanced genetic algoritlamesproposetb solve the dynamic
QoS multicast routing problem in mobile ad hoc netwolrk$36], the network coding based
multicast routing problem has been investigated with tptnozation objectives, i.e., the
cost and the delay. For this problem, the Elitist Nondominated Sorting Genetic Algorithm
(NSGA-Il) has been adapted by introducing two adjustments, namely the initialization
scheme and the individual delegate scheme. Theseadjustments help to diversify the
population thus contribute to an effective evolution towards the Pareto Hmof87], an
energyefficient genetic algorithm is used to study the delagstrainedsourcebased
multicast routing problem in mobile adoc networks. Heuristic mutation technique is
developed to reduce the total energy consumption of a multicast tree.

Evolutionary algorithms have also been used to solve other types of routing and network
optimization problems. In 8], a genetic algorithns proposedor shortest path (SP) routing
problems. It has analyzed the algorithms which can solve the shortest path problems in
polynomial time. It then pointed out that they would be effective in fixed infrastructure
networks, but, they exhibit unaccapty high computational complexity for ret@ne
communications involving rapidly changing network topologids. [39], an elitist
multiobjective evolutionary algorithm based on the nondominated sorting genetic algorithm is
proposed for the dynamiaultiobjective SP routing problem in computer netwarks [40], a
set of dynamic genetic algorithnage proposedo solve the dynamic delegonstrained SP
problem in mobile ad hoc networks. Genetic algorithm and its variants have also been applied
to the clustang problem £1], joint QoS multicast routing and channel assignnmoblem



[42], andQoSrouting andvavelengthessignmenproblem g3].
2.5. Comparisorof Our Workto Related Work

In the above four subsections, we have introduced the latest relevant literature under four
aspects. In the following, weummarizethe differences between our work and the related
work. Wegive a cleadiscussioron our contributions compared to thoseefated work. First,
this paper does not investigate cognitive radio network in which the cognitive concepts have
been applied to optimize the spectral efficiency or maximize the throughpa®,1314].
Instead, we havdesigned a cognitive wired netwaoakchitecture from another anglas for
the cognitive network architecture, compared 18],[ we have considered more cognitive
behaviours and reaborld interconnection networks. I, it uses a cognitive resource
manager which is a centralized entityowever, our network resource is managed in a
distributed way. In 17], three additional layers are presented which bring difficulties for
integrating into the current network architecture. Our work focuses on designing cognitive
behaviours for the nodeSo it is easy to implement our methods in the current networks.

Second,a the best obur knowledge, this is the first work tdilize the cognitive science
techniques and apply them to design cognitive protocols in cognitive wired network
environment.In [20], it does not use any cognitive science concept and the nodes have no
cognitive capabilities. Since it assumes that the source node knows the locations of all the
destination nodes, it is actually a centralized algorithm. In our work, we have eduipp
nodes with cognitive capabilities and our algorithms work in distributed way. Theworédl
concept has been applied throughout our cognitive multicast protocd®1]init] does not
design its owmmulticast protocol and it runs over ODMRPworks only in wireless networks,
vehicular networks and \Aki networks. Its utilization of cognitive capabilities is confined to
the spectrum sensing in cognitive radio. 22][ it proposes a heuristic based on the classical
Dijkstray ¥XIgorithm and thegroposed algorithm can be applied to general wired network only.

It does not learn any knowledge from cognitive science. The nework and nodes have no
intelligence at all and the proposed protocol can not beeapia cognitive wired network.

In [23], it is based on cognitive ad hoc network which is also a kind of wireless network.
The cognitive capabilities of the nodes are limited to spectrum sensingimaeslots
assignment. The discovery of multicast tree is based on the traditional spanning trédenalgori
In our work, the nodes use their cognitive capabilities to find good routes. Then we use CCA
to construct multicast trees. We have also utilized the smmald phenomenon in social
network to improve the efficiency of route search. ][ it is bagd on mobile social
network. The infrastructure is a combination of wired network and wireless netwsrk. It
primary contribution is to form destination cloud through learning from social network. The
multicast protocol works at the application layer. Owrkvfocuses on wired network with
cognitive capabilities and develops cognitive multicast protocol which runs at the network
layer.

Third, we have designed @roblem specificCCA for the cognitive multicast protocol.

The QoS multicast tree construction cognitive wired networks still NP-Complete as in
traditional networks. The problem cannot be solved exactly in polynomial time. We propose
to use CCAto solve it. The general procedure of CCA has been followed. However, we have
designed the encoding,rigss function, competitive fitness, crossover and mutation based on



the problem characteristickast, our work is also the first to apply CCA to the multicast
problem in cognitive wired network. I134], a genetic algorithm is used to solve the multicast
problem in satellite network whilst ir3$], genetic algorithms are used for multicast in mobile

ad hoc networks. In3f], it considers the nework coding based multicast and cannot be
extended to backbone networks. It considers two classical optimizdjectioes, i.e., delay

and cost. However, in our CCAhd fithess function evaluaethe multicast tree by
considering both the user utility and the network service provider ulilisynovel and makes

an important contributioiby incorporaing the utilities into the algorithm. In3[7], it focuses

on reducing the energy consumption of multicast trees in mobile ad hoc networks. However,
in wired backbone network, there is stable energy supply. It uses a single population GA to
construct the multiast trees and no node has the cognitive capability.

3. Models

3.1. UserQoSRequirementd/lodel

To address QoS routing comprehensively, we consider as many QoS parameters as
possible in our modeFor each link, we consider its total bandwidth, available watd,
delay, ancerror rate. For each node, we consider its delay, delay jitter, error rate, and stability
degree. To simplify the problera,nodef delay, delay jitter, and error raée&e combineavith
the related QoSparameters oriits adjacent links.In the search of QoS routing paths, we
should consider the current load status of the si0Tlkee stability degrestis a novel QoS
parameter toepresentt. If the loadof one nodeas too heavy, the routing path should bypass
it. The stability degree of the node is defined as below.

3)

WhereACPU s the available CPU cycles of the no@€PUis the toal CPU cycles, AMEM

is the available memory, and TMEM the toal memoryThe parametest reflects the
bottleneck value among CPU and memdiye bottleneck value determines the current load
status and the data processingabdity of the nodelLarge values aftare expected.

The userQoS requirements refeto the QoS parameteispecified by the user. We
classify thenetworkapplications into differentategoriedased on the DiffServ moded4].
Each application category is supportey a certainset of QoS parametersThe mapping
relationship isformulated bylTU-T G.1010[45]. Instead of specifying the QoS parameters
directly, each user determines which egdry his/her request falls int&@ince the requirement
over any QoS parameter could not be always a fixed valeegpresenthemby intervas.

We denote the set of applicatitypes as . Each applicatiotype
is associad with a set of Qo&quirements. For example, for the applicatigpe , its
QoS requirements set is . Among , the bandwidth
requirement is represented by an interval , the delay requirement is

represented by an interval , the delay jitter requirement is represented



by an interval , and the error rate requirement is represented by an

interval . For each application type, different service levels can be

provided. In this paper, tw service levelare provided for the same application typeney
are namedsdiamondlevel, gold levelplatinumlevel, and bronze level. The detadfeach

levelare shown iMablel.
Tablel Servicelevels and Qogequirements

Level Bandwidth Delay Delay Jitter Error Rate Extra Cost
Diamond

Gold

Platinum

Bronze

In a multicastroutingrequest each multicast group member has its amdto-end QoS
requiremerd. We denote the multicast group & and the QoS routingequest of the group

membem ( ) as . is the source node, is the node
where the group memben attaches represents the application type of the
multicast group and represents the @® requirementf this application type.
represents the service level requestedrby represents the upper limit cost timatis

willing to pay. The QoSmulticastrouting request aims to find a multicast tree from
to all the . On the tree, the path to each shouldsupportQoS atlevel of in
terms ofall the QoS metrics. Moreover, the patiice shouldnot be greaterthan

32 8VHUITV 4R6 6DWLVIDFWLRQ '"HJUHH ORGHO

In our model, the QoS requiremsmrerepresentedhy interval values instead of a single
value.However, he actualQoS values experienced by the users may fall into the interval or
not. By mapping the actual value of one QoS parameter to its interval, we can calculate the
userf QoS satisfaction degreever that parameter%\ WKH SV\FKRORJ\ WKH X'
satisfactiom degree should follow the-&haped trend over ¢hinterval. It means that when the
value of the QoS parameter approaches the lowest end or the highest end, there will have
slight changeseflectedLQ WKH XVHUYYV 4R 6 MdavéréerVMvizh thelaliRegyated JU HH
in the middle of the interval, there will have remarkable changes.

(1) Bandwidth Satisfaction Degree Function

In terms of the bandwidth, the user always exptectgetthe largestalue We denote the

bandwidth requirement interval as . When the actual bandwidth afouting



path is WKH XVHUYVY EDQGZLGWK VDWLVIDFdhWR® GHIJUHH 1)

(4)

Where , , Is a very small positive integer. is a penalty valuewhich
will be appliedonlywhen WKH XVHUfV 4R6 UHT X HVaw arteQo@déemioE H VD WL
the interval. With the increase of , the usef] ¥atisfaction degree algwaduallyincreases.

Thebandwidthfunction is illustrated irFig. 2.

Fig. 2 Diagram ofbandwidthsatisfactiondegree

(2) Delay Satisfaction Degree Function
In terms of the day, the user always expects to get the least value. We denote the delay

requirement interval as . When the actual delay of the routing path is, the
XVHUTV GHOD\ VDWLVIDFWLRQ Faihale8iH IXQFWLRQ LV GHILQI

(5)

Where , , and have the same meanings as above. With the increase of
, the usefV VDWLVIDFWLRQ GHJUHH JUDG XD theyalué bffHieHD VHV

delay satisfaction degree changes slowly at both ends of the intmriethanges significantly
in the middle. The delay function is illustratedHig. 3.



Fig. 3 Diagram ofdelaysatisfactiondegree

Similarly as for the delgywe can design the delay jitter satisfaction degree function

and the error rate satisfaction degree function . By integrating the

satisfaction degrees of the above four QoS parameters, we get theeuattal QoS

satisfaction degree, , Which is calculateds inFormula6 and Formula.7
(6)
(7)
Where , , , and represent the weights of bandwidth, delay, delay jitter, and
error rate in the general QoS satisfaction degree. , and

. Their values are determined according to the application typess

a very small positive numhednly when all the QoS requirements are satisfied,  will

achieve a meaningful value.

3.3. EvaluationModel

(1) Cost and Pricing

The cost refers to the resourcgsentby the network service providem the service
provision It is a relatively stable valughich can be calculatedasly. The bandwidth cost is
not only associated with the amowfdtbandwidth occupied but also related to the number of
links occupied. Therefore, to further save resources, the network service provider prefers
selecting the routing path with fewer links. We denote per unit time per unit bandwidth cost as

. The actual bandwidth assigned to a link is denotedbasThe total bandwidth cost of the
multicast tree is calculated as shown in Forn&ula
(8
Where represents the set of links belonging to the multicast tree.

Pricing refers to the procedure of setting charge rules for the usage. Pricing is a relatively



complicated process. Firdg fully utilize the network resources and encourage the users to
use the network at offeak time, the pricing should consider the time fack@cond the
service with higher QoS requirement should be charged at a higher level. By considering the
aforemeationed time and application facgpmwe propose the following pricing strategy as
shown inTable2.

Table2 Pricingstrategies

« KL

TZ1(21:0607:00) ««
TZ2(07:0017:00) ««
TZ3(17:0021:00) ««

The users do not care abalke number ofinks actually in use. They only caebdoutthe
QoS satisfaction degree and the price. Therefoeedefine the price of leV¢ service in type
i application within time slot asshown in Formul®.

€)

(2) Multicast TreeEvaluation

In the multicast routing, since a group of users are involved in the communith&on,
is a high probability thamultiple users share the same link. The resource sheaimgeduce
the price paid by each single usEnerefore, we need tecalculate the price for the multicast
communicationn a different way For group membem requesting levej service of typd
application within time periotl the price is recalculated Bprmulal0Oas below.

(10

Whereubw" is the actual bandwidth experienced by the user, is the total number of links

in the multicast tree, is the number of links on the path from the sourcentdNe

proposetwo utility formulas, i.e., the userutility as shown in Formuldl and the network
service provideutility as shown in Formula2l

(1D

(12)

The standard to evaluate a multicast tree is to maximize botheatilltherefore, we
proposehe following multicast tree evaluation metas shown in Formula 13

(13)

Where representhe weights of the user utility and the network service provider



utility to the metric, respectively. , . Large valus of are
expected.
3.4. Problem Model

The QoS multicast routing problentan be informally described as follows. Given a
source nodes, a set of destination nod&s a set of QoS constrain® and the optimization
metrics, find the optimal routing tree which sparandR and satises C. The mathematical
model of theQoSmulticast routing problem is described as below.

(14)
(15)
(16)
17)
(18)
(19)
(20)
(21)
Where represents the application type that group memipehas requested,

represents the path from the source nodeto mon the tree.

4. Cognitive Behaviours for Nodes

In this section, wealescribethe detailed design of cognitive behaviours for the network
nodes All these behaviours serve the QoS routprgtocol aiming to optimize the routing
process and improve the routing efficiency.

(1) Sensation

Through the semion behaviour, each node maintaimg tables, i.e., Table3 and Table
4. The information in the taldas utilized by the routingrotocol

Table3 Thetableof neighbaur information

Neighbour CPUUtilization Ratio Memory Utilization Ratio Standby
NO
YES

« K « K « K« « K

NO




Table4 Thetableof link information

Reachable Nod¢ Total Bandwidth Available Bandwidth Delay Delay Jitter Error Rate

« ... L KL LK KL « KL K« KL K KL

(2) Sense ofpatiality

To adapt to the dynamichanges of th@etwork therouting protocolshouldwork in a
distributed way During the protocol running, the path prabg procedureexchanges the
control messages whictontain partial topology information. The sense of spatiality is a
procedure mainly for collecting useful topology information from the imgppackets. The
collected topology information is stordxy the format shown iffable 5. Nid; is the ID of
nodei. Iklp; is a pointer pointing to the linked list which is used to store the useful routing
informationassociated with nodeladdr, is the address of the linked list of nadénklist; is
the linked list storing the reachable nodes from no&nce thee information is dynamically
updated during the path probing procedure, we use linked lists to store them.

Table5 Thetableof topologicalinformation

Node ID LinkedList Pointer LinkedList Address LinkedList of Reachable Node

«... L KL L KL L KL

(3) Memorization

The memorization behavio@dds the experiential routanformationinto the memory.
Once a path satisfying the ugp@oS requirements has been foutitg control packetwill
travel back to the source node alotige discovered pattEach visited intermediate node
memorizes the indicateekperiential routdrom it to the destination. Thexperiential route
memorized by the source node is actually the complete path discovered between the source
and the destinationThe rationale is that these paths can be directly used when the same
routing requests arriveext time The format of experiential routeis shown inTable6. The
table will be updated when new information arrives.

Table6 Informationof experiential oute section

Upstream  Experiential Bandwidth Delay Interval  Delay Jitter Error Rate
Node Route Interval Interval Interval

« ... « L « L « K « K« « K«




(4) Learning

Learning refers to the maintenarmethe memory. When links or nodes become invalid,
the maintenance proceduretriggered to update the topology. In our design, the learning
focuses on the maintenance of theriential routenformation. For theexperiential routg
the variation intervals of their QoS parameter values are estimatgqut@ndedas reference
for ther futureuse We use the interval estimation method in the standard normal distribution
to estimate the variation intervals of bandwidth, delay, delay jitter, and error rate.

Before anexperiential routes used, a prahg procedure is triggered to obtais actual
QoS parameter valge whic help estimatethe variation interval of the corresponding QoS
parametes. Formula22 shows the calculation method.

(22)

Where, is the expectation of the parameter valGeis the standard deviation of the

parameter valugnd is thevalue oft distributionwith confidence level . The above

estimation method applies to the bandwidthlagedelay jitter, and error rate. Due to the
dynamic changes in the network topology, oalfew most recent records are kept and used
for the interval estimation, avoiding tbecurrence obutdated information.

(5) Reasoning

In our cognitive network, reasoninig used toperform two tasks. Firststatistically
summarize the usage all the network links. The statistical results will suggest how to
reconstruct and optimize the network topology. Second, speauidite possitd @uses why
the exceptions occuilfhe two tasks are directly related to tlmating protocol Each node
senses the usage of its adjacent links expgkriential route The links which have not been
in use for a long timearedeleted Direct links are @sblished to replacthe frequently used
experiential route To implement the topology reasoning, we create two statistical counters,

ie., and . records the times that the neighbour interfaces have been used

Each time the routing protocabdates the routing table, for each used neighbour interface,

is increased by ondvery a long time periodf & certain interface has nbeenused,

its link will be deleted and is setto 0. records the times that trexperiential

routes have been use®Vhen the routingrotocol isrunning, a procedure is triggered to probe
the QoS informatiof the experiential routeThe returned prahg result will decidevhether

to use theexperiential rout®r not. Ifit can be used, is increased by one.

(6) Emotion

The emotion behaviour supports the routipgotocol in exploiting the history
information to aid the next hop selection. We use statistical method to calthéte
probability that a certain neighbour node is selected as the next hop by a certain application
type arriving at a certain destination node within a certain tiereog. The probability of
selecting a certain neighboumay be often high This information can be exploited to



optimize the routingpath search.The probability of selecting neightio as the next

hop by application type arriving at destination node  within time period is

denoted as . By the probability theory, we get the following equatam

shown in Formula 23

(23)

For each node, all its successful routing requests are stored in the fakeséination,

application type, next hop, time segement>, i.e., . Theaccumulation

of history information mayesut in large sizeof data. Therefore, it isat suitable to store the
history datan the memory. Instead, we stdhemon the hard disc and restrict the number of
history data items for each noda.the protocol, fithe selection probability of aeighbar
exceeds a specified threshold valilie, neighbar can be dire¢y selected without any further
calculation and judgement.

From the above description, we can see that sensation, sense of spatiality, and
memorization are not typical of cognitive nodes. They also usually implemented in the
nodes of norcognitive networksHowever, learning, reasoning, and emotion are typical of
cognitive nodes since they involve operations with higher level of cognitive capabilities.
Together, the six types of cognitive behaviours formoeprehensive frameork for the
cognitive network nodes.

5. Design ofCogMRT

Based on the cognitive behaviours designefeantion4, we develogfCogMRT,the QoS
multicast routingprotocol oriented tocognitive network.CogMRT works on the classic
BellmanFord algorithm 46]. In the protocol, we have two types of piudp packets, i.e.,
short distance probing packet and long distance probing padketdata structures of the
proking packets are shown ifable7. G denotes the set of multicast members which include

all the destinBon nodes

Table7 Structure of the probing packets

Information Carried by the ProbirRacket

Type Type of Requested Application
Path Stack Set of RequesteService Levels
Maximum Hops Set of Link Available Bandwidtt
Current Node Set of Link Delay

Multicast Group Set ofLink Delay Jitter

Group Member Tac Set of Link Error Rate




5.1. QoS Routing Path Search Procedure

The following is the QoS routing path search procedure. Through it, we getrauemng
pathsleading to each group member.

Step 1:Start from thesource node , probing packetsare sent to the netwotk search

routing patis to all the group members.

Step 1.1: Initializationof eachprobng packet The sourcenode is put atthe
bottom of the Path StackSet : : , and

. Set the maximum hopount . Set to be . Markall

thegroup memberunreached.

Step 1.2: If has a neighbour nodehich belongs to the same subnet as
an unreached group member and satisfies th@oS constraints at service level

of application type , a short distance protg packet is directly sent to ah

neighbour nodethengoto Step 4.
Step 1.3:Look up the local experiential routenformation, if there exists a path to

andthe pathQoS satisfis the constrants, a long distance pratg packet is directly

sent to through a directly connected actimede.Otherwisea short distance probing
packetis sent toan activeneighboumode f it mees the following conditions: not present
in the Path Stack, QoS constraitsing satisfied,stability degreeabove , and not

present in the long distance pnodp packet.Thengo to Step 14. Otherwise, there is no
availablenext hop If all the group members have been checgedo StefS.

Step 14: When node receives the probg packet, it first performs theense of
gpatiality behaviourto get the Path Stack information. The useful topoiaflrmationis

extracted and stored in the memory, and = -1If =0, discard it. Update
, , , and . Update . If nodev is thegroup
member , thengoto Step 16.

Step 15: Check . If it is a long distance pratg packet,forward the packet

as requiredThengoto Step 4. If it is a shortdistance proimg packet,nsertnodev into
the Path Stackhengoto Step 1.2.

Step 16: When a proimg packet arrives at a group member node, is



checked. If it is a long distance pimg packet, the actu&oS parameter values will be

returned to the intermediate nodes. If it is a short distancengrpbcket, add into
the Path Stack anthen send the packet back to the source nodalong the reverse

path in the Path Stack. All the intermediate nodes fromto perform learning

behaviouri.e.,memoriang or updaing their experiential routenformation.

Step 17: Is marked as reached.tlfe current QoS parameter valigl satisfy

the QoS requirements of all the unreached group menthersggoto Step 1.2.

Step 2: The source node records all the paths returned within time interval

and sors out all the pathso the reached group members.
Step 3: Foeach ofthe unreachedroup membersrun the Bellmarord unicast routing
algorithm to find a path. If it is successful, #@archsucceeds; otherwise, teearcHails.

In the above procedurdable 5, which is used to store the topology information, is
updated at Step 1.4 when a node performs the sense of spatiality behaviour. Table 6, which is
used to store the experiential route information, is updated atlSephen the intermediate
nodes perform learning behaviodio help understand the above procedure, we use two
flowcharts to explaints two key elements, respectivelig. 4 shows howonenodedecides
whether to send a long probing packet or a shottipgopacketFig. 5 shows how one node
takes action when it receives a probing packet.



membe?

Send a short distance probin
packet to the neighbour.

Is anyneighboumodein the same

subnet asraunreached group

QoS constraints satisfied?

Senda long distance probing packiet
the unreached group memiiarough a
directly connected activeeighbour

Send ashort distance probing packet t
the active neighbour node

Is there any experiential route t

the unreached aroup member?
No

Yes

QoS constraints satisfied?

Is any active neighbour node

meetng certain condition®

No next hop is available.

Fig. 4 The procedure for one node to decide whether to sk grobing packet

or a short probing packet.



Perform the sense of spatialit

behaviour to extract and store topolog

information in the memory

Is this node a
groupmember?

Type of probing
packet?

Long

Return the actual QoS paramet

values to the intermediate nodes.

A 4

Type of probing
packe?

Short

Forward theprobing

packet as required

Short

v

Add the node itself into the Path Sta
and then send the packet back to {
source node along the reverse path
the Path Stack.

\ 4

All

update their experiential route information.

the intermediate nodes memorize

A 4

Add the node itselinto
the Path Stacland then
check its neighbours.

Fig. 5 The procedure for one node to deal with a received probing pe



5.2. MulticastTree Construction

For the multicast routing, we need to construct a multicastspanning both the source
node and all the group members. It is a complicated process to cotis¢routlticast tree
through selectingand combingdifferent routing paths.The reasons are theéeld. First,
multiple paths may have been found to the same group member. Secondyaksibdl®loops
resulting from the combination @buting paths, theew paths after theoop removal may
breach the user QoS requirementhird, also due to possible loop removals, different
sequences of the routing paths being added to the multicast tree will lead to different multicast
trees. Therefore, when the size of the multicast group exceeds a temsimold, there are
huge amount of possib®mbinations to be considered.

We wish to find the multicast tree which can produce the best value forultieast tree
evaluation metricEvr specified by Formula 13. As shown in Section 3.3, the multicast tre
evaluation metric has considered a number of parameters and factors such as QoS satisfaction
degree, price, and cost. This problem is the sanfgteiser minimum tree (SMTproblem
where @ SMT is also e minimumcost multicast treeThis is a typical ombinatorial
optimization problem and it has been proved to beQdiplete B4]. The problem cannot be
solved exactly in polynomial timélMe seek lte help from the competitive ewolutionary
algorithm

(1) Encoding

We encode each solution as a dclamomosome mode ,  where
and . They represent the selected routing paths and

the joining sequence of selected routing patbspectively. Both chromosomes have the same

size equal to the number afroup members. uses the interger coding where

represents the th path of the th group member uses the sequence coding where

represents thmining sequence of theouting path selected by theth group membein the
multicast tree.
(2) Fitness Function

specifies all the routing paths used to construct the multicast tree and

specifies the sequences of adding these paths to the tree. We use the method Skotiomin

3.3 to evaluate the multicast trdeormulal3 is used as the fiess function and is the

fitness value of

(3) Competitive Fitness

For , if ,we say beats . Formulasland2are used to

calculate the compititve fitness of theith learner.



(4) Crossover and Mutation

In the learner population, by the competitive fithess of each individual, the roulette
wheel selection is used to select individuals frbm parent generation for crossover. For two
selected chromosomes, single point crossover is performed with a random cross point. Since

the chromosome is encoded by integers, the individuals generated by the crossover

operations are still feasible solutions. However, is encoded by sequences and the

individuals generated by crossover possiblyinfeasible and need to be repaired.

Once an infeasible solution is generated, we use the partially mapped crossover to repair
it. First, selecta crossover pointandomly ancswap the gene segments before the crossover
point. As shown irFig. 6, the segment 6 1 3 is swapped with anothemsag 4 2 7.Then
record the gene pair relationship between the two chromosomes after the crossover point. In
Fig. 6, the gene pair relationship tables are shown in the text boxes. For each repeated gene in
each child chromosome, replace it with the paoed in the relationship table. For example,

3 is a repeated gene and it is replaced by 7. After all the repgated are replaced, we get
two feasible child chromosomes.

5-3
6135274 21 6133156| '3 6137254
21 | —
4273156| 75 42175274 46 4275136
4-6

Fig. 6 Partiallymapped mssover

The mutation probability is . We also need to guarantee that the new chromosome

generated by the mutation is feasible. The mutation to chromosomas to randomly

select a geneand thenrandomly select a different routing patmong all the paths

represented bthis gene to replace the current one. The mutation to chromosomas to

randomly select a gene and move it to the first position in the chromosome. Accordingly, the
other genes move backward ur.

(5) Selection

Selection plays ammportant role in improving the average quality of the population by
passing the high qualitindividuals to the next generation. The selectionimdividuals is
based on the fitness valus. Assuming thathe size of the learner population is denoted as

, perform timesof crossover and mutation operatiofen, we adopt the scheme

of pairwise tournament selection without replacenidi as it is simple and effective. The
tournament size is 2.

The procedure dECA is described as below.
Step 1: Initialize both the learner population and the evaluator population.

Step 2: If the termination condition is met, go to Step 8.



Step 3: Calculate the competitive fitness of all the individuals in the learner population.
Step 4: Perform crossover and mutation operations over the learner population.

Step 5: Perform selection operation over the learner population.

Step 6: Update the optimal solution.

Step 7: Exchange the roles of the learner population and the evaluattatipop@o to

Step 2.
Step 8: The algorithm ends.

5.3. CogMRT

CogMRT consists of two step#t Step 1 the source node looks @l the experiential
routesto all the group memberat itself and its neighboursThen the source node sends
probing packets to check if these route are still valid in terms of the QoS requirements. All the
valid routes will be recorded for use. At Step 2, if there are no sufficient valid routes to any
group member, th&oS routing path search procedure(detailed in Section 5.1) will be
triggered to find more routes. For each group member, a certain number of valid routes are
selected by their QoS performance. Then all the routes to all the group members will be
provided to the CCA foconstructing the best QoS multicast tree. The detailed procedure of
CogMRT is described below.

Input: A multicast routing request for group where the routing request for group

member is denoted as . For each group member, set the

lower and upper limit for the number of candidate routing paths as and :

respectively.

Step 1:Upon receiving the routing requesty feach group member :

Step 1.1: Firstthe source node looks up theexperiential route in the local
memory. If there are paths to satisfyingthe QoS requirementst service level

of application type , record the paths.

Step 1.2Ask the neighbour nodé€m the high to low ader of probabilities regulated
by theemotion behaviogrto look up theexperiential routgin their memories. If there

are paths to  which satisfy the QoS requiremenggld  as the sourcaodeto form
new pathsandthenrecord the paths.

Step 1.3: The source node sendsthe proking packets to  along the paths
discoveredn Step 1.1 and Step 1.2. Onaeiving at , the proling packets return the
acknowledgements which contain the actual QoS informatforach path(learning
behaviouy. If the probed path can satisfy the QoS requirements of , record tle

paths at the source node and delete from groupG.

Step2: Foreach group member

Step 2.1: fithe number ofts candidate routing paths is less than , thengo to



Step 3;
Step 2.2:1lthe numbeis larger than , select the first routing paths with

the besoS performance, then go to Step
Step3: Trigger theQoS routing path searchiqeedureto find more routing paths to

Then go to Step 2.
Step4: Perform the competitive coevolutionary algorithmgeet thebestmulticast tree

. If the utilities forthe network service provider and all the group members are all

positive, the routing succeedsengo to Stefb; otherwise, the routing fails.

Step5: Reservethe resources on thmal multicast tree based on the QoS requirements
and set up the routingtries.

In Section 4, we have defined six types of cognitive behaviours for nodes, i.e., sensation,
sense of spatiality, memorization, learning, reasoning, and emdten£nsation $ used
regularly by each node tmaintain the neighbour information aadjacent link information.
The sense of spatiality is used3tep 1.4in the QoS routing path search procediBeth
memorization and learning are usedtgp 16 in the QoS routing path search proceduitee
learning is also used at Step 1.3 in CogMRie reasoning is used for topology maitance
Therefore,it has not been directly reflected in the QoS multicast protddw. emotion is
used at Step 1.2 inAQMRT.

6. ExperimentalStudy

6.1. ExperimentaEnvironment Configuration

According to the generic service QoS specified inlfig-T G.1Q10 standard 45|, we
use the following generic service classes in our simulation experiments. They are listed in
Table8 and represent fouypical types of applications, i.e., telemedicingghiquality audio,
video on demand, and file transfer. In the experiments, we further classify each application
type into four levels and each level corresponds to one service level of the user QoS
requirements. The user request includes both the applicatioargpee servicdevel. By the
PDSSLQJ ZH FDQ JHW WKH XVHUYVY GHWDLOHG 4R6 SDUDPH
the routing protocol are set as in TaBle

Table8 Genericserviceclass

Application Dela Error Duration Application
PP Bandwidth Delay oY _ PP
Type Jitter Rate Time Example
Appl >3Mbps <120ms <10ms 0 10-90min Telemedicine

, High-quality
App2 384Kbpsl.44Mbps <250ns  <10ms <0.01  1-30min audio

) Video on
App3 1Mbps6Mbps <250ms <250ms <0.01 5-180min

demand

App4 10Kbps10Mbps 250nms-1s N.A. 0 0.5-20min File transfer




Table9 Parametervalues

Parameter Values
v e e (used in the satisfaction degree function) 1,10° 2,0.5, 10°
(cost), (residual bandwidth) 1.5, 1000Kbps
(the utility weight) 0.5 0.5
8

(the lowerand uppetimits of the routing path teach group membei 1,5

(mutationprobability) 5

To evaluate the protocol performance, we must select appropriate topology examples
which can reflect thepracticalnetworks In the following experiments, we have used three
practical network topologies and one random topology generated by the Waxman random
graph model 48]. The three practical ones afghina Education and Research Network
(CERNET), CERNET2, antdSA NSFNET. CERIETZ2 consists of 2thodes ad 22 links
NSFNET consists of 18 nodes and 27 linkERNET consists 0f36 nodes and 46 links, as
shown in Fig.7. The random topology consists of 50 nodes and 80,likshown in Fig8.

They represat different sizes of netorks.

A QoSguaranteed multicast routing proto¢QIGMRP) [25] was developed to solve the
multi-constraints QoS multicast routing problem. QGMRP is based on the basic unicast
routing protocol. Itcan search multiple feasible tree brancfies, routing paths)and select
the optimal or neaoptimal branch for connéag the newgroup membeto the multicast tree
It has shown high routing success ratio CogMRT, the source node searches a set of
candidate QoS routing paths to each group member and then useortipetitve
coevolutionaryagorithm to select the best routing tree derived from these routing gaths.
comparison purposeve implementand evaluateCogMRT, QGMRRE andthe shortest path
tree(SPT)protocolin NS2

Fig. 7 Topology of CERNET Fig.8 5DQGRP WRSRORJ\ ELC



6.2. ExperimentaResults

Since he performance ofthe multicast routing is directly related tbe size ofthe
multicast groupwe choose fivaypes ofmulticast groupsith different ratios of the group
sizeto the networksize In the experiments, we evaluate the protquaiformance under the
five different ratios: 10%, 20%, 30%, 40% and 5@ each rurboth the source node and
the multicast group membeaserandomlyselected

(1) MulticastRouting Success Rat

For each multicast group, we generate t@0ddommulticastrouting request If the
routing protocol can successfully find a multicast tree which satisfies the request, it means
that themulticastrouting is successful. We calculate thelticastrouting success riat The
results are shown in Fig8-12.
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The results in the four networks all show that with the increase of the multicast group
size, the routing successitatecreases significantly. The primary reason is that whee the
are more userghere are lessouting paths which can satisfy all the usfegjuests. Both
CogMRT and QGMRP have shown similar results and their performance is much better than
the SPT protocol. The reason is that both QGMRPGogVMRT have considered the uséf(
QoS requirements btite SPT only considers the connectivity.

(2) MulticastUsers fQoSSatisfactionDegree

Over the four topologies, we evaluate the s§€0S satisfaction degredor each
protocol based on theesults obtained in thaforanentioned routing requestsig. 13 shows
the comparison results in the four netwarkd/e can see thaCogMRT has the best
performance among the three protocols in terms of the {IQaS satisfaction degree.
QGMRP considers the usdf30S requests and guarantees the Qasgthe running of the
protocol. Therefore, it can achieve good routing succegssraiowever, QGMRP does not
contain any optimizain procedure. Istopssearcing the optimal multicast tree as far as the
routing paths can satisfy the u$e®oS requiremets. Contrarily, CogMRT has considered
both the QoS requests and thalticast treeptimization.
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(3) Utility

CogMRT has considered bothé cost of the network service provider and the price paid
by the user.Two utility functions are used to calculate the utilities for btrties
respectively. To evaluate the utility performance, alsocalculateboth utilities based on the
tested routing requests. Bid4-16 show the resultdn terms of the user utility, the network
service provider utility, and the total utilit@ogMRT has always shown the best performance
because it has specifically considered the utlifa both parties. Contrarily, SPT has always
shown the worst performance because it aims only to find the shortest paths from the source
to each multicast group member. Since multiple users can share a singtethiekmulticast
communication, the netwk service provider can discount the price. Therefore, the utility for
the multicast users is higher than the utility for the unicast users.
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(4) Multicast Tree Construction Time ahdration Number

Fig. 17 shows thathe time spent b ogMRT in constructing a multicast tree is much
longer than the other two protocols. Because both QGMRP and SPT are based on unicast
protocol, there is no path searching procedure and they only need to construct the multicast
trees. Therefore, they take shomautingtime. HoweverCogMRT is a cognitive QoS routing
protocol incorporating both threutingpath searching procedure and @€A based multicast
tree construction procedure. It takelatively longer running time.This is the price paid by
CogMRT for its performance improvements in other aspects.
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In CogMRT, a competitive coevolutionary algorithm is used to construct a multicast tree
from a set of routing paths to different multicast group memb@ig. 18 shows the



comparison results of the iteration number used by the corepsiavolutionary algorithm in
constructing a multicast tree over different topologies. We can see that with the increase in the
multicast group size, the iteration number rogach topology increases in an approximately
linear way. The iteration number algicreases as the topology size enlarges.

7. Conclusionand Future Work

The major contributions of this paper @hneeefold First, we for the first timeextend the
concepts and techniques of cognitive scigioceired backbone network. We have designed
six cognitive behaviours for each network node by considering the practical requirements of
interconnection network3.hesebehavioursare mappedb specific functions of each node for
supporting the QoS routinQur cognitive wired network architecture can be easily integrated
into the current networks withoddringing any extra layerfSecond, w for the first time
exploit the cognitive science knowledge for designing cognitive protocols in cognitive wired
netwok. With the nodes equipped with cognitive capabilities, they can work in a distributed
way to find good routes. The smalbrld phenomenorin the social network is also utilized
by the cognitive behaviours taaccumulate the experiential route informatidiird, we for
the first time design and appéy problem specific CCA for the cognitive multicast protocol.
We have designed the encoding, fitness function, competitive fitness, crossover and mutation
based on the problem characteristi8sth the user utiy and the network service provider
utility areconsidered in the fitness evaluatiorgtade the search towards a wimn situation.

Our work has significant practical implicat®nFirst, the proposed cognitive wired
network will greatly reduce the human intervention in the network administratrencurrent
networks have the characteristics such as large Beterogeneityand dynamics. These
characteritiscs bring huge challesgto the network administration and maintenance
especially when the usergquire higher and higher Qo3y incorporating the cognitive
capabilities into the network, the nodes can perfeetiadaptation, selbrganization, and
selfprotection in the nevork. This is extremely beneficial to theired backbone network
becauset can improve the network QoS and save a lot in terms of expenditure and energy
consumption. Second, the proposed cognitive multicast protocol can effectively support group
communi@tion in cognitive wired network. In wired backbone networks, there are many
scenarios which require a group of routers to work in a collaborative Miaybusiness and
entertainmentpplications over the Internet very often involve many groups of usgrs. B
using our protocolthe routers will experience very high multicast routing successThee.
users will experiencevery high QoS satisfaction degregne benefits for both the network
service provider and the users will be well balanddukd, we havantroduced the advanced
artificial intelligence techniques into the cognitive network management. This opens a new
research frontier for both network research and artificial intelligence research in both
academia and industry.

There ardour solid futureresearctdirections to be consideresirst, we canlearn more
from cognitive science and develop more cognitive capabilities for the wired network. A
cognitiveframework will be developed and all the cognitive behaviours wifbbulated as
modules under the framework. These modules can be enabled or disabled depending on the
requirements of the network and the applications. This will bring more flexibility to the
selFmanagement and seatiaintenance of the network. Second, we can develog sher



protocols in the cognitive wired network environment, e.g., QoS routing, transmission control.
The current protocols need to be well adapted to utilize the cognitive capabilities provided by
the nodes and the network. Third, we can extend the toogmapabilities of the current
cognitive wireless networkwhich will not be limited to spectrum sensing and dynamic
management in cognitive radio. The mobile nodes will also conduct cognitive behaviours to
ease the network managemdrst, we willimplementthe protocolsn a prototype system

We are developin@ testbed consisting of 20 prototype routers and the topoldlgy &me as
CERNET2 The proposed CogMRT and other future protocols will be tested in it.
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