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Abstract

Abstract.

The work undertaken in this thesis is about the integration of two well-known
methodologies: Petri net (PN) modelling/analysis of industrial production processes
and Artificial Intelligence (Al) optimisation search techniques. The objective of this
integration is to demonstrate its potential in solving a difficult and widely studied
problem, the scheduling of Flexible Manufacturing Systems (FMS).

This work builds on existing results that clearly show the convenience of PNs as a
modelling tool for FMS. It addresses the problem of the integration of PN and Al based
search methods. Whilst this is recognised as a potentially important approach to the
scheduling of FMS there is a lack of any clear evidence that practical systems might be
built. This thesis presents a novel scheduling methodology that takes forward the
current state of the art in the area by:

Firstly presenting a novel modelling procedure based on a new class of PN (cb-
NETS) and a language to define the essential features of basic FMS, demonstrating
that the inclusion of high level FMS constraints is straightforward.

Secondly, we demonstﬂrate that PN analysis is useful in reducing search complexity
and presents two main results: a novel heuristic function based on PN analysis that is
more efficient than existing methods and a novel reachability scheme that avoids futile
exploration of candidate schedules.

Thirdly a novel scheduling algorithm that overcomes the efficiency drawbacks of
previous algorithms Is presented. This algorithm satisfactorily overcomes the
complexity issue while achieving very promising results in terms of optimality.

Finally, this thesis presents a novel hybrid scheduler that demonstrates the
convenience of the use of PN as a representation paradigm to support hybridisation
between traditional OR methods, Al systematic search and stochastic optimisation

algorithms. Initial results show that the approach is promising.

,__SmaduhngﬂLﬂdSJMng PN and Al methods. 11
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Chapter 1. Introduction.

Chapter 1. Introduction.

1. Flexible Manufacturing Systems.

Over the past thirty years, a new type of production system has emerged: the
Flexible Manufacturing System (FMS) [Ranky 90] [Parrish 90]. Traditionally, transfer
lines have been used for the manufacturing of large volumes of single items. In such
systems changing a transfer line to the production of a different 1item 1s costly in terms
of lost production. This, together with the increase of medium variety/medium volume
markets, has generated concern about the low productivity of traditional production
methods [Kimemia 85]. Although the flexibility to manufacture a range of products can
be achieved at the expense of efficiency, the development of new automated systems,
such as flexible manufacturing systems, aims to provide the flexibility of job shop with
close to the efficiency of large volume manufacturing. In essence, FMS are hoped to
provide potential for increasing the thrdughput rate by reducing the effect of the
shortage of manufacturing resources while still being able to adapt to dynamic
production demands of multiple types of products. Additional advantages include
reduction in space used and work-in-process (WIP) inventory requirements.

In terms of organisation, an FMS is a network formed by versatile computer
numerically controlled manufacturing machines (CNC) and storage buffers, which are
linked to automated material handling systems or automated guided vehicles (AGV).
Flexibility, both in production batches and resource usage, is mainly determined by the
existence of machines with multiple capabilities and the minimisation of set-up times
and tool changeover. This allows the use of alternative production plans for each
product, and the possibility of using different resources within the same plan. In other
words, parts need not be processed in batches and each paft of an order can be
scheduled as a separate unit and may follow any available plan [Y. D. Kim 94].

The key to this sophistication 1s the absence of a physical production line, or in
other words: the machine layout does not correspond to the sequences of machine
utilisation, thus any location on the shop tloor has to be reachable from any other [Silva
89]. The automatic transport system 1s in charge of moving parts and tools through the

facility.

Scheduling of FMS integrating PN and Al methods.
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Chapter 1. Introduction.

But despite their promise, the design and subsequent operation of FMSs have

proven disappointing [Hutchison 91]. One aspect of FMS operation that has been

particularly difficult is scheduling.

2. Scheduling of FMS.

Productivity in a batch system devoted to the continuous manufacturing of a
single product is determined by the way it is designed. This means that analysis
concentrates on bottlenecks, operation times and line balancing that are determined at
the design stage. The operation phase i1s essentially a continuous mode free of decision
making.

In the FMS scenario the relatively low size, but variable and changing
production demands, have their processing optimised by using the tlexibility design of
the system. This means that they compete for the use of resources that are not eternally
assigned to product types. It can be said that an FAMS is a fully reprogrammable system
[Ranky 1990] and consequently, 1t needs to be strongly controlled. The flexibility in a
FMS basically introduces two decision variables to the control: a) ~Aow things are done
and b) when things are done. The first determines which, among the available resources,
1s used to perform an operation and also decides which processing plan a part will
follow. The second determines the order in which different parts are processed by the
resources of the system, giving the sequence of operations that achieve the objectives
and satisfy the constraints of the system.

Having said that, we define the scheduling of an FMS as the problem of
determining plans for the parts to be produced, assigning operations to machines, and
sequencing these operations. Obtaining performance that justifies the high-cost of an
FMS depends on how we answer these questions. In other words, the beneficial effects
of flexibility in an FMS (see [Wilhelm 85] comes at a price in terms of operation
complexity. Without an effective means of scheduling and controlling FMS, it is clear
that no reasonable economic returns can be expected from them [Harmonoski 91].

The problem has challenged both academic and industrial researchers during the
last three decades and i1t 1s far from being given a definitive solution mainly because
scheduling a FMS 1s amongst the hardest combinatorial problems. Not only is it NP-

hard [Tzafestas 93], but even among members of the latter class it belongs to the worst
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Chapter 1. Introduction.

in practice. The real complexity of the problem can be illustrated by the history of three
Job Shop Systems (FMS without routing flexibility) test examples published in 1963
[Muth 63] The optimal solution of the 20x5 problem was obtained in 1975 and the

10x10 problem was solved 26 years after the publication of the problem data [Carlier

39].

3. Scheduling objectives.

In most situations some schedules are regarded as being “better” than others. In

other words schedulers may be compared with respect to the achievement of various

objectives.

Three measures of schedule performance are common in the literature:

e Efficient utilisation of resources: completion time or makespan.

¢ Rapid response to demands: Mean completion time, flow time or waiting

time.

e (lose contormance to prescribed deadlines: Mean/maximum tardiness.

Makespan has received the most attention in the scheduling literature and it is the
measure we will concentrate on in this thesis. However, there is an increasing
recognition for the need to develop production scheduling methods based on economic
consequences rather than on measures such as flowtime and makespan which are often
of secondary importance [Bistline 98]. It 1s increasingly common to assess schedules
against multiple criteria rather than just one criteria [Chan 97] [O’Grady 87] [Chryss
91]. From the point of view of the research developed here, this is formally a separate
issue to the problem of scheduling as it relates to the comparison of schedules rather
than the creation of schedules themselves. As we will see, however, the distinction is
blurred in practice as some approaches (for example, those based on heuristics)

commonly employ measures of schedule quality within the scheduling algorithm itself.

Scheduling of FMS integrating PN and A/ methods.




Chapter 1. Introduction.

4. Scheduling FMS based on PN modelling and Al techniques.

The scheduling of an FMS needs two things: a) a representation paradigm that
models the essence of the system and how it works and b) a means of reasoning about
1ts behaviour, i.e., to develop methodologies that solve the scheduling problem based on
the model.

In the following chapter, we will present a review of how this issue has been
addressed in the literature. As we will see, two main groups of approaches will be
1dentified. The first one, known as operation research methods (OR), pays less attention
to the modelling and concentrates on producing optimal schedules.

OR 1is characterised by a reduction of the problem into mathematical
programming or network model formulations [Rogers 91], and subsequent solution by
formal algorithmic methods. Although they can provide efficient solution techniques for
small problems, the main disadvantage is that such models do not naturally reflect the
complex structure of FMS and hence make it difficult to employ domain-specific
knowledge to achieve afordable and effective schedulers [Noronha 91], although
disjunctive graph models are better [Rogers 91]. [Bona 90] states that it is common
practice in mathematical programming to decompose the whole set of constraints into
subsets of easy (primary) constraints and complicating (secondary) ones. Primary
constraints can be dealt with by building a model of the production facility, (typically
sequence and technological constraints) which result from the relaxation of secondary
constraints (for example, buffer policy and WIP constraints) which are not easily dealt
with by OR algorithmic techniques. Consecuently, their results are difficult to translate
to the industrial level.

The second well-known group is the on-line/real-time methods, which propose
representation paradigms based on simulation tools that are more able to capture the
complexity of FMS. The problem is that the scheduling techniques that they offer often
resort to heuristic techniques that do not map well on to the operational complexity of
FMS. [Hutchinson 91] suggested that the effects of routeing flexibility are more
beneficial in high-cost optimal scheduling schemes than in cheap heuristics ones; and
[Shaw 92] states that, because of the tighly-controlled environment in which they
operate, FMS’s present schedulers with several operating problems that were not

encountered in earlier conventional manufacturing systems.
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As [Bensana 88] states scheduling is a field of investigations where advances in
theory and solving techniques have not produced the expected results at the industrial
level due to specific features of case-studies which prevent the general application of
the approach. This criticism is often found in the literature, particularly when the OR
general methodologies are confronted with real-time scheduling [Bistline 98] [Benjaafar
92] [Tamura 89]. As almost every review of production scheduling states [Harmonosky
91] [Rodammer 88] [Ammons 88] [Maccarthy 93] [Basnet 94] [Sukla 96], literature is
sadly lacking the consideration of important FMS factors such as buffer policies,
transportation systems, pallets, product stability constraints and slots in the tool
magazines, etc. This 1s due to the complexity of modelling these constraints with
traditional formulations of the problems. [Liu 97] states that very few models have tried
to address all the aspects of FMS descriptions.

Consequently, there i1s a growing need to investigate new approaches to
manufacturing scheduling that are capable of addressing the issues raised by these
sophisticated systems. As [C.Y. Lee 97] points out, the new trend in scheduling theory
1s to extend results of classical algorithms to models that are more closely related to real
problems. Even though many results may not be applicable immediately, these new
models are at least motivated by industrial problems and have a greater potential for

application. Finally as [Zhou 93] states, it 1s highly desirable for researchers, system
analysts and production engineers to have a unified representation model for modelling,
analysis, simulation, planning and the final control of manufacturing systems, i.e., a

shared paradigm that covers all the stages of the life cycle. The Petr1 net (PN) formalism

1s a strong candidate to achieve these goals.

The potential of PN to solve the FMS scheduling problem i1s not only due to the
fact that PN are a powerful modelling tool for the simulation of production processes
and, consequently, they have been extensively employed in the on-line control of FMS.
What it is of real interest, 1s that the PN formalism may also be viewed as a definition of
a state-space structure. In other words, a modelling and simulation tool widely used in
on-line/real-time scheduling i1s at the same time a possible representation paradigm for
high-level scheduling strategies based in Artificial Intelligence (4l) methods. We
believe this represents a promising scenario that has the potential to reduce the gap

between advances in solving techniques and the industrial level by integrating AJ search

technology with simulation-based feasibility checking.
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Although this integration has already begun, research in this area is relatively
recent, immature and mostly unexplored [Onaga 91].

Work such as [Sakamoto 94] seems to corroborate this affirmation, and has
highlighted the weak state of the art when search procedures are adopted within the PN
community. To our knowledge, the first serious results were the work of [Lee 94] and
since then, initial interesting results have been achieved. However, in our opinion, the
main problem with all these approaches is that the complexity nature of the scheduling
problem 1s not adequately dealt with. This resulted in poor results whose immediate
consequence 1s that they obscure an important PN attibute: their ability to guide an A/
based optimisation strategy in a search space that naturally models the behaviour of a

system.

This thesis develops a technology based on A7 search and PN that overcomes

these problems and fully exploits the value of PN as a modeling tool for FMS
scheduling.

5. Thesis structure.

The thesis begins by explaining how a FMS 1s modelled using a PN, and ends
with a description of scheduling algorithms based on PN theory. Since each chapter
deals with a different aspect of the problem, the background for each topic will be given

there, as well as a full and detailed critical review of how the matter has been treated by

previous work 1n the area.

Chapter 2 covers relevant literature and begins with a comprehensive review of
the different families of FMS scheduling methodologies. We concentrate on reporting
the findings and drawbacks of each of the disciplines. This will serve as the background
for justifying the integration of PN and A/ problem solving methods. The chapter will
provide then the background on PN and A/ search applied to manufacturing
optimisation needed to understand their integration. The rest of the chapter is a
comprehensive review of works that have integrated PN with Al based search methods.

A description and review of each of these works will be given.

Scheduling of FMS integrating PN and A/ methods.




Chapter 1. Introduction.

Chapter 3 starts by defining what is interesting about FMS, i.e., which are the
main features that distinguish an FMS among other manufacturing organisations. The
chapter provides the FMS formulation that we will use.

To demonstrate that A7 techniques are relevant to PN models of FMS and vice
versa, requires the definition of a schedﬁling architecture and each of i1ts components.
First, a new class of PN, the ¢b-NET is presented, which enhances the modelling
techniques for manufacturing systems with features that are typically considered
difficult to model, in particular bounded buffer residence times. Second, the integration
of well-known heuristic search algorithms within the search space provided by the PN
model 1s explained.

The chapter also presents an automated modelling methodology based on the
parsing of textual specifications of FMS descriptions using a formal language that we
have defined: FmsML or Flexible manufacturing system Modelling language. Finally,
we discuss and reason about the complexity problem and how it may be allieviated by

exploiting PN s capabilities.

Chapter 4 studies PN structures and their dynamics to help the systematic search
process within the PN reachability graph. The new heuristic function developed tries to
give a theoretical lower bound for the minimum makespan between two production
states of a FMS. We first review problems with previous approaches. A relevant
heuristic function is presented and its properties explained. We will show that this
heuristic function is admissible, and 1s very effective if the FMS is designed to exploit
concurrency and avoid high machine idle time. Empirical evidence will show the

superiority of the heuristic function.

Chapter 5 analyses the search space defined by a PN model of a FMS and how
the knowledge acquired can be employed to reduce the search effort by avoiding the
exploration of partial solutions that are known not to lead to a better schedule. The
exploitation of PN reachability analysis in the terms mentioned, has received little
attention in the works consulted, despite 1ts potential in terms of search effort reduction.
We first analyse procedures to identify partial solutions that have already been reached
at the cost of maintaining a history record of the search process. Then we present a
novel technique that avoids the generation of scheduling alternatives that do not yield to

better schedules. Empirical analysis will show that the method ensures optimality and
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considerably reduces the search effort, thus overcoming the drawbacks of previous

methods.

Chapter 6 presents a search algorithm to be applied to medium and l.arge FMS
scheduling problems. We first discuss the literature that attempts to obtain affordable
PN based heuristic search algorithms. We present a novel algorithm that overcomes the
drawbacks observed in previous efforts, i.e, it allows the application of a pure PN based
heuristic function, the search effort does not grown exponentially and it maintains the
best-first/backtracking philosophy of A* Experiments will show interesting results,

both in terms of optimality and comparison with other algorithms.

Chapter 7 integrates the results achieved in the previous chapters— heuristic
search based on state space representation and structural analysis- with several
successtully employed techniques — genetic algorithms optimisation i1deas, and splitting
up approaches — in a hybrid scheduling paradigm. The approach supposes an
improvement and generalisation of the preliminary results based on PN truncation
previously proposed. Experimental results show that its performance 1s close with the
current works integrating PN and heuristic search. Compared with genetic algorithms
approaches it presents advantages over global methods by identifying good structures in
a progressive schedule building methodology. The preliminary scheduler demonstrates
the benefits of a PN based implementation by allowing easy truncation analysis,
immediate application of heuristic dispatching rules and state space search

methodologies.

We conclude with a review ot the contributions of the thesis and suggestions for

further work.
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Chapter 2. Literature review.

1 Introduction.

This chapter provides the context for the work reported in this thesis. It reviews:
a) Previous work on the scheduling of FMS.

b) The relevance of PN to the scheduling of FAMS.

c) The relationship between PNs and A/ problem solving methods.

d) Al approaches to FMS scheduling problems.
e) PN based scheduling and the use of A7 with PN.

Given the wide ranging nature of the research and the rich and varied literature
available on relevant topics, it 1s impossible to offer even a brief description of all the
main methodologies that have been employed. We will concentrate instead on reporting
the findings and drawbacks that each of the main disciplines present. This will serve as
the background for justifying the integration of PN and A/ problem solving methods.

An 1ndividual review and description of work that is directly related with such
an integration will be provided in detail. The technological background for each topic
will be given in each chapter, as well as a critical review of how the matter has been

dealt with previously and the major contributions of each approach.

2 Flexible Manufacturing Systems and scheduling.

Although there 1s great diversity in the type of FMS, an unchanging feature is
the existence of flexibility in job routing. Typically, the formulation of an FMS 1S an
extension of a Job Shop System (JSS). In a standard JSS each part type has its own
individual tlow pattern, or route, through the machines that must be adhered to [Pinedo
95]. In a JSS there 1s little flexibility 1n the use of resources, and scheduling may often
be formulated as a sequencing problem. The JSS definition may be extended so that

several (different) resources can be used to perform an operation. These are usually

referred as JSS with alternative.
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The second type of flexibility in routing is usually encountered when the
chronological order among operations 1s not fixed. These FMS are more difficult to
formulate, since it requires a third decision variable to specify which route among the
alternatives 1s to be followed. Only when this decision i1s made, are precedence
constraints between tasks fixed. Whichever plan is chosen, the existence of different
resource alternatives is also considered.

The FMS formulation terms that we will consider here consists of a set of Jobs
to be produced. Several alternate plans for each job can be given, as a result of
flexibility in technological constraints. We assume that each plan 1s described as a
sequence of fasks to be achieved. Each task can be performed by different resources,

each of these possibilities 1s called an operation. Each operation needs the use of one or
more resources. The scheduling of an FMS can be described as the problem of

determining plans for the parts to be produced, assigning operations to machines, and

sequencing these operations.

3 Classification of scheduling methods.

A useful taxonomy separates scheduling approaches in two approximations
which are dominated by two research communities which have produced a collection of
substantially different methodologies:

a) Static scheduling, off-line scheduling or long to medium term scheduling.
This refers to scheduling operations of available jobs for the entire scheduling period.

b) On line scheduling. This addresses issues of real-time control of FMS and

concerns the detailed control of the processes as they occur.

It should be noted, however, that there is lack of clarity in these terms in relation
to real-time scheduling, rescheduling and dynamic scheduling. Although real time
scheduling 1s conceptually closer to on-line scheduling, a real time system can employ
an off-line method. If off-line scheduling methods are utilised, the scheduling process
becomes scheduling and rescheduling; whereas, according to the on-line scheduling
approach, the scheduling decision 1s made when the state of the system changes, such as
job completion or armival of parts. There are advantages and disadvantages to both.

Scheduling can be a very tedious task with off-line methods due to both the difficulty in
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generating the schedule, and updating it frequently in a dynamic environment. On the
other hand, scheduling decisions made by on-line methods may be sub-optimal due to a
myopic system view.

A second classification scheme is based on the methodology followed. The
following review attempts to classify the FMS operations methodologies into three main
groups, which have a strong connection with the off-line / on-line division. Although
the following discussion is a general classification of production scheduling, reterences
are restricted, whenever possible, to works related to FMS. PN based work 1s excluded

from this review. A complete review of PN methods is presented 1n section 3.

3.1 Operational research optimisation.

3.1.1 Operational research methods.

Mathematicians and operational researchers have typically considered off-line
static scheduling and have emphasised optimisation. The problem is represented
mathematically (mathematical programming, queuing, and network models) where a set
of decision variables need to be fixed. The feasibility of the schedule is represented by a
set of mathematical constraints. The problem is then solved optimality using a complete
enumerative method such as Branch & bound [Spachis 79] [Brucker 94]
[Demeulemeester 92] [Berrada 86] [Ram 90] [Christofides 87] [Jeng 93b]. The main
discussion between different works 1s how fast the algorithms are and how deeply into
the natural constraints of the FMS they go. Unfortunately, the goal of optimality is only
relevant for small problems due to the combinatorics at the enumerative process.

A wish to address larger problems lead to the use of heuristic algorithms
providing near-optimal solutions in a reasonable amount of time (see [Ahn 93] and
[Hutchinson 91] for example). Basically, the following conceptual methodologies can
be found:

a) Incomplete enumerative methods based either on incomplete enumerative
algorithms (fruncated branch & bound [Chu 92], beam search [Ow 88]) or heuristic
algorithms [Adams 88].

b) Methods based on the relaxation of constraints in order to solve an affordable model

analytically and then progress to a feasible solution (lagangrian relaxation) [Chen

98] [Chen 96] [Hwan 89] [Banaszak 90].
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c¢) Stochastic exploration of the search space, and iterative optimisation, such as
neighbourhood search [Chu 98], simulated annealing [L.o 91] [Mamalis 96] [Kruger
98], tabu search [Logendran 94] [Logendran 97] and genetic algorithms,
Comparison between these methods are provided in [Tade1 95] [Glass 96] [C.Y. Lee
97].

d) Splitting the problem into separate yet linked sub-problems [Ashour 67] [Adams 88]

['Yamamoto 77].

The last two methodologies represent the background for chapter 7 of this thesis
and section 3.1.3 aims to brietly give the necessary background on genetic algorithms to

manufacturing scheduling,

3.1.2 Drawbacks of OR methods when applied to FAMS structures.

Many OR techniques have their origin in the solution of mathematical models of
the JSS problem and need to be adapted for FMS structures. For example, the famous
shifting bottleneck [Adams 88] is based on a decomposition approach where the
sequencing problem concerning a single machine is solved in an iterative algorithm.
The approach assumes fixed machine operation assignments and cannot bé directly
applied to FMS since machines are not assigned to operations a priori. Local
neighbourhood methods such as operation pairwise reordering [Wemer 95] [Chu 98] or
splitting approaches based on workload assigned to machines [Chu 92] suffer from the
same difficulty. This fact and the need for managing the complexity of the problem
have lead many authors to divide the FMS operation problem into three identifiable
stages [Kimemia 83]; part selection, loading and sequencing. Part selection determines
the part types to be produced in the FMS out of the total production requirements.
Loading 1s concerned with the assignation of resources to operations, (sometimes is
referred to as pre-processing [Stecke 83]). Once the routes for each part type are fixed,
the problem becomes a JSS, and traditional, effective and well-known methods can be

applied. This hierarchical decomposition approach is considered in many papers (see

[Liu 97] [Das 97] [Liu 89] [Sarin 87] [Y-D Kim 94] [Sawik 93]).

However, some authors have pointed out the drawbacks of hierarchical multi-
level decomposition and proposed an integrated or single level approach [Zhang 93]

[Khoshnevis 89] [Chryssolouris 85]. [Vasquez 91] states that the solutions obtained for
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one sub-problem may inadvertely impose constraints on the next sequenced sub-
problem. Hence, the approach may be incomplete as it potentially eliminates feasible
regions. In contrast the concurrent (single level) approach can work over the entire
feasible region by constantly considering the criticality of the resources. [Kim 99] states
that a loading then sequencing approach results in many problems due to conflicting
objectives, inability to communicate the dynamic characteristics of a shop or abnormal
situations. When process planning (loading plus part selection) and scheduling
(sequencing) are performed separately in time, it contradicts the aim of flexibility and
adaptability of a FMS [Nasr 90]. An integration of these activities may result in a much
more effective production control.

The bulk of published literature on FMS takes the operational research
optimisation (OR) approach, and represents a first step in the analysis and control on the
operations of production processes. However, they have severe limitations in terms of
rﬁodelling and computational etfort involved. The NP-complete nature of the problem
and mathematical complexities force many assumptions. In order to formulate a model,
simplifying assumptions about important practical issues such as buffer policies, set-
ups, tool change-over and part stability constraints are made. These assumptions may
not hold in practice. As a result, the solution of the OR models is usually unsatisfactory
[Kusiak 89b]. This reduces the attractiveness of traditional analytical methods to
produce practical problem solutions.

Although complexity reduction improvements can be made, some authors
suggest that this cannot change the situation radically and is difficult to envisage an
exact or even a good approximate algorithm suitable for a large class of scheduling
problems. As a consequence, heuristics, such as priority dispatching rules, are often the
only way to handle real-life scheduling problems [Shakhlevich 96]. We will review

these 1n section 3.2.

3.1.3 Genetic algorithms.

Genetic algorithms (GA) belong to the class of iterative optimisation methods
based on stochastic exploration of the search space. They represent an alternative to
systematic deterministic search methods when these fail in search spaces which are in
some respect too complex. Neighbourhood search, simulated annealing, and tabu-search
also belong to this class, but differ from GA in that they are based on manipulating one

feasible solution, whereas GA considers a population of feasible solutions.
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Roughly speaking, a genetic algorithm aims to produce a near-optimal solution
inspired by the principles of natural genetics and evolution. They operate through a
simulated evolution process on a population of data structures, each of which represents
a possible solution in the search space. Evolution occurs through a selection process and
genetic recombination of selected high fitness strings to produce better solutions for the
new generation.

Genetic algorithms were initially developed by John Holland [Holland 81] 1n the
seventies, and since then, they have been extensively applied to search, optimisation and
machine learning problems [Goldberg 89]. The application of GA to the scheduling of
manufacturing processes has a more recent history. They have been applied to different
production scenarios, frorﬁ general resource-constrained project scheduling [Cheng 98],
batch sequencing problems [Jordan 98], to Single machine scheduling [Lee 95],
[Herrmann 95] flow shop systems [Reeves 95], [C-L. Cheng 96] [Murata 96] [Murata
96b], [Sikora 96], [I. Lee 97], [Aytug 98], JSS [Yamada 1992] [Bean 94], [Herrmann
95b], [Kopfer 97], [Biegel 90], [Dorndorf 95], [Della Croce 93], [Kobayashi 93],
[Nakano 91}, [Falkenauer 91], [Ombuky 98], [Ulusoy 97], [Maturana 97], [Lee 97] and
machine centers [Sakawa 96] FMS [Bagchi 91], [Jain 97], [Uckun 93], [Holsapple 93],
[Fujimoto 96], [Jawahar 98]. '

When GA are applied to manufacturing scheduling, three components must be
specified.

a) Chromosome representation. The chromosome is a string of symbols that in general
terms, specifies a single point of the problem space, (or individual). Each symbol in
the chromosome 1s known as a gene. Both the position of the gene in the
chromosome (locus) and the value of the symbol (allele) specifies the individual
candidate solution.

b) Schedule builder. The schedule builder 1s in charge of obtaining a schedule from the
information (usually decision variables) expressed by the genes of the chromosome.
Depending on how much of the problem space represents the chromosome, the
schedule builder will be a simulation or a more complex heuristic algorithm. We

will deal with both the representation and the schedule builder in the following
section. For a complete tutorial review of chromosome representations for

production scheduling problems see [R. Chen 96]. The schedule builder also
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determines the fitness of the individual, an indication of how good the schedule 1s
with respect to the scheduling objectives.

c) GA operators. The general G4 is composed of three operators: selection, crossover
and mutation. Selection models a mating of individuals. When two (or more)
individuals are selected (generally based on probability and the fitness function),
crossover produces a new individual that inherits the characteristics of both parents.
The combination of selection and crossover is also referred as reproduction. The
last operation mutation is the random alteration of the value of a gene. The idea 1s to
perform a random exploration of the problem space with the aim of assuring against
premature loss of good scheduling decisions or strategies (which may lead to falling

into local minima/maxima).
3.2 Heuristics and simulation.

Heuristic dispatching rules are different from heuristic algorithms proposed by
OR in the sense that the scheduling is performed in a dynamic environment using a
discrete event simulation of the system. Petr1 nets, a powerful tool for analysis and
simulation, have been widely employed in the area of on-line simulation based
scheduling. This work will be discussed in section 6.1. Usually the concepts scheduler
and scheduling are substituted by the terms decision module and decision making
respectively. Based on the role of simulation in the decision module, heuristic
approaches can be divided into those based on dispatching rules and those using

simulation.

3.2.1 Dispatching rules.

In this method, simﬁlation 1S used as a tool to analyse the performance of a
heuristic decision rule; which 1s later implemented in the real system. Usually, two
heuristics levels are considered: one for deciding the next task to be processed and a
second to choose the resources to perform the operation. A single policy may govern all
the system [Iwata 80] [Ahn 93] [Chan 90] or dedicated heuristic rules for each resource
may be considered, but this approach encounters co-ordination problems when multiple
resources are needed to perform a single task (which is common in FMS). To increase
the decision power several methodologies have been proposed. Multi-objective, multi-

level heuristics are considered in [Norbis 96]. [Chan 97] proposes a fuzzy approach to
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operation selection. Hierarchically organised dispatching algorithms are proposed in
[Sabuncuoglu 88] [Sabuncuoglu 92] and dispatching rules in loading/sequencing
decomposition are studied in [Shanker 85]. [Co 88] investigates the effect of buffer
queue-length on five traditional dispatching in rules FAMS. In [Donath 88] the real-time

scheduling and routing of multiple products of a Flexible assembly system is performed

by a heuristic approach.

These decision making rules are fast and easy to implement and the solutions
obtained for traditional systems are usually acceptable. In many situations this is all that
1s needed, and so their use is justified. A major shortcoming of heuristic rules is that
they embody a strong local decision making process [Khoshnevis 89]. In addition, the
Investigation of priority rules may give improved schedules for a given FMS but it does
not lead to etffective algorithms of wide applicability [Doulgeri 87] since the general
consensus 18 that no single rule is the best under all possible conditions. On the other
hand, its computational cost 1s fixed (the heuristics are hard-wired) preventing the
decision module using extra computational time and improving the quality of decisions.

As said 1n the introductory chapter, the complexity of FMS systems requires effective

schedulers to fully exploit their potential.

With the rapid increase in the speed of computing and the growing need for
efficiency in scheduling, 1t becomes increasingly important to explore ways of obtaining
better schedules at some extra computational cost, short of going all the way towards
the usually futile attempt of finding a guaranteed optimal schedule [Adams 88]. A first
approach to this 1s the use of performance evaluation based on simulation. As
[Kazeroon1 97] states, a typical FMS has a high investment cost which justifies the use

of computer simulation support.

3.2.2 Simulation-based systems.

Whenever a scheduling decision arises in a system, a simulation model of the
real-system 1s built and 1nitialised to the exact current state of the factory. Then, parallel
simulations are carried on to evaluate the performance of a set of plausible dispatching
rules over a short planning horizon. The rule or combination of rules that performs best

in the planning horizon 1s then applied to the physical system. This approach is
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sometimes referred as a multi-pass heuristic and is implemented in [Yung 88] and [Wu
89]. Other approaches based on simulation of candidate dispatch rules can be found in
IM.H. Kim 94] [Ishii 91] [Ishii 96]. Fuzzy decision making via a combination of rules
In a multi-criteria decision making is studied in [Kazerooni 89].

These works are an improvement on fixed dispatch rules. Normally, depending
on the system deadline for decision response, computational effort can be controlled by
Increasing the horizon or varying the number of dispatch rules that are simulated.
However, [Shuckla 96] states that the main problem with this approach is the need for
multiple simulation replication due to the stochastic (and complex) nature of FMS if one
seeks to obtain relatively accurate results based on statistical analysis. Unfortunately,

multiple replications consume computational time and possible solutions, such as
parallel computation, quickly increase the cost in terms of hardware.

Nevertheless, the interest of these works is that they provide the opportunity for
reasoning in a what-if scenario that is based on a simulation of the real system.
[Chryssolouris 88] suggests that a modular system can be built which, on the one hand,
will utilize the rigourous analysis of scheduling and decision-making theory while, on
the other hand, will allow the utilization of some AI techniques such as rule-based

systems.

3.3 Artificial intelligence methods.

Al based methods are particularly well suited to solving FMS scheduling
problems as A/ has addressed similar problems involving large search spaces where
human expertise can find reasonable solutions relatively quickly. [Steffen 86] has

identified two main research directions based on A/ techniques for FMS scheduling:

3.3.1 Expert systems.
Expert systems applied to FAMS normally attempt to emulate expert human

knowledge and are typically applied to real-time scenarios [Bistline 90]. Usually an

expert system architecture is formed by:

e A structured representation of the problem [Sauve 87] [Bu 88]
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e Knowledge sources about how to solve the problem such as: dispatch rules [De 88],

simulation [Bruno 86] [Yung 88], multi-criteria decision making [Chryss 91], OR

optimisation heuristic search [Bona 90] [Kusiak 89b].

* A control strategy that may be based on co-operation of multiple knowledge sources

[Bensana 98] or agents (blackboard systems) [O’Grady 88].

e A knowledge adquisition module from past decisions [Shen 88], [Maley 88]. Some
approaches employ neural networks [Li 97], decision trees [Park 89] [Shaw 92], and
genetic algorithms [Aytug 98] or a combination of these [Lee 97] [Jones 95].

An expert system represents a paradigm of knowledge organisation and control
based on scheduling techniques (knowledge sources) rather than a scheduling
methodology per se. Many of these architectures ISIS [Fox 84], OPAL [Bensana 88] and
KBSS [Kusiak 89] employ A/ problem solving and planning as such knowledge sources

(a collection of this work is presented in section 5).

3.3.2 Planning.
Planning usually involves the application of goal directed search techniques

based on a state representation of the problem.

One can distinguish four main steps towards a successful application of A7 based

search methods:

e Provide a representation of the problem in terms of state, operations and
constraints that describes the FMS environment.

e Understanding the problem domain: It 1s easy to find a first solution? What is
the quality of this first solution?, how much can this solution be improved?
At what cost? It 1s possible to identify futile decisions? What kind of

knowledge can be used that 1s problem specific?

o Understanding the size of the problem in terms of search effort. Usually, the
problem will not admit an optimum algorithm. The existing techniques
consider 1) splitting approaches, 2) limited work based on job arrivals or 3)

the whole problem but devise a solution-space pruning strategy if this

becomes unwieldy.

e Develop a search paradigm capable of exploiting this analysis to effectively

contro] the combinatorics of the underlying search space.
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4 Integrating Petri Nets and Al.
4.1 Representation and reasoning.

Whatever approach 1s considered, but especially from the point of view of AJ
problem solving, the scheduling of an FMS requires two fundamental things to be done:
representing the system and reasoning about its behaviour.

In the following sections, we will justify why PN are a good representation

formalism and how AI aproaches can be used to reason with this representation.

4.2 PN as a representation tool for FMS.

A Petr1 Net (PN) [Murata 89] 1s a mathematical formalism and graph tool that
provides a uniform environment for the modelling, formal analysis and design of
discrete event systems. Petri Nets have been widely used in industrial applications
[Zurawsky 94]. The performance of production systems, involving simple production,

job shops, robotic assembly cells and flexible manufacturing systems, have been

extensively studied by the PN community [Proth 96] [Silva 89] [Zhou 93] [Zhou 92]
[Zhou 93] [Dicesare 91]. As a graphical tool, a PN works like a flow chart and provides

a visualisation of a dynamic system. As a mathematical tool, a PN model can be
described by a set of linear algebraic equations, which allow the possibility of formal
checking for properties related to the behaviour of the underlying system.

A Petr1 net can be defined as a bipartite directed graph formed by three types of
entities: places, transitions and directed arcs connecting places to transitions and
transitions to places. The network structure represents the static part of the system. In
order to study the dynamic behaviour of the net, in terms of states and changes, each
place may potentially hold zero or more tokens, which are usually represented by solid
dots. A distribution of tokens in the places of the PN is called a marking of the PN. The

initial state of the system is called the Initial Marking or M,..
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Starting from the initial state My, two simple rules associated to transitions, the
enabling and firing rules, are used to govern the flow of tokens in the net, which

simulates the dynamic behaviour of the modelled system.

In order to study the evolution of dynamic systems the concept of time needs to be
included 1n ordinary Petri nets. Time will typically model the duration of operations.
Apart from simulation based schedulers that may model stochastic behaviour,

deterministic behaviour 1s typical of off-line and some on-line schedulers.

Deterministic timed PN are sutficient for the modelling of traditional production

processes and simple control of real systems. In some contexts that contain complex
commands and constraints the ordinary PN needs to be extended. Extensions such as
Coloured PN [Cossins 92] [Feldmann 98], Object Oriented PN [Adamou 93] [L-C.
Wang 96] [Wang 98], High Level PN [Chang 97] Hierarchical Time-Extended PN
[Ramaswamy 97] Priority Nets [Raju 93], and Dedicated Petri Nets [Zimmermann 99]

amongst others, have been employed in the modelling and analysis ot FAMS.

PNs are a useful tool for modelling FMS since they have been widely recognised
as appropriate tools for describing phenomena such as concurrency, synchronisation,
mutual exclusion and contlict, which are typical features of distributed environments

such as FMS. PNs allow distributed system states to be modelled naturally and through
their approach to state change can capture both the static and the dynamic
characteristics of real systems. Hence, PNs are:

a) Capable of modelling the characteristics and natural constraints of FMS
systematically in a single coherent formulation, this makes unnecessary the
discussion about loading/sequencing problem decomposition previously
mentioned. Further a PN model can explicitly and easily characterise
features such as multiple lot sizes, finite buffer sizes and part stability
constraints encountered 1n a practical manufacturing environment, (recall
that mathematical programming techniques have formulation difficulties
with these features, in fact, the constraints on the storage of WIP are
normally not included in these formulations, even though they are critical

for practical FMS scheduling problems [Liu 97]).

b) Can provide information (by well understood mathematical analyses) that

can be used to guide the scheduling process
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c) Can support a modular and hierarchical construction approach [Naraharn 835]
[Zhou 92] [Jeng 93] to automatically synthesise PNs from, for example,

FMS specification languages or formal definitions [Camurm 93] [Xue 98].

d) A single family of PN based tools can serve at different levels, from design
to implementation. For example, PN are employed for the design and
verification of Manufacturing System Control Software in [Zurawski 94b]
[Heiner 99] [Kochikar 93]., for supervisory purposes [Caramihai 98], and
decision/monitoring support for production engineers in [Murata 6]

[Sahraoui 87].

e) The feasibility of the schedule obtained is guaranteed, (provided the
mapping between the PN and the modelled system i1s valid) and the

sequence of transitions 1s directly applicable by a control module that shares

the PN representation [Chang 97] [Uzam 98].

These features justify the use of PN as a modelling paradigm in the reasoning

process involved in the solution of the FMS scheduling problem.

4.3 PN as a state-space definition for Al search techniques.

A Petr1 net 1s a definition of a state-space structure in terms of state and
operators that are partial functions that map states into states which together with the
definition of an initial and final state, transforms the scheduling problem into a problem
state [Newel 72] to which traditional A/ search algorithms can be applied. The
definition of search space is equivalent to the PN concept of reachability tree [Murata
89], which 1s the enumeration of all possible markings reachable from a given state of
the system. Starting with an initial state representation, My, one can track all the
possible behaviours of the system by firing all possible transitions enabled in all
possible markings reachable from the initial marking M; The generation of the
reachability tree takes exponential time for the general case [Murata 89]. An interesting

empirical study of the complexity metrics of PN with the reachability tree as the target
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problem can be found in [Soo 92]. An overview of methods to manage coverability

(reachability) graph constructions can be found in [Coves 98]

On the other hand, given a PN the reachability problem is defined as finding a
sequence of transitions that reach a final marking from an initial marking. It is not
surprising that the connection between PN and Al problem solving has already been
studied. [Zhang 90] [Zhang 92], [Yu, 97] and [Yim 94] transform a propositional
planning problem into a class of timed PN and apply the A* algorithm within the PN
reachability graph. The reverse also applies, i.e. the PN defines a problem-space model
as a propositional planning problem [Fikes 71]. When time information is included in

the PN model, the reachability problem can be extended to a search with optimisation,

thus establishing a parallel with the FMS scheduling problem.

5. Al problem solving in manufacturing optimisation.

If a PN model is a description of an FMS, the scheduling problem may be
translated into a search problem within the state space defined by the PN reachability
tree. A range of algorithms exists for solving such problems. From blind enumerative
search methods such as depth-first and breadth-first search, to informed search methods
such as A* or Branch & Bound (B&B) approaches (see [Pearl 84]).

Rather than concentrate on problem solving techniques, many approaches that
can be classified as A/ approaches are relevant from the point of view of the
representation paradigm adopted. Typically, this work represents a collection of
different traditional A/ based problem representations of FMS’s. For example,
[Chakravarty 97] proposes an Object Oriented model of FMS and employs Branch &
Bound to solve the sequencing problem once the loading problem has been solved,
however, this work 1s mainly focused on the analysis of the FMS domain. A Knowledge
Based approach using frames 1s studied in [Kusiak 89] where the schedule is obtained
with a multi-level heunstic algorithm. Although not specifically for FMS, the work
proposed in [Zamani 97] implements a version of the LRTA* (learning real time A*) of
[Korf 90] for general resource constrained problems (which can model simple FMS
scenarios). The interest of this work is that it identifies the need for defining a system

state that includes time, and state transition operators that models resource and
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precedence constraints. The fact that this work fails to provide a formal definition of

this representation paradigm, reinforces the idea of employing a PN as a state-transition
representation which is well defined. [Fox 82] [Fox 84] represents the problem as a
constraint-satisfaction problem and also employs beam-search for the schéduling of
resources. [Cheng 96] also presents a methodology based on constraint satisfaction
problem solving. Although the problem domain is not an FMS, the interest of this work
1s that they demonstrate that CSP scheduling techniques can provide a basis for
developing high-performance approximate solution procedures and the representational
assumptions underlying CSP models allow these procedures to naturally accommodate
the constraints of most real-world applications. [De 90] represents a FMS environment
using frames and production rules which are exploited for progressing search and which
implement heuristic knowledge to solve conflicts while filtered beam search is

employed to prune the search space.

A second class of approach adapts Al search algorithms to manufacturing
scheduling. For example [Lee 98] adapts A* to a modelling paradigm based on a
concept called schedule elements. A schedule element acts like a decision variable that
decides how a stage of a part is processed. The main criticism is that this is not a model
of the system but a representation format of feasible schedules.

It 1s interesting to mention that work in this line usually requires feasibility
checking, 1.e, it needs to determine whether a planning/schedule decision is feasible
according to the constraints. This problem is not observed if a representation based on
PN 1s adopted, since typical constraints of the domain are modelled ruling the behaviour
of the model.

As an attempt to solve the unfeasibility problem, some works start by proposing
modelling paradigms that get close to PN fundamentals. For example, [Liu 89] devised
a representation paradigm called a work-graph and applies A* search. In this work, the
sequence and precedence constraints are modelled, but not mutual exclusion for the use
of resources. A similar approach 1s presented in [Liu 92]. This work introduces the idea

of a dynamic state of the work-graph using tokens to represent the sequence status for

each job, which starts to resemble to a PN.

From the point of view of search algorithms and schedule generation

methodologies interesting work 1s reported in [Shaw 88] [Shaw 88b] [Shaw 89]. A non-
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linear planning strategy that employs a knowledge-based representation of the FAMS first
decompose the overall problem, applies 4* to each sub-problem, and finally applies a
plan revision procedure. A* is used to obtain the best route for a single job, based on a
representation of the entities using frames. Interestingly, the authors highlight the
progression to a schedule by means of state-space transitions, which differs from
conventional scheduling methods. Also, this scheduling methodology is interesting due
to its integration of planning methodologies and splitting up approaches. We will return
to this work in chapter 7.

The major contribution of this work by the time of publication was the
demonstration that 4/ problem solving techniques based in state space representation
are a powerful tool for FMS scheduling problem. More importantly, it confirmed the
potential of a representation paradigm that is both a state space representation and a
powerful and well-known tool for the analysis of discrete event systems. For example:
A* 1s used to determine the best (shortest) route for-a Job. However if a PN is employed,
this problem 1s simply reduced to a search for the shortest path in the graph structure
represented by the PN. In addition, to identify conflicts among operations, they define
the concept of critical sections. These are sequences of operations that require a shared
resource. To define a mutual exclusion among critical sections (and avoid pre-emption),
they suggest the use of semaphores. In other words, they provide a solution that includes
the concept of concurrence, sequence and mutual exclusion. But a PN results in a much
simpler and 1ntuitive representation to model these concepts. A very similar A/ non-
linear planning application to scheduling FMS is described in [De 88].

An alternate approach to fight the complexity problem is the use of incomplete
enumerative methods, which are based on the partial exploration of the search space by,
for example, the search in parallel of different alternatives as a result of the heuristic
selection of the next action to apply. Beam-Search remains the most used methods both
for on-line and off-line [Chang 89] [Holsapple 93] [Ow 88] [Chryss 91] [Karabuck 93].
A description of Branch & Bound, A* and Beam Search will be given in chapters 3 and

6 since they are the basis of the scheduling algorithms developed as part of this

research.
The translation of state-space generation algorithms to on-line scenarios has
resulted in the application of look-ahead simulation and game search influenced

algorithms from A/ to real-time scheduling [Rajan 90] [Chryss 94]. A more recent
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example is [Dario 96] that presents a methodology called Chess. Basically the approach
tries to minimise the contentions produced by a single strategy. Whenever a conflict
arises, a look-ahead simulation of heuristics expands the search tree to a limit. The next
decision is made accordingly with the most favourable simulation.

The interest of work in this line is that it seems to confirm what was stated in the
work of [Doulgeri 87] where a simulation-based method that uses a simple look-ahead
to evaluate conflicting activities was proposed. The algorithm is rather simple since it
employs fixed dispatching rules. Although no representation paradigm for the problem
18 explained, they conclude that the decision-making process could be improved through
a highly accurate, short-term look-ahead, as opposed to a less-accurate long-term look-
ahead, where the noise induced by look-ahead inaccuracy could overshadow the
marginal differences between decision paths.

These results are of interest to us in terms of dealing with the complexity of the
scheduling problem as we will see in chapter 6. Also, a discussion about the translation
of the search algorithm developed in this work to on-line scenarios will be presented in

chapter 8.

A review of the use of PN in scheduling manufacturing

optimisation.

The application of PN in the modelling, analysis and simulation of production
processes has been widely studied. Intelligent planning and scheduling over PN models,
which 1s the topic of this research, will be reviewed in detail in this section. The
literature about Petri Nets as a scheduling tool for FMS can be divided into two groups,

defined by their different scheduling methodologies and the time horizon considered.

6.1 On-line scheduling based on PN simulation.

As PN’s are a powerful modelling tool for the simulation of FMS, it is not
surprising that the major application of PN in scheduling and control of production
processes is the on-line control of FMS using dispatching rules, simple try-and-test

simulation schemes or more elaborated optimisation approaches. Although the majority
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of this work does not assume an integration of PN with A/ technologies, a review of
recent work that employs PN theory for the scheduling of FMS 1s needed for the
understanding of the context of the work reported here.

The integration of PN modelling and conflict resolution based on dispatching
rules 1s the common theme. [Chang 97] [Malo-Tamayo 98] [Colombo 97] [Lin 97]
[L.C. Wang 96] [Hu 95] [Huang 92] [Yim 93] [Yim 94] [Chincholkar 96] [Kuo 98]
[Schmidt 92] all describe dispatch rule based approaches to scheduling. Sometimes, new
PN extensions are developed to incorporate such control policies into the PN
formulation [Raju 93].

The simulation based scheduling methods described in section 3.2 have been
implemented over PN models of FMS. For example, selection of a combination of
different dispatching rules based on simulation is studied in [Lin 95]. Dedicated
machine dispatching rules are proposed in [Liu 93] and PN simulation to evaluate the
etfect on performance of different decision alternatives is studied in [Ravichandran 86].
Heuristic algorithms have also been applied to PN models of FMS systems, for example
the heuristic approach of [Donath 88] is employed in [Chetty 96] and the Shifting
Bottleneck procedure [Adams 88] is adapted in [Chang 97].

All these PN approaches can be described as on-line heuristic-simulation-
methods. Their main contribution is the use of PN modelling power to reduce the gap
between OR-based scheduling and practical applications, but they inherit the drawbacks
associated with simulation and heuristics dispatching algorithms. For example, in a
more complex simulation approach, [Peng 98], a parallel simulation of dispatching rules
in an ordinal optimisation approach is employed, but the authors argue that further

research 1s needed to find a more sophisticated scheduling algorithm.

The integration of PN and AJ may have its starting point in work that employs
PNs as a representation paradigm for knowledge based architectures to produce
schedules. For example, [Martinez 87] suggests the application of rule-based
knowledge as a control strategy to a system modelled with a PN. Other work exploits
the simulation capabilities of a PN model to implement expert systems based on
hierarchical rules that observe performance parameters from the PN simulation [Tamura
89] [Hatono 91]. Higher control architectures are proposed in [Yan 97] [Yan 98], where
high-level PNs are proposed for the control of FMS based on an expert system

employing dynamic re-scheduling rules and a blackboard organisation.
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However, work in this line focuses on descriptions of scheduling architectures
and the integration of techniques within a coherent framework but pays little attention to
algorithmic techniques based on PN.

For example, in [Camurri 93], a high level description of FMS as a knowledge
base 1s transformed into a coloured PN. The work proposes two scheduling schemes: a
monte-carlo simulation based scheduling scheme and simple/complex dispatching rules
[Camurn 91]. As described in 3.2, these are not powerful enough to couple with the
complexity of FMS. The same can be said of [Tsukiyama 92] where a scheduling tool
based on human-computer cooperative problem solving i1s proposed. The system
proposes PN as a simulation tool over which state-dependent decision rules and
dispatching rules are in charge of build an initial schedule. The schedule obtained can
be modified by human editing.

In [Martinez 89] the basis of a hierarchical control architecture is proposed for
the real-time control of production systems. They represent the problem by means of PN
models. As part of the decision module, they suggest the application of look-ahead
search (heuristic Beam Search), however no algorithm description or results were given.

It seems clear that these papers suggest the benefits of use PN representation for
scheduling paradigms which are related to A/ methods, but lack the definition of A/
based search algorithms that use and exploit this PN representation. Such an affirmation
justifies the aim of this research to provide effective PN based scheduling algorithms as

decision modules which can be integrated within these control architectures.

PN based Heuristic search.

6.2

The discussion above suggests that the combination of PN modelling and Af
problem-solving methods may be a promising way to solve Flexible Manufacturing
Systems (FMS) scheduling problems. Although this integration has already begun, this
research direction is relatively recent and immature.

The following, 1s a review of the existing literature that transforms a PN model
of a FMS into a state-space problem, and applies A7 space search algorithms. It includes
other approaches of interest that are relevant from the point of view of modelling or
integration of technologies. 7able I gives a classification of each work in terms of the

manufacturing system characteristics considered and the scheduling strategy applied.
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Unless specified, approaches consider minimisation of the makespan as the scheduling

objective.

Paper System Buffer
considered constraints

[Hillion 87} Cyclic JSS Infinite

[Hillion 89]

[Hillion 98]

[Proth 96b] Pseudo-Cyclic

[Proth 98] FMS

[Damasceno 98] | JSS Limited

buffer.

[Liu 93]
[Tanida 92] Cychc JSS .
[Gusikhin 93] ' Infinite

alternative

operations

o -

[Dutilleul 98] Hoist scheduling | Null-buffer
problem

[Lloyd 95] JSS Infinite
assembly/
disassembly.

[Shen 92 ] Parallel

[Chen 93] processing with

[Cheng 94] synchronisation

[Abdallah 98] AN Null-buffer
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Buffer Search Method

System

considered constraints

[Shih 91] JSS Limited buffer | Look ahead
alternate approach based in
operations. beam search

[Lee 92] FMS Infinite A*

[Lee 94] alternate
operations

[Sutdhiraksa 96] | Robotic Reachability graph
assembly analysis based on
operations heuristic methods

[Lee 94b] FMS with AGV | Limited AT
transportation -

[Y1im 96] FMS Infinite
alternate

[Chen 93] FMS with | Infinite Irrevocable depth-
alternate routing first search

technique

[Jeng 96] FMS with | Infinite A

[Jeng 98] alternate routing

[Jeng 99]

[Jeng 98 b] FMS with | Limited A™* with limited
alternate routing | buffer. backtracking.

[Xiong 98] Infinite Hybrid search based

in A* and depth
first.

[X10ng 97] JOS Limited Hybrid search based
buffer/ Null- | in A* and depth
buffer first.

[Chiu 97] FMS Infinite Embedded Genetic

Algorithm
[Inaba 98] Assembly Infinite Staged search A ™.

Search reductions.

Systems
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Paper System Buffer Search Method Heuristic Information
considered constraints

[Boutet 98] FMS in Reachability graph
Preliminary

analysis.

System Design

Table 1: Summary of PN based works.

[Gusikhin 93] states that heuristic based simulation remains the more widely used
computer-based scheduling technique for PN. In this work FMS with alternative routing
1s considered. An infinite buffer policy is assumed between any two operations. The PN
model 1s a composition of models of both FMS facilities and technological processes.
Time is deterministic and assigned to transitions. The main contribution of this paper is
the clear view of the combination of PN traditional simulation techniques and AJ
systematic search within the reachability graph. The algorithm proposed employs
stmple chronological backtracking guided by heuristic knowledge when deciding the
next operation to apply. The main problem is that no heuristic function or procedure is

given and no case study 1s presented.

[Sakamoto 1994] considers the scheduling of a JSS (no alternate routing). PN’s are said
to be extended to consider deterministic time (although it is difficult to see that is
anything other than standard timed-PN ). The scheduling approach lies in reachability
tree generation. Being aware of the NP-hard nature of the problem, they suggest a
depth-first approach and a control mechanism for duplicate markings. Although the
paper does not offer anything new, its main contribution seems to be the application
field: Chemical Plants. However, the paper has an elegant description of how the

simulation of time is conducted in a PN model. This type of analysis is missing in much

other work.

[Hillion 87, 89, 98] consider the problem of scheduling a JSS with » different parts and
m machines. The number of parts of each type are manufactured according to a given

production mix and follow repetitive demands in steady state. The PN model follows a
hierarchical approach: A first sub-net, called the Processing Circuit models the

precedence constraints. This circuit is said to be decision free (no possible alternate

routing is considered). A second circuit: the Command Circuit models resources and the
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machine utilisation conflicts among operations. This organisation 1s commonly found in
analytical approaches using disjunctive network graphs.

The scheduling algorithm is based on etfective algorithms obtained for Flow-
shop systems scheduling approaches. It is based on the idea of determining the critical
circuit containing the bottleneck machine, which determines the productivity of the
system. The algorithm employed is heuristic, identifying the bottleneck machine and
trying to guarantee full utilisation of this machine, whilst minimising WIP.

Although interesting, these papers are a clear example of previous results that
are non-extendible to FAMS. Notice that in a JSS, the assignment of operations to
machines is fixed, and hence, given an input rate, it is possible to identify the bottleneck
machine. In application to FMS this has two problems: the random arrival of production
demands and, more criticaly, the unfixed assignment of operations to machines (due to

flexibility).

[Proth 96, 98] consider JSS with alternative operations and assembly processing. The
scheduling approach is based on continuous part processing, in the sense that it is
assumed that the number of parts of each type to be produced is large. To solve this
problem, a traditional decomposition approach based on loading then sequencing is
proposed. The loading or short term planning is solved as a mathematical program. The
scheduling 1s obtained by first reaching a steady state (a minimum initial marking) that
reduces work in process and allows the system to continue by firing the transitions as
soon as they are enabled (Earliest Operation Mode).

The main problem with this approach is the assumption of constant part rates. It
would be interesting to study its response to dynamic job arrivals, which are usually

considered in FMS environments.

[Damasceno 98] also address the problem of JSS (no alternate routes) with limited
buffers by exporting traditional OR research methods to PN models. Due to NP-
hardness, they propose a scheduling method based on Job arrival decomposition. Jobs
are scheduled one after another using dynamic programming taking into account already
scheduled operations. No PN based search is described. In addition the paper criticises

previous heuristic search approaches such as best first A* in [Jeng 98] claiming that it

seems difficult to obtain reasonable bounds for partial solutions and it is improbable that
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the 4* search method can solve large scheduling problems. Such a conclusion seems to

confirm the immature state of the integration of PN and A1.

[Liu 93] also suggest the application of A7 to the control of FMS modelled by PN. The
paper analyses buffer overflow and deadlock problems and suggests the possibility of
scheduling by studying all the possible combinations of firing policies for each
machine. The use of the reachability tree is proposed as a means of detecting deadlock
situations. However, since they are constrained to a small case study, there is no

mention of the difficulty of extending this method to larger FMS formulation.

[Tanida 92] consider cycled JSS with no alternate operations. Scheduling is performed
In terms of the construction of priority lists of transitions, which are ordered by
measures. 'The paper is particularly opaque, specifically the algorithms lack an intuitive
Interpretation. As far as we can determine, the approach followed is simply the use of

dispatching rules to determine the next transition to apply.

[Lloyd 95] considered a FMS with product assembly/disassembly and infinite buffer
capacity. However alternative routing seems not to be considered. A typical PN
modelling procedure is employed where time is assigned to places. A branch & bound
method 1s proposed which includes a method for search reduction by comparing
previously explored markings. As a branch & bound approach, it is only appropriate for

small problems.

[Dutilleul 98] also employed a branch and bound search algorithm for the Hoist

scheduling problem. The major characteristic of such scheduling problem is that they

include operations where the processing times are included between a minimum and
maximum value. This particular property of operations may be found in several kinds of
chemical industry (for example, electroplating). The main interest of this paper is that
the authors indicate that the usual timed PN are not able to model, amongst other things,
a no-wait machine. A PN extension known as P-Time PN [Khansa 96] is proposed to
model these constraints. The advantage is that the constraints for the scheduling
algorithm are automatically extracted from the model. The heuristic function employed

by the branch and bound maximises the production rate by processing the maximum

number of products simultaneously.
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[Shen 92] propose a splitting up approach based on PN structures for the affordable
scheduling of parallel processing in industry. The PN is truncated into sub-nets that are
solved using Branch & Bound procedures. A lower bound based on the longest j0b 18
used to prune non-promising markings. Sub-schedules are joined together for the final

solution.

[Chen 93, 94] is an extension of the previous paper. The problem domain is not FMS,
but parallel processing with synchronisation such as CPU task scheduling and industrial
manipulators. The branch & bound approach uses no heuristic information to select the
next node to expand, although a comparison test is proposed to find previous reached
markings. The branch and bound algorithm, when solving a sub-net, employs
information about synchronisation with previously generated schedules. Both this work
and the previous one are interesting since they show how PN structural and property

analysis are useful in truncating larger problems and guiding search methodologies.

[Abdallah 98] modelled a JSS where the buffer policy is a NULL-buffer, in the sense
that parts can wait in the machines but the machine is not released until the part has
been transferred to the next stage. Although no alternative operations are allowed, an
operation may required multiple resources. Since null-buffering is considered deadlocks
must be avoided. A PN model of such systems possesses structural properties that can
be exploited to generate deadlock avoidance heuristics. A branch and bound procedure
that makes use of this information is used. The branching scheme, however, is depth-
first guided by a two-level dispatching rule. They report successful computational
results with large problems. However, the problem domain is strongly constrained.
There 1s no flexibility and the null-buffer policy leads to many dead markings, which
are pruned. This suggests that the dispatching rule is likely to find a very good first
solution. A pruning method based on comparison with markings that actually exist in

the candidate path for the optimum solution is employed.

[Shih 91] considered the on-line scheduling of cycled JSS with alternative machines and

limited buffer capacity. The target optimisation parameter is earliness/tardiness. The
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