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Abstract

Computing and software intensive systems are now an inextricable part of modern
work, life and entertainment fabric. This consequently has increased our reliance on
their dependable operation. While much is known regarding software engineering
practices of dependable software systems; the extreme scale, complexity and
dynamics of modern software has pushed conventional software engineering tools and
techniques to their acceptable limits. Consequently, over the last decade, this has
accelerated research into non-conventional methods, many of which are inspired by
social and/or biological systems model. Exemplar of which are the DARPA-funded
Self-Regenerative-Systems (SRS) programme, and Autonomic Computing, where a
closed-loop feedback control model is essential to delivering the advocated cognitive

immunity and self-management capabilities.

While much research work has been conducted on various aspects of SRS and
autonomy, they are typically based on the assumptions that the structural model
(organisation) of managed elements is static and exhaustive monitoring and feedback
is computationally scalable. In addition, existing federated approaches to distributed
computation and control, such as Multi-Agent-Systems fail to satisfactorily address
how global control may be enacted upon the whole system and how an individual
component may take on specified monitoring duties - although methods of interaction
between federated individuals is well understood. Equally, organic-inspired
computing looks to deal with event scale and complexity largely from a mining
perspective, with observation concerns deferred to a suitably selective abstraction
known as the “observation model”. However, computing and mathematical science
research, along with other fields has developed problem-specific approaches to help
manage complexity; abstraction-based approaches can simplify structural organisation
allowing the underlying meaning to be better understood. Statistical and graph-based
approaches can both provide identifying features along with selectively reducing the

size of a modelled structure by selecting specific areas that conform to certain

topological criteria.
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This research studies the engineering concerns relating to observation of large-scale
networks of autonomic systems. It examines methods that can be used to manage
scale and generalises and formalises them within a software engineering approach;
guiding the development of an automated adaptive observation subsystem — the
Global Observer Model. This approach uses a model-based representation of the
observed system, represented by appropriately attached modelled elements; adapters
between the underlying system and the observation subsystem. The concepts of
Signature and Technique definitions describe large-scale or complex system
characteristics and target selection techniques respectively. Collections of these
objects are then utilised throughout the framework along with decision and
deployment logic (collectively referred to as the Observer Behaviour Definition — an
ECA-like observational control) to provide a runtime-adaptable observation overlay.
The evaluation of this research is provided by demonstrations of the observation
framework; firstly in experimental form for assessment of the Signature and
Technique approach, and then by application to the Email Exploration Tool (EET), a

forensic investigation utility.
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Chapter 1 — Introduction

Software systems, by nature of their changing development styles, their usage patterns
and ever-developing functionality, are increasing in both complexity (functional and
organisational), and their operational scale (widely distributed systems-of-systems,
where each component is in itself a major software system, and giant monolith-type
systems). As each independent yet interlinked component is tweaked, tuned, or
redesigned to fulfil a new requirement, the overall makeup of the system is affected,
albeit subtly; the net effect that the software system as a whole gradually evolves —
such that its original design and requirements no longer adequately describe its

behaviour, organisation, or possibly even its intentions [1].

In turn, the complexity involved in the design, development and maintenance of such
software systems is ever increasing. This problem is compounded by new generations
of systems that go some way to automating this evolutionary process. Although this
may not — yet — be as advanced as adjustments made by software engineers and
administrators — software is capable of reconfiguration; for efficiency, fault tolerance,
or some other system requirement. This can range from automated adjustment of user
parameters or other configuration item(s), to effectively constructing component-

based systems or employing alternate services/components; examples in [2, 3].

Hence, it is clear that given increasing system complexity; software that can manage
many of its own operations is an extremely attractive proposition. However, although
engineering models and techniques exist that are suited to evolutionary development,
they are based on the iferative concept of co-ordinated dialogue between end-
user/analyst/engineer — governed analyse = design = implement -> reanalyse [4].
Following an engineering framework provides reassurance and guarantees, clear
architecture, and design; facilitating application of post requirements engineering
formal specification to provide proofs of key software behaviour. However, this
approach seems to contrast with the near-organic, continual self-managing process by

which a system may adjust itself; its configuration deviating further from original

design models and specifications.



1.1 Resilient Self-Managing Software via Observation

In order to introduce the area of self-managing software and its relationship to
observation, it is useful to consider the computer science interpretation of Cognitive
Immunity (CI). The notion of CI was first introduced in a DARPA-funded Self-
Regenerative System (SRS) programme in 2004 [5], which outlines four functional
objectives, including CI. The latter was defined as “...introspection on the system's
operation to understand the state, and reasoning about that state to recognise problem
areas or errant behaviour. Further reasoning is then undertaken in order to determine

solutions that will restore the desired system functionality.”

The CI proposals in the SRS programme ranged from high-level architectural
approaches for component management to facilitate failure recovery and component-
trust quantification, through to plans for the specification of learning and repairing
software systems. Given the aim of this research for a generalised software
development approach part-facilitating self-managing systems, the SRS-related work
on developing an software architecture approach [6] was of great interest. Further
research by the same authors [7] showed that the approach aimed primarily to protect
systems from unauthorised actions, sourced either internally or externally. However,
of particular interest was that monitoring of the underlying system was undertaken by
way of specialised instrumentation attachment to system processes. These approaches
relied on a pre-engineered decomposition of important system tasks, identifying

related processes and attaching the required monitors.

Whilst the CI concepts, architecture models and associated techniques were reported
to be beneficial for the design of software-intensive systems, it has only been applied
to small-scale systems including autonomic systems. However, this thesis aims to
explore the applicability of CI to large-scale networks of autonomic systems. As such,
the research must look to address the considerations brought about by the effects of

scaling and complexity on these system-level instruments and observers in particular.



1.2 Motivation: Observation' in Complex Software

Systems

In the interests of clarity, the motivating factors influencing this research will be
broken down into three main categories, further detailed in the following sub-sections.
The first is a brief description of the problem domain’s characteristics — that of
increasing software complexity and scale. The second borrows theory from traditional
Software Engineering and Autonomic Computing to describe desirable properties of
developed software, and why they are so. Thirdly the research motivation is
concluded with an overview of existing software engineering techniques and how

they are lacking in these areas; further narrowing the intended focus of this research.

1.2.1 Software System Complexity

As introduced in earlier sections, “complexity” is one of the characterising features of
the Software Engineering (SE) domain under investigation. Perhaps the simplest
definition is to consider complex software to be: where the operation is not well
specified, and its behaviour is nonlinear (i.e. not easily understood by examining the

behaviour or the specification of the component parts).

Often, this complexity is a product of the sheer scale of a system. It is quite possible
to encounter a complex system composed of many very simple individual
components. Taking the example of an ant colony [8], the important behavioural
characteristics of each type of ant can be observed and recorded, though this does not
provide the observer with an overview of the colony’s (i.e. the entire system’s)
operation. This creates an incomplete design model situation. An observer can know
each component’s behavioural rules; yet understand none of the system’s operation. If
system operation is not well understood, the dangers of unforeseen and apparently
unpredictable effects are undesirable effects. An observer could (due to an
unintentionally-blinkered viewpoint) “tune-up” some component’s operation,

seemingly improving the local situation, while having catastrophically adjusted the

" Throughout this thesis, the term Observer is used in relation to a software system. Unless identified as
otherwise, it is referring to a sub-system or component that is responsible for noting changes in the
state of another component or system and acting accordingly.



behaviour of another dependent component. In other words, it is possible that the
individual components of a system have conflicting concerns and in order for the

whole system to operate satisfactorily, each contributing component must operate in a

less-than (locally) optimum fashion.

These (and other related) characteristics further examined in Chapter 2 complicate the
engineering process; successful software development relies on clear requirements
and a complete design model. A software engineer may be working on a component
in a large and complex system, whose behaviour is governed by the interaction of
various individual software components. While they each may have well-specified
design plans, behavioural models, coding APIs, and unit test results; this does not
mean that the software engineer will have a clear and complete overall system design
model. Any system-wide software created with an incomplete understanding will not

necessarily operate in the best interests of the system.

Leading on from this, the next section introduces a set of properties and
characteristics desirable in these software systems, which provide a conceptual guide

to how some of these issues of complexity may be overcome.

1.2.2 Autonomic Software

Whereas the previous section concentrated on some of the issues surrounding
software systems complexity, this section brings in some of the concepts from related
work that looks to delegate the management of system complexity to the software

system itself.

The first, and possibly most well known of these conceptual models is that of
Autonomic Computing (AC), first discussed in 2001 by Paul Horn of IBM [9]. AC 1s
aimed primarily at distributed software systems, and aims to tackle the complexity
associated with the immense interconnectivity and management of these software
systems. Kephart and Chess, also of IBM [10], pointed out that while there is a great
deal of power in the ubiquitous nature of computing devices and their common

standards for interconnectivity; directly managing the resulting system architecture



and its dependent components is too complex for an engineer (or team of engineers)

to contemplate.

The Autonomic Computing ideal is inspired by the autonomic nervous system of
mammals, and suggests that software systems should self-manage without any
conscious (i.e. engineer/operator) intervention. This led the way for a whole host of
self-something buzzwords (collectively termed self-star / self-* [11]), above and
beyond the initial “Self-CHOP” characteristics proposed by the IBM initiative, which
were Self-Configuring, Healing, Optimising, and Protecting. The notion of the Self-
Healing and Configuring characteristics is a particularly attractive proposition as a
method toward equipping complex software systems with a degree of Cognitive
Immunity. The next section aims to give an overview of how traditional engineering
models are ill equipped to deal with these notions, and outline the difficulties of
adopting the Autonomic Computing approach in a traditional software engineering

scenario.

1.2.3 Lack of Engineering Support and Model

This section gives a brief overview of some traditional software engineering methods
and how they are lacking or inappropriate when it comes to the development of
support software for large-scale and complex systems. Software engineering is a
discipline concerned largely with the development and support of an engineering-style

approach and related processes to aid in the building of software systems.

While there is some dispute [12, 13] about the formal use of the “engineering” term,
various UK-based engineering councils and guilds are recognising that their
membership schemes can extend to Software Engineers. Regardless of the (non)
clique surrounding the engineering-derivation, there is little doubt that many Software
Engineers also work within a sub-discipline of Computer Science, concerned
specifically with the formalisation, modelling, development and use of engineering
concepts to the various aspects in a software system’s lifecycle, from analysing
through to testing [14]. As such, software engineers look to formalise, standardise;

produce and use methods that lay down best practice to software development

problems.
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Analysis and Formalisation of Fixed Requirements

Traditional “waterfall” SE techniques rely on a firm set of requirements, the ability to
formalise those requirements for future use in verification and validation, and a
development cycle that refines and designs a software system based on the all-
important system requirements. While this cycle adheres to traditional engineering
techniques, it is inflexible to requirements changes throughout the development, let
alone after software deployment. As such, changes during development combined
with cost and other constraints can lead to patchwork-type modifications during the
development, and ever-changing requirements, often known as requirements, scope or

feature creep [15].

Evolution of the traditional waterfall approach led to techniques more flexible to
change during development, such as iterative models [16], various examples of which
are found in agile development [17]. These model types retain a linear backbone, but
assume that requirements will change during development; as it is natural that
requirements become more fully understood and refined [18]. As such, development
cycles operate in short iterations; relying on rapid analysis, design and prototyping,
which provide (with end-user support) feedback and information to the next
development iteration. However, even iterative development models rely on a
requirements (re)acquisition, or refinement phase, followed by a redevelopment
phase. These development approaches do not take into account the architecture,
design, maintenance and testing of software that can evolve and alter its own

configuration during runtime [19].

This does not render existing SE models (nor an engineering-based approach)
irrelevant for large, complex and evolving (i.e. dynamic) systems. However, it is clear
that the translation from analysis/requirements phases to implementation may not be
as rigidly connected to the implementation and testing as in a static system. The next

subsection will look at SE modelling and architectural approaches that attempt to

cater for runtime dynamism.



Runtime Adjustment and Requirements

The previous subsection gave a quick overview of software development for fixed
requirements within a well-understood problem domain. This section will give a
similar review of engineering approaches that permit runtime adjustment or some

degree of dynamism in developed software.

Firstly, policy, rule-based, and other related software systems go some way to
creating a layer of indirection between “system requirements” and “implementation
concerns”, allowing for a flexible runtime environment that can operate in accordance
with a user-defined set of boundaries. Runtime inspection of system state is used to
calculate suitable behaviour based on (typically design-time specified) goals/rules,
enabling adaptive behaviour. At a small scale, rule-based software is capable of
sophisticated reasoning and associated behaviour; adaptive to some extent to its
environment against a set of goals [20], and approaching a large scale via component
composition and re-use [21]. Equally, such work has been extended (via, for example,
Agent-based systems with its specified dialogues [22]) to provide a degree of
autonomous control over multiple elements within distributed systems, where manual
per-component management would be too complex and/or costly [23]. Agent system
architectures rely on global system policy taking the form of a basic knowledge-
oriented goal approach [24] and are no doubt extremely useful as a form of self-
management; whereby system configuration is best expressed as a set of global
policies or rules. This approach allows elements to tailor their response appropriately

to deal with local conditions whilst retaining some form of global system control.

However, these types of system architecture do not easily support overseeing
observation, engineered co-operation, controlled configuration and optimisation [25].
The components’ autonomy enforces behaviour based on assessment of local
situations and system-wide goals or constraints; they effectively operate as
independent components with a degree of governance via a system goal/rule-set. This
architecture makes a good model for distribution of computation loading; each
component or agent is responsible for managing its own domain, controlled by system
rules. However, this creates difficulties in terms of adopting a responsive, scalable

approach for observing and adapting (e.g. tuning) component rules based on system-



wide overseen observations. System-wide observation and feedback controlled self-
configuration and optimisation is hindered by the relative independence of each

component and variability of design.

With such a large number of widely-distributed components, identifying areas in
which to monitor the system and obtain feedback is not an easy task; with selection
influenced by the organisation of components, the current system state and a
multitude of system-specific concerns. While there are techniques that are applicable
for engineers to model a large monitoring and feedback system, there ts limited
engineering support to guide the overall design and structure of such systems. In
summary, a Software Engineering approach that combined tested engineering practice
and could integrate research ideas and approaches associated with Cognitive

Immunity would help in the development of self-managing/configuring systems.

There are still limitations in applying current SE approaches to this problem domain,
as detailed above, and there will be issues in applying new (to the field of software
engineering) techniques associated with large-scale and complex systems, which will

be outlined in the next section.

1.3 Challenges

As discussed in the previous section, many of the motivating factors for this research
project are indeed research challenges in their own right. However, as outlined below,
this thesis focuses on a smaller subset, namely:

e Scale — The challenges associated with modelling a system whereby an
exhaustive model is desirable, but the system size presents difficulty in
exhaustive modelling. The proposed approach suggests that a suitable
abstraction must be found; furthermore, the observation subsystem should be
responsible for its automatic selection and management.

e Complexity — can manifest itself in many different ways; primarily that overall
system behaviour and structure is more than the sum of its parts [26].
Observation must look to effectively reduce complexity, concentrating on
relevant areas. Emergence, discussed in more detail in Sections 2.2.3 and

2.2.4, presents further complications, both structurally and behaviourally.



e Evolution — Many software systems may change — or evolve — during their
operation. When this change occurs at runtime, this presents a problem to
those subsystems or components wishing to monitor, or even model them.

e Formalising the approach — Given the nature of complex systems, it is likely
that an approach that works well in one domain is not necessarily transferable
to another. As such, the final significant research challenge is the specification

and generalisation of any methods devised to manage the previous challenges.

1.4 Approach

Building on established methods for software design [14, 17, 27], Autonomic
Computing [9, 28, 29], and graph theory [30-32]; this research examines how to
extend existing autonomic software design methods to equip next generation software
systems with scalable observer capability for Cognitive Immunity in large-scale
networks of autonomic systems. This encompasses a range of concerns, including:
e I[dentification of issues that complicate the management of large-
scale/complex software systems — preliminary literature/practice review.
e C(ollection and evaluation of techniques used for system complexity
management — literature/practice review.
e Collection of relevant current software engineering systems practice —
literature/practice review.
e Investigation of how the above techniques can be integrated to make a
software engineering process — the application of the research.
e Investigation into large-scale/complex software applications and their
common characteristics - Use this to generalise the findings to increase
applicability.

e Evaluation of final methods using a case study.

This research examines some of the significant concerns in the development of self-
managing complex software systems. It is embarked on with an understanding that
there is significant research already undertaken in the areas of goal-driven. rule-based
software. Equally, there is a developing understanding of methods that can be used to

manage and simplify certain complex structures. The research therefore looks to



formalise a development framework for defining, detecting and applying these

practices at runtime to create an adaptive observation subsystem capable of managing

large scale and complex systems.

As such, this necessitates the following contributory aims, drawn from the tasks
outlined earlier:
* Collection of current software engineering observer design and practice

* Detail the conclusions drawn from evaluation; suggested refined approaches

The remainder of this section will look to provide further detail on those tasks that
involve collection of current practice and research, and provide an overview of the

scope of this research.

1.4.1 Objectives

In order to conclude the purpose of the project approach; the aim is that it should
assist software engineering of large and complex systems, and as such, the main
objectives of this research project are as follows:

o Identification of significant issues that complicate the observation
management of software (and indeed software engineering as a whole) of a
large scale and with complex system structures.

e Investigation into methods that can integrate complexity management and
software engineering’s approach to observation.

e Specification of software engineering and programming model for designing
observers within large scale and complex systems

e Evaluation of methods; case studies and real world applications

1.4.2 Scope

This work has two distinct lines of research, each a large and well explored field in its
own right. In this section the focus points in each area will be 1dentified, in addition to

linking the two areas together to explain the overall research perspective.
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The first of these areas is the study of complexity, with its many sub-fields, many of
which feature heavily in Chapter 2 and Chapter 3. The second somewhat distinct areas
of study are Computer Science, Software Engineering, their connected disciplines and
relevance to complex systems. The other chapters look to tie the two subjects together

with the application of complexity management techniques in a software domain.

Complexity is a wide and well-studied field, with significant contributions from areas
such as natural sciences (e.g. [33, 34]), business and information systems study (e.g.
[35, 36]), and particularly importantly for this work, mathematics and graph theory
[37-39]. Each of these fields looks to provide a method of understanding or even
managing complexity; be it in the form of a simplistic statistical measurement, a
system modelling approach, or simply a variety of observations describing one system

from a variety of perspectives.

The relevance to this research is concerned with extracting a desired (and therefore
simpler) subset of data from the complex system, or to influence the operation of the
system in a controlled and limited manner, managing otherwise unpredictable global
actions. This may range from the use of an algorithm to derive a measure from a
system, or a modelling approach that divides a complex system into several
subsystems with constraints on their interactions and responsibilities. As such, in this
work, it is the mathematical and graph-based complexity-management approaches
that are of most direct value, as mathematical algorithms are, after all, the most

directly translatable to lines of code.

It would be short-sighted to assume that Computer Science is entirely distinct from
the study of complexity; there is necessarily much overlap as the target systems have
many common features [40]. However, it is the differing focus of computer science
used as the separation criterion in this thesis. CS focuses on the study of applying
many different techniques within computer systems, whereby complexity
management techniques are “only” one such set of techniques. More specifically. the
thesis is focused particularly on Software Engineering as a sub discipline; with
particular note to the specification and design guidance it provides for the observation

of system components and complete systems.

1



As discussed briefly in Section 1.2.3, SE as a whole specialises in techniques used in
the development of software systems; at its broadest, from overall project
management through to the maintenance of previously developed software. Given the
types of software under investigation, the thesis design is influenced by the subset of
software engineering models that acknowledge the evolutionary nature of complex
software, both in design and at runtime. This considers traditional engineering-rooted
approaches and designs [14, 21], along with iterative and evolutionary engineering
models [17, 41, 42], and those that support runtime dynamism, such as dynamic
composition approaches [21]. This wide scope is considered in order to try to examine
the areas in which the complexity management techniques are relevant to system

observers; through from design-time analysis to runtime adaptation.

The thesis will look to include relevant background information from both these areas
of research as and where required, and will particularly focus on techniques in the
mathematical management of complexity, in order to better understand the way 1n

which it can be applied.
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1.5 Main Contributions

As outlined previously, the thesis documents a body of work aimed towards the
development and refinement of a software engineering process to support the design
and implementation of observation subsystems intended to monitor large-scale, self-
organising and complex system structures. To this end, this thesis presents a number

of novel contributions to the field including:

» Collation of research relevant to the problem of modelling and observation of
large-scale and complex structures, including a preliminary investigation into
existing metrication of defining characteristics for large scale and complex
structures, along with the related software-specific concerns.

* Definition of a scale-free detection metric, based on existing work by Cohen and
colleagues in Acquaintance Immunisation [43].

e Specification of a Global Observer Programming Model and associated software
engineering support. The programming model specifies the key programming
concerns along with implementation guidelines for a global observation system
for large-scale, complex and dynamic software systems and datasets.

e Specification of a high-level software engineering framework for this
programming model; comprising architectural overviews, generalised software
designs, and implementation examples for key components such as the adapter
interface with the observed system.

e Definition of a runtime-adaptable Observation Behaviour language in XML,
providing a runtime-evaluable specification of the connections between and
concerns of the various observation subsystem components. This, along with
design and implementation guidance is intended to assist with the development
of runtime-inspection and adaptation “plug-ins” and components for the
observation framework.

e Development of a prototype email and social network visualisation tool. While
the primary research value of this tool is centred in Computer Forensics, it has

provided a useful evaluation and a contributory reference implementation for the

global observer programming model.
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1.6 Structure

This chapter has given a brief introduction to the research work; its inspiration and
where it fits into the fields of computer science, software engineering and research

related to complexity management. A detailed breakdown of the format of this

research work follows:

Chapter 1 introduces the thesis, giving firstly a brief overview of the motivation for
the work and an outline view of the challenges involved. The research approach and

relevance is detailed, before summarising the main contributions.

Chapter 2 provides background information and a literature-review-style overview of
the elements of complex systems that have guided this research. The first half of the
chapter gives an overview of large-scale and complex “features” and a brief review of
management techniques; the second half conducts a review of both established and
state of the art SE and/or general management techniques for the “systems-of-
systems” that govern this research, covering topics such as ULS, Autonomic and

Organic Computing.

Chapter 3 discusses some of the problems and potential solutions as regards
observation within a complex model. This chapter continues the viewpoint-dependent
complexity theme and begins to examine the creation of abstract models, discussing
differences in model creation between complete-design functional decomposition and
assembling a design “bottom up” from individual components. This complication
leads towards graph theory as a method by which complex structures can be
represented as graphs and simplified by suitable measures. The chapter concludes
with a discussion of scale-free connectivity, its frequent occurrence in complex
systems; finishing with examinations of how the connectivity can be detected
(including the author’s metric), and how the connectivity’s strengths and weaknesses

can be exploited, concentrating on Cohen’s Acquaintance Immunisation.
Chapter 4 begins to address the aims of this research by examining the notion of a

complex and large scale observer model, discussing the OO Observer pattern as a

starting point. The approach taken is to look at an architectural specification that
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would permit an observer to operate on large-scale and/or complex systems, and to
detail an approach that would manage some of the significant concerns associated
with large scale and complex systems. Out of the requirements presented in the
chapter, the research concentrates on the management of scale and complexity;
adopting a model-based observation view of the system. The architecture proposes
that system characterisation/identification, reasoning/planning/determination, and
observer deployment should all form significant components within the system. The
chapter concludes with a brief description of the Structural Observation Framework,

and its requirements.

Chapter 5 refines the previous architectural specification, and presents software
designs for the significant components within the structural observer system. This
involves a detailed consideration of the Signature and Techniques, key building
blocks towards the goal of Typed Observation, and how they will interact with the
large scale and complex systems, represented in the observer model as simply a large

structure, composed of Modelled Elements.

Chapter 6 completes the design of the structural observer system by an assessment of
generalised observation policy specification, the manner in which signatures and
techniques can be associated, and how the system-level observer units can be
deployed about the system. The chapter is brought to a close with a summary of the
presented designs, plus a formalised view of execution detail for some of the system’s

main processes.

Chapter 7 further develops the designs presented previously, and examines the
concerns regarding adapting the framework’s behaviour at runtime. This involved a
detailed consideration of the designs thus far, along with identification of the areas of
the system that made up the basic runtime process. The chapter then proposes the

Observer Behaviour Definition, which is based on the reduction of key observation

processes to an ECA-type specification.

Chapter 8 opens with a discussion of the considerations required to translate the
OBD specifications between their evaluative-type objects and XML representation.

considering implementation issues regarding exposure of observer functionality and
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data. It concludes with an OBDXML specification, which takes the form of an XML

schema definition and then presents some use-case discussions surrounding the XML

strings.

Chapter 9 provides an evaluation of the proposed observation framework, assessing
and demonstrating the effectiveness of the signature matching mechanism. The
approach taken is to try and evaluate and validate the components of the approach;

progressing onto a case study which applied the model within a software system

developed by the author.

Chapter 10 concludes the thesis, outlining the research approach and explaining how
it developed into the contributions of this work. This chapter closes by outlining some

of the areas of research that are considered suitable further work.

16



Chapter 2 — Autonomic Software Control

As discussed in Sections 1.2.1 and 1.3, software complexity continues to be the
subject of many different research areas, including biological, social,
business/information systems, along with mathematics and computing, with
considerable interest overlap between fields. In regard of software complexity,
complex systems are largely characterised by their many-component composition and
non-linearity; therefore most easily understood at an architectural and design level via

abstract descriptions [44].

From a software management perspective, complexity of system design, structure or
behaviour directly affects complexity involved in monitoring the system.
Furthermore, monitoring a large-scale system with li