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ABSTRACT

Pulse width modulation (PWM) strategies for multilevel multiphase ac drives have been analysed in this
thesis. The large amount of published work in the area of multiphase drives recognises their advantages
compared to the standard three-phase solutions. Some of them are improved power sharing capabilities,
increased reliability and fault tolerance. However, in the most of these works two-level inverters were used for
supply of multiphase machine. Also, huge amount of research has been done in the area of multilevel inverters.
Nowadays, three-phase multilevel inverters are in use in high-power applications. However, the ideal scenario
for high-power applications is supply of a multiphase machine from the multilevel inverters. So far no negative
consequences of combination of these two topologies, apart from increased complexity of the system, have been
identified, and this topology is the subject of this thesis.

The analysed topology is a multiphase machine with star-connected stator winding, supplied by a
multilevel voltage source inverter. As the main envisaged application of such drives is in high-power systems,
the efficiency is the most important issue. Because of the increased number of phases and increased number of
levels of the inverter, proper control of such a system becomes more complicated. In this thesis both commonly
used modulation strategies, carrier-based and space vector PWM, are analysed. Carrier-based strategies are
easily extendable and applicable for a system with any number of phases and any number of levels. However,
the number of possible switching states of the inverter that should be analysed in space vector modulation is
where n represents the number of phases and / is the number of levels of the inverter. The applied method of
analysis of the space vectors is through the vector space decomposition approach. This means that, in a
multiphase case, more than one plane must be analysed simultaneously. Dealing with such a high number of
combinations while satisfying reference requirements in more planes represents the main problem for
development of the space vector algorithms. Hence, the space vector algorithms have to be analysed
independently for each case and hence, in the thesis, five-phase and seven-phase three-level cases are elaborated.
However, there are some general steps that can be applied, and those steps are described in the thesis. Because of
the simplicity for implementation of carrier-based algorithms, detailed comparison of analysed space vector and
carrier-based modulation strategies is conducted.

Five modulation strategies have been analysed for each case, five-phase three-level and seven-phase
three-level topology. The strategies are compared theoretically, through the analysis of applied switching
sequences, their regions of application and times of application of each switching state. The other method of
comparison was through the time waveforms and through their spectra. Commonly used quality indicator of a
signal, total harmonic distortion (THD), has been also calculated. The equivalence of one carrier-based and one
space vector modulation strategy, for both cases, is confirmed. These strategies produce at the same time the
minimum current THD. Regarding complexity, it is shown that carrier-based realisation is much simpler and
thus is favourable for practical implementations. All results are confirmed by simulations and experiments and
the results were always in good agreement.

Because of importance of the THD as a parameter in the analysis of the modulation strategies, the last
part of the thesis considers and derives analytical formulae for leg and phase voltage RMS and THD. It gives
analytical solution for produced leg voltage THD for an inverter with an arbitrary number of levels. For the

phase voltage THD, two- and three-level cases with any number of phases are covered.
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Chapter 1

INTRODUCTION

1.1 PRELIMINARY CONSIDERATIONS

Requirement for variable speed operation is of the primary importance in industrial applications. In the
beginning, due to simplicity of speed control, only dc machines were in use. For this purpose ac machines were
limited to operation at the fixed speed, determined by the construction and the grid. However, ac machines have
a lot of advantages, compared to dc machines. Some of them are simplicity of the construction, absence of
commutators and brushes that make dc machines unreliable and unsuitable to operate in dusty and explosive
environment, and almost maintenance-free operation. These characteristics of the ac machines make them very
desirable in industrial applications.

Utilisation of induction machines (IMs) is nowadays so widespread that they represent the biggest
consumers of electrical energy worldwide. One interesting data from early 80s says that almost 70% of total
electrical energy consumed in the USA was used to drive electrical machines, and more than 90% of that was
used by ac drives that were operated at fixed speed [Bose (1982)]. Development of power semiconductor devices
allowed operation of ac machines at variable speed. Progress in insulated-gate bipolar transistors (IGBTs) in the
beginning of the 1990s made inverters highly efficient and applicable in wide range of applications and
environments. This allowed replacement of the dc machines with ac machines, and also operation of currently
used ac machines at variable speed, by supplying them from an inverter. In [Malik and Kluge (1998)] it is
reported that 97% of the installed medium-voltage (M-V) motors operate at fixed speed, and only 3% are
variable speed drives. Application of adjustable speed drives to many process control applications can result in a
substantial saving of energy. An interesting fact related to the efficiency and power saving is that replacement of
fixed speed M-V motors with variable speed drives results in a payback time of investment from 1 to 2.5 years
[Schmitt and Sommer (2001)], and projected life-time of such systems is usually much longer.

Usage of inverters has a lot of consequences in industry. For example, ac machines are not necessarily
constructed for 50Hz operation, and they can be adapted and optimised for a certain application. Also, ac
machines are not any more limited to three phases, as they were limited by the grid supply. Voltage source
inverters (VSIs) are predominantly in use in practice. Something that was a problem in the early days is more
complicated control structure of ac machines, but with new digital signal processors (DSPs) this problem has
been overcome.

Utilisation of multiphase machines is one of the solutions for improving performance in high power
applications. Since power limitation ratings are per phase, utilisation of more phases allows obtaining of the
higher power structures. Typical applications where multiphase machines are viable solutions are ship

propulsion, railway traction, electric and hybrid electric vehicles, the ‘more-electric’ aircrafts, and the high-



Chapter 1 Introduction

power industrial applications (rolling mills, compressors, etc.) [Levi et al. (2007), Levi (2008)]. It should be
noted that the predominantly utilised configuration of supply in variable-speed drives consists of two-level
voltage source inverters at low voltage levels. However, current industrial standard in M-V variable speed drives
is utilisation of multilevel (predominantly three-level) VSIs in conjunction with three-phase machines
[Rodriguez et al. (2007)]. Utilisation of multilevel inverters in medium-voltage applications was the only
solution to overcome shortcomings of used components, whose maximum voltage ratings are usually
insufficient. This is the second way for increasing the system power ratings.

Utilisation of multiphase machines supplied from multilevel inverters is currently under development, and
still has not been used in practice. At present it seems like the most logical way forward to combine benefits of
both multilevel inverters and multiphase machines. This requires suitable supply control algorithms. Therefore,
control algorithms, i.e. pulse width modulation (PWM) strategies, for single-sided supplied multiphase machines
with star-connected winding with isolated neutral point, using multilevel inverters, have been investigated in this
thesis (Fig. 1.1a). However, there is one more possible drive structure that can be used to achieve multilevel
operation. In this case machine is supplied from two inverters. Namely, there is no star point, and the other
terminals of the stator windings are also accessible and connected to the second inverter. The inverters can be
two-level or multilevel. This topology is known as dual-sided supply or open-end winding configuration
(Fig. 1.1b). This structure was focus of another research project that ran in parallel with this one at LIMU [Bodo
(2013)]. The intention in this thesis was to cover only multiphase machines/inverters with an odd number of
phases, namely five- and seven-phase structures. Even phase numbers and asymmetrical machine configurations
are thus beyond the scope of this project.

The inverters are controlled digitally by pulse width modulation algorithms. Output voltage is governed
by the fundamental of the output pulse sequence. In essence there are two main approaches to VSI PWM control.
The first one is carrier-based (CBPWM) and the second one is space vector PWM (SVPWM). SVPWM is
nowadays more popular for investigation, but not for implementation, where CBPWM is the dominant one,
because of its simplicity. Since the electrical machines are one of the main energy consumers, it is very
important to control them properly and improve their performance as much as possible.

Considered type of the machine in this research is an induction machine with sinusoidally distributed
windings. The overall aim of the modulation strategy in this thesis is thus to produce sinusoidal output voltages,

with the minimum harmonic distortion, and with minimum switching losses in the inverter. Sometimes some
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Fig. 1.1: General topology of a multilevel inverter supplying a multiphase load/machine: a. single-sided supply
of a multiphase machine, b. open-end winding configuration.
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additional requirements are imposed, such as balancing of the voltages of the dc bus capacitors in certain
multilevel inverter structures, elimination of the common mode voltage, minimisation of current ripple,
minimisation of the torque ripple, etc. Some of these additional requirements will also be analysed, when
appropriate.

A short overview of the multiphase machines and multilevel inverters, with emphasis placed on the

relevant modulation strategies, is given in the following section.

1.2 AN OVERVIEW OF THE MODULATION STRATEGIES

Utilisation of multilevel inverters for supply of multiphase drives is nowadays of great interest, since
advantages of multiphase machines and multilevel inverters complement each other, leading to drive systems
with better performance, compared to the existing solutions. Hence, construction of the modulation strategy that
will make use of as many as possible good characteristics of both multiphase machines and multilevel inverters
is a real challenge.

One of the first investigations of inverter-fed multiphase machine can be traced back to the late 1960s
[Ward and Hirer (1969)]. The obtained benefit was a reduced amplitude of the torque ripple in a five-phase
machine, compared to a three-phase machine. This was given as a simple solution for torque ripple reduction
using 180° conduction mode of operation. For applications with strict torque requirements PWM was advised.
Nowadays, when inverters easily operate at high PWM frequency, this benefit of multiphase machines is not
relevant. The other main advantages of multiphase machines that are still equally valid as in the early days are
[Levi et al. (2007), Levi (2008)]:

e distribution of power over a phase number higher than three, so that for the given semiconductor

ratings it becomes possible to realise a drive with the higher overall power rating; and,

¢ much better fault tolerance than with three-phase machines, since it is possible to continue operation

of the machine with the rotating field, using modified control strategies, as long as there are at least
three healthy phases regardless of the phase number.

Utilisation of multilevel inverters as the supply source results in some specific advantages such as
[Rodriguez et al. (2002), Wu (2006)]:

e increase of the operating output voltage of the inverter for the given semiconductor voltage ratings;

¢ reduction of the dv/d¢ and total harmonic distortion (THD), due to the achieved output voltage

waveforms with more steps of lower value;

e possibility to operate with lower switching frequency (reduced switching losses);

e input current can be with very low distortion;

o multilevel inverters enable post-fault operation;

e they are usually of modular structure, etc.

Some of disadvantages of multilevel inverters are [Seyed (2007), Panagis et al. (2008)]:

e voltage unbalance problems;

¢ unequal current stresses on semiconductors;

¢ higher implementation cost;

¢ reduced reliability due to an increased number of components; and
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e more complex control algorithm.

Three multilevel inverter topologies that are commonly used in practice and that have found a place in
commercial applications are: diode-clamped or neutral-point clamped (NPC); capacitor-clamped or flying
capacitors (FC); and cascaded multi-cell with separate dc sources, cascaded H-bridge (CHB) topology
[Rodriguez et al. (2002), Wu (2006)]. Multilevel inverters are nowadays widely used in conjunction with three-
phase drives [Wu (2006)]. However, multiphase machines are commonly supplied from two-level inverters. One
comprehensive review in this area is given in [Duji¢ (2008)].

Both approaches to PWM, carrier-based PWM and space vector PWM, are in use for multilevel inverters.
CBPWM techniques simply extend two-level approach to multilevel, and two commonly used approaches are
with level-shifted and with phase-shifted (PS) carriers [Wu (2006)]. Level-shifted carriers, further, can be with:
all carriers in phase, phase disposition (PD) type; with a certain phase of carriers when they are above zero and
with opposite phase when they are below zero, phase opposition disposition (POD); with carriers that
alternatively change phase, alternating phase opposition disposition (APOD). These are the basic multicarrier
dispositions, and some hybrids can be constructed also. Level-shifted disposition is natural modulation for diode-
clamped VSIs, while phase-shifted disposition is natural for cascaded H-bridge and flying capacitor multilevel
VSI topologies. On the other hand, extension of space vector modulation techniques from two to more levels is
not straightforward. This is the reason why there is not any common classification of SVPWM strategies. Space
vector algorithms directly apply chosen switching states to the inverter output. The number of possible switching
states of a VSI is defined as ", where # is the number of phases and / is the number of output voltage levels per
inverter leg. This gives exponential increase in the number of switching states as both the number of levels and
the number of phases increase, and this represents the main problem in development and application of SVPWM
algorithms. Nevertheless, some SVPWM methods are in use in industry for three-level VSIs supplying three-
phase drives [Kouro et al. (2010)], although CBPWM dominates.

The first paper that gives analytical solution for multicarrier PWM strategies by comparing output leg
voltage spectrum using 2-D Fourier approach is [Carrara et al. (1992)]. Basic carrier dispositions were compared
and PD is favoured as one that will produce the minimal components in the phase voltage spectrum. Detailed
analysis of CBPWM methods is given in [Holmes and Lipo (2003)]. Techniques are compared analytically using
2-D Fourier approach for signal spectrum calculation. Used approach is similar to the one presented in [Carrara
et al. (1992)], but it is a little bit simplified. Two-level as well as multilevel CBPWM modulation strategies are
analysed. Analysis is again based on spectrum calculation for single leg. Phase voltage spectrum can be obtained
from leg voltage spectrum in a simple manner, and phase voltage characteristics are shown for single- and three-
phase systems. Some additional works show that the same results can be obtained for different inverter
topologies using different carrier-based techniques. One such comparison of multicarrier PWM strategies for
multilevel inverters is given in [McGrath and Holmes (2002)], where it is shown that diode-clamped and
cascaded H-bridge structures with the same or different dc voltages can perform equally if appropriate
multicarrier disposition is applied.

Space-vector approach was originally used as a concept for three-phase machines. The first paper that
introduced vector space decomposition (VSD) approach, and practically allowed utilisation of SVPWM concept
for multiphase machines is [Zhao and Lipo (1995)]. SVPWM method performs selection of appropriate

neighbouring space vectors around the reference space vector in the a-f plane and determines their dwell times
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in such a way that the average value of the applied vectors equals the reference in each switching period. Since
every chosen space vector has its projections into the other planes as well when the phase number is five or
more, avoidance of the appearance of the undesired low-order harmonics requires that all planes are considered
in the process of active space vector selection and dwell time calculation.

For the first space vector modulation strategies, for two-level three-phase systems, correlation with
CBPWM was obvious, and it was confirmed by [Holmes (1992)] that SVPWM has identical performance as the
CBPWM with min-max injection. Equivalence is shown also for the multiphase two-level case by [Duji¢
(2008)]. However, since direct control of switching states and some other advantages stem from different view
of the problem, such as separation of harmonics into the mutually independent planes, space vector approach is
still extensively in use and is still of the high interest.

The multilevel inverters were firstly applied to the three-phase machines. In a three-phase system only the
a-f plane exists, so all sphce vector strategies use graphical approach. Some strategies do not apply
transformation and analyse problem in 3-D space, where each axis is characterised by output leg voltage
[Celanovic and Boroyevich (2001), Prats et al. (2003), Franquelo et al. (2006)]. However, in [Celanovic and
Boroyevich (2001)] the problem is simplified to a 2-D plane since the sum of leg-to-leg voltages is zero, while
other two references carry out analysis in the whole 3-D space. The problem with these approaches and usage of
Euclidean coordinates is that the phase voltage space vector redundancy is not visible in a straightforward
manner, as it is after space vector transformation. The other strategies, that use transformation, usually reduce to
the determination of the triangle in which the reference is. All three-phase SVPWM strategies use the concept of
the nearest three vectors. The aim of majority of these works was to give a general solution for any number of
levels. One of the most cited and practically accepted as a universal three-phase SVPWM algorithm is
[Celanovic and Boroyevich (2001)]. However, it does not give the complete solution, and some assumptions
have to be used.

The comparison between CBPWM and SVPWM has been conducted for three-level three-phase case, and
for multilevel three-phase case by [Wang (2002)] and [McGrath et al. (2003)], respectively. The common
conclusion is that the space vector-like performance can be obtained using CBPWM with proper injection.

The first attempts of use of space vector concepts for multilevel multiphase drives followed three-phase
algorithms. Hence, only the first plane was considered and only three space vectors were taken into account. One
such algorithm is given by [Song et al. (2006)], for the five-phase three-level VSI. The consequence of using
only three space vectors and not considering the other planes in a multiphase system is presence of the numerous
low-order harmonics. Another group of algorithms that are aimed for a torque ripple minimisation [Huang and
Corzine (2008), Hutson et al. (2008)], suffer from the same problem. The first paper that recognises problem and
gives a complete solution using vector space decomposition method is [Gao and Fletcher (2010)]. This space
vector algorithm is given for the three-level five-phase case. Both planes are taken into account and the
algorithm provides cancelation of the space vector projections in the second plane, in order to provide sinusoidal
output. The paper does not give a universal solution for an arbitrary number of level or phases, but it gives a lot
of ideas that can be used for that purpose.

Another aim in developing space vector algorithms is generalisation for the multilevel multiphase case.
First papers that give a universal PWM algorithm for multilevel multiphase case are [Lopez et al. (2008b), Lopez

et al. (2009a)]. The algorithms use multidimensional space and matrix representation of the variables. An
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entirely different possibility, that comes as a consequence of a series of investigations for single-phase
modulators [Leon et al. (2008a), Leon et al. (2009a)], but now applied on per-phase basis in a multiphase system,
has been elaborated in [Leon et al. (2010b)]. However, all of these algorithms do not use transformation of the
variables and do not consider either a-# or x-y planes, and are, actually, closer to the carrier-based approach.

As it is already mentioned in section 1.1, another way of obtaining multilevel operation is open-end
winding configuration. One of the first papers that introduced open-end winding configuration is [Stemmler and
Guggenbach (1993)], and it was analysed for overcoming some of technological problems. The dc sources can
be connected or isolated and advantages of isolated sources are also discussed here. Further, this structure was
investigated by [Corzine et al. (1999)], where it was favoured when compared to the single-sided structures,
since there is no capacitor voltage balancing problem and since the structure is simpler. Previously mentioned
works considered three-phase machines and the first papers that apply open-end structures to multiphase
machine were for a double star six-phase machine [Mohapatra et al. (2002), Mohapatra and Gopakumar (2006)].
However, these papers were not aimed at investigation of multilevel operation. The analysis of multilevel
operation that can be obtained with open-end winding structure for symmetrical multiphase machines has started
only recently, and some of the first results in this field are given by [Jones et al. (2010), Levi et al. (2010)].

For dual-sided supply structure, the number of switching states is given with /,"-,", where /; and /, stand
for the number of levels of the 1* and of the 2™ inverter, and » represents the number of phases. It can be seen
that the number of switching states significantly increases with an increase in the number of phases and number
of inverter voltage levels, so that development of space vector modulation strategies for open-end winding
structure seems to be more involved. Detailed analysis of this topology and modulation techniques that can be

applied is available in [Satiawan (2012), Bodo (2013)].

1.3 RESEARCH OBJECTIVES AND ORIGINALITY OF THE RESEARCH

The principal objectives of this research were:

1) To examine general principles of carrier-based PWM technique for inverters with more than two
levels and an arbitrary odd number of phases, implement the algorithms in Matlab/Simulink
environment, and verify theoretical concepts by performing extensive simulations for phase numbers
equal to five and seven.

2) To investigate the rules required for the most appropriate selection of the space vectors for the space
vector PWM, considering that there is a huge number of them, while the number of those applied in
any switching period is always governed by the phase number (and equal to it). To develop space
vector PWM techniques for five- and seven-phase drive systems supplied from three-level NPC VSI,
and to verify operation by extensive simulations.

3) To derive general rules for space vector PWM algorithms based on vector space decomposition
approach (VSD).

4) To investigate similarities and differences between carrier-based and space vector PWM algorithms
for multilevel multiphase VSIs through the theoretical considerations and by the comparison of
obtained results.

5) To perform a comparative analysis of pros and cons of space vector and carrier-based approach for

multilevel multiphase inverters, and to select the best method among them for practical purposes.
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6) To derive analytical formulae for leg voltage and phase voltage total harmonic distortion (THD)

calculation for the most common numbers of levels and arbitrary number of phases.

7) To implement developed PWM techniques in the experimental rig and prove theoretical concepts by

means of experimental investigation.

Original contributions to the field of electrical motor drives have been produced by achieving the above
listed objectives. A particular contribution has been achieved by the development, for the first time, of the space
vector modulation techniques for the seven-phase three-level topology, based on the vector space decomposition
approach. This algorithm is described in Chapter 4. Also, significant is the mutual comparison of multiple
carrier-based and space vector modulation strategies. Comparison is not only given through the simulation and
experimental results analysis, but the theoretical considerations are given as well (Chapter 5 and Chapter 6).
Original research results that had been generated by the thesis have been published in [Dordevic et al. (2011b),
Dordevic et al. (2011a), Jones et al. (2011a), Jones et al. (2012), Dordevic et al. (2013a), Dordevic et al. (2013b)]
(Chapter 4), [Dordevic et al. (2011a), Dordevic et al. (2013a)] (Chapter 5), and [Bodo et al. (2012), Dordevic et
al. (2013a), Dordevic et al. (2013b)] (Chapter 6). A further contribution are still unpublished but for the first time
obtained analytical formulae for the leg and phase voltage THD, given in Chapter 7. The papers, which are the

outputs of the thesis, are given in Appendix B.

1.4 ORGANISATION OF THE THESIS

The thesis is divided into 8 chapters.

Chapter 1 contains a brief overview of utilisation of induction machines and explains shift of the focus of
the research in this field from two-level inverters to multilevel structures and from three-phase to multiphase
systems. It introduces ideas how modulation algorithms are adapted from standard three-phase two-level forms
to multiphase multilevel topologies. Objectives and originality of the research are addressed towards the end of
this chapter.

Chapter 2 presents literature survey. The emphasis is placed on modulation strategies for obtaining the
sinusoidal output. Carrier-based techniques are surveyed at first, since they are very simple for realisation and
can be used as a good reference for comparison with other methods. Space vector strategies are considered next,
for three-phase multilevel, multiphase two-level, and multilevel multiphase drives, when neutral point of the
machine is present. A brief review of open-end winding configurations is also given.

Chapter 3 introduces basic concepts, rules, definitions, and equations that will be used in this research.
General structure and general equations of multilevel multiphase systems are analysed and the nature of signals
is explained. Space vector transformation is defined and it is shown how it can be used for simple plotting of
space vector projections into decoupled planes. General equations for calculation of space vector application
times are further given. Mapping of the harmonics into 2-D planes is shown. Basic multilevel inverter topologies
with their main advantages and drawbacks are surveyed.

Chapter 4 analyses space vector modulation strategies based on the VSD approach, for five- and seven-
phase three-level VSIs. The first paper in this area that gives a complete solution and that analyses both planes
for five-phase three-level case is [Gao and Fletcher (2010)]. This algorithm is explained in detail in this chapter
with some specific solutions that are further used for development of the seven-phase three-level SVPWM

algorithm. One modification of the algorithm is also presented. General structure of the VSD space vector
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algorithms is given as well. Simulation and experimental results for a five-phase induction machine and a seven-
phase R-L load are included in this chapter.

Chapter 5 examines carrier-based PWM algorithms, the aim being a comparison with SVPWM.
Reduction of level-shifted multicarrier PWM to single-carrier PWM is shown. Change of the switching
sequence, as a function of the number of phases and number of levels, as well as the dependence on the
modulation index value, is analysed in time domain. Pure sinusoidal reference signals and signals with included
min-max injection and with ‘double’ min-max injection are covered.

In Chapter 6 theoretical analysis of the switching sequences and regions of application of analysed space
vector and carrier-based modulation strategies is given at first. Equivalence of one carrier-based and one space
vector modulation strategy is revealed. Further, analysed modulation strategies are compared using waveforms
obtained by simulations and experiments. Mentioned equivalence is thus confirmed.

Chapter 7 derives analytical formulae for leg and phase voltage RMS and THD. Derivations are based on
the time domain analysis. Power of the signal, defined as a squared value of the signal, is used for derivation.
Sinusoidal reference signal has been analysed. General formula for leg-voltage THD, produced by an /-level
inverter, with equal output voltage steps is given. General formulae for phase-voltage THD produced by two-
level inverter and for three-level inverter with PD and (A)POD carriers disposition, and for any number of
phases, are derived. Theoretical curves are verified by simulation and experimental results. An extensive set of
measurements for three-, five- and six-phase symmetrical induction machine and for seven-phase R-L load and
for the whole modulation index range is included in this chapter.

Chapter 8 summarises work described in the thesis and gives the main conclusions. It also introduces
some ideas that are not analysed in detail in this thesis and thus represent directions for the future work.

Chapter 9 gives the list of references used in this research.

Finally, in the appendices, description of the experimental setup, hardware and software, and the

publications from the thesis are given.



Chapter 2

LITERATURE SURVEY

2.1 INTRODUCTION

The literature review in this chapter is focused on modulation techniques for star-connected multiphase
machines with multilevel inverter supply. Three topologies are very closely connected with this topic: three-
phase machines supplied from multilevel inverters; multiphase machines supplied from two-level inverters; and
machines with dual-sided supply (open-end winding configuration). In addition to space vector approach,
carrier-based approach, almost universal and similar for any number of phases and levels, is always available.
Literature surveys for three-phase machines supplied from two-level inverters, for both carrier-based and space
vector modulation strategy, and two-level carrier-based techniques applied to multiphase machines are omitted
here as these are well-known methods. The review of literature in this chapter is divided into five logical parts,
which are arranged historically as they were appearing.

Prior to the survey of the areas closely connected to this research, a short review of multiphase machines
and multilevel inverters is due. Very good and comprehensive surveys of multiphase machines that include basic
properties of multiphase machines, their variety, modelling, vector control, direct torque control, PWM
strategies, fault tolerant strategies, multiphase multi-motor drive systems with single inverter supply, etc. are
available in [Levi et al. (2007), Levi (2008)]. Surveys of three-phase multilevel inverters, including basic
topologies, control and modulation strategies, industrial applications and technological aspects are given in
[Rodriguez et al. (2002), Rodriguez et al. (2007)]. Also, [Seyed (2007)] represents a very good source that in
detail compares three-phase multilevel converters for medium-voltage application. Some more recent reviews in
this area are [Abu-Rub et al. (2010), Kouro et al. (2010)], which give recent data regarding technology,
advantages, challenges and requirements for multilevel inverter applications. All of the mentioned multilevel

inverter surveys are dedicated to three-phase systems.

2.2 CARRIER-BASED TECHNIQUES FOR MULTILEVEL INVERTERS

Carrier-based PWM techniques are well-established for three-phase multilevel VSIs. They simply extend
two-level PWM approach to multilevel inverters. The extension is usually based on application of more than one
carrier. Difference between these methods is in mutual disposition of carriers. The most common dispositions
and thus multilevel carrier-based strategies are: phase-shifted (PS), in-phase disposition (PD) that is also known
as level-shifted (LS) carriers, phase opposition disposition (POD), and alternative phase opposition disposition
(APOD). Some hybrid carrier-based strategies are also available. As in the two-level case, the number of phases

for all of these multilevel carrier-based techniques is not relevant, but there is not much evidence regarding
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consequences of application of different CBPWM techniques to multilevel multiphase inverters supplying
multiphase machines.

Since the process of producing PWM signal with carrier-based methods is independent of the number of
phases, review of some basic works that analyse output leg voltage spectrum and compare CBPWM strategies
for multilevel inverters using single-phase example is given first.

Mathematical analysis of spectrum characteristic, for different types of carrier-based techniques for
multilevel inverters, is presented in [Carrara et al. (1992)]. All mentioned carrier disposition techniques (except
for hybrid) are analysed. Analysis is based on a single output leg voltage spectrum. A method for application of
two-dimensional Fourier transformation is presented. The analysis is given for the general case and it is not
related to any of the specific inverter topologies. It is shown that level-shifted disposition has in general lower
values of the harmonics except for the harmonic at the switching frequency. It is also concluded that in three-
phase case this harmonic will not be present in the phase voltages, so that this method is favoured compared to
others. Note that this conclusion also remains valid for any other number of phases greater than three. This type
of analysis is further conducted in [Holmes and Lipo (2003)]. A similar analytical approach is used. Comparison
of all carrier displacement methods for both linear and overmodulation range, including details regarding solving
two-dimensional Fourier transformation, is given.

A similar comparison, but based on simulation results, is presented in [Calais et al. (2001)]. Single-phase
five-level cascaded H-bridge (CHB) structure is analysed. Apart from the spectrum, for which the same
conclusions as in [Carrara et al. (1992)] are given, resulting switching frequency and complexity of
implementation regarding use of redundant switching states are discussed. One hybrid method is also analysed.
PD method has unbalanced switch utilisation, for different values of the modulation index, in contrast to
PS/APOD. Hybrid method has the same spectrum as PD and even better utilisation of switches, but it is the most
complex to implement. Influence of the number of levels on spectrum and harmonic distortion through the
extensive simulations for different carrier-based techniques was analysed in [Agelidis and Calais (1998)].
Results include both linear and overmodulation range. A further comprehensive analysis of carrier-based
modulations for multilevel three-phase topologies is given in [Wu (2006)]. Different types of carrier disposition
methods for most common topologies, their comparison, and calculation of device switching frequency are
explained.

An analytical comparison, again for three-phase multilevel inverters is given in [McGrath and Holmes
(2002)]. It is shown that alterative phase opposition disposition (APOD) based PWM for diode-clamped
inverters, phase-shifted (PS) carriers for cascaded inverters, and hybrid PWM for hybrid inverters (cascaded with
different dc voltages) have the same spectrum of the inverter leg voltages. Parameters of carriers are adjusted in
such a way that compared methods have the same number of switch transitions during one period of the
reference signal. The analysis is conducted using the double Fourier series (similarly to [Carrara et al. ( 1992)]),
but a different analytical approach is used. Superiority of the level-shifted carrier-disposition, by placing
significant harmonic at the switching frequency, so that it cancels in phase voltage, is once again proved. A new
solution is further developed for CHB regular and hybrid structure. It uses discontinuous PWM with phase-
shifted carries within each H-bridge. This modulation strategy gives very similar harmonic characteristics with

cascaded structures, as PD gives with diode-clamped inverters.
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As already mentioned, there are only a few studies regarding comparison and consequences that
application of carrier-based modulation strategies for multilevel inverters can produce in multiphase machines.
Some of the papers, mentioned further on, are more focused on capacitor voltage balancing strategies, than on
behaviour of the machine.

One example of multilevel (three-level) multiphase (five-phase) carrier-based modulation study is
presented in [Mwinyiwiwa et al. (2006)]. The inverter is of NPC topology and modulation is with two level-
shifted triangular carriers. A simple hysteresis regulator for capacitor voltage balancing has been presented. It
requires only the value of the neutral-point voltage. Developed modulation scheme has been verified through the
simulations and experiments on a static R-L load. A DSP board and an FPGA device have been used for the
experimental implementation. A very similar configuration, with the same aim, was analysed in [Karugaba et al.
(2011)]. A further analysis of multilevel multiphase carrier-based strategy is given in [Nho and Lee (2007)].
Five-level, five-phase NPC structure is analysed. However, shown results are not explained in detail.

Some modified carrier-based strategies for dc-link capacitor voltage balancing for multilevel multiphase
diode-clamped inverters are presented in [Busquets-Monge and Ruderman (2010)]. Proposed techniques are
universal for any number of phases and any number of levels. All techniques guarantee balancing of capacitor
voltages in each switching period without any additional hardware (provided that the sum of output leg currents
is equal to zero). Improvement of the output voltage spectrum characteristics is obtained at the expense of an
increased algorithm implementation complexity, which is in the proposed methods usually based on changing

the angle between phase-shifted carriers.

2.3 SPACE VECTOR TECHNIQUES FOR THREE-PHASE MULTILEVEL
INVERTERS

Multilevel inverters are nowadays widely used in conjunction with three-phase drives. Some of the space
vector algorithms are in use in industry for multilevel converters, but only for the three-level case [Kouro et al.
(2010)]. Extension of space vector modulation techniques from two to more levels is not a straightforward
process even for the three-phase case. In [Celanovic and Boroyevich (2001)] one solution for extension of space
vector modulation technique to any number of levels for the three-phase case is presented. This paper uses for
the first time 3-D Euclidean coordinate system for leg-to-leg voltages for space vector representation. Since the
sum of leg-to-leg voltages is zero, the problem is reduced to a 2-D plane. This also leads to the reduced
computational load. The paper also introduces a transformation matrix and introduces a new g-h coordinate
system. This transformation was usually regarded as the main disadvantage of the algorithm and it has been
removed in a newer version of this method in [Castro et al. (2010)). The original algorithm also assumes that the
best approach to PWM is to use the three nearest vectors. It proposes one interesting logic that compares
reference voltage with the first smaller and the first greater integer projections to g and h axes, for online
determination of the switching state that will be used. The algorithm does not address the redundant switching
state selection, so it does not give a unique solution. The problem is that the applied inverse transformation is not
completely determined, so some assumptions have to be used.

In [Prats et al. (2003)] another 3-D method, based on geometrical considerations, is presented. It is also
designed for three-phase converters with any number of levels. 3-D approaches actually attempt to visualize the

problem and to link mathematical definition of orthogonality with geometrical imagination of it. Instead of a, B
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and 0" axes, another set of also mutually orthogonal, 3-D Euclidean x, ¥, z, coordinates is used. Generally, if the
system is unbalanced or if triplen harmonics are present, the reference vector cannot be placed in the single 2-D
plane. Because of this, the paper identifies and uses the four vectors nearest to the reference vector. The vertices
of the tetrahedron, to which the reference belongs, are the chosen space vectors. For the reason of minimisation
of switching losses, each of the sequences contains two leg voltage space vectors that belong to the main
diagonal of the cube. However, these leg voltage space vectors are actually redundant for the phase voltage space
vectors, although the redundancy is not observable in the Euclidean coordinates, in contrast to the a-# plane. The
3-D methodology idea, based on using x, y, z, coordinates is extended in [Franquelo et al. (2006)] to four-leg
multilevel converters. This paper also gives a complete solution for any number of levels. In contrast to [Prats et
al. (2003)], switching state redundancy is here taken into account.

Another approach with the same aim, to create one universal multilevel three-phase space vector
algorithm, is presented in [Gupta and Khambadkone (2006)]. Here multilevel sectors are reduced to two-level
sectors. Reduction is done by considering each triangle separately, rather than the whole hexagon, as in {Holmes
and Lipo (2003)]. Using projections on a and B axes, the method introduces rhombus and triangles
determination. The proposed algorithm contains primary and secondary unit. The primary unit determines the
sector, triangle number, and, from the fractional part of the reference, it determines application times within the
two-level SVPWM block. The secondary unit generates gating signals using determined sector, triangle inside
the sector, and times of application. Experimental results for three-level NPC and five-level CHB inverter are
given.

In [Massoud et al. (2008)], a numerical analysis-based generalised algorithm for generating multilevel
three-phase SVPWM, without any mapping to the two-level case, is presented. The algorithm uses the “three
nearest vectors™ strategy and it is compared with some of the previously described algorithms. Utilisation of
redundancy is suggested. Experimental results for a three-level three-phase active power filter are given.

In [Kanchan et al. (2005)], a space vector modulation algorithm for the three-phase multilevel case is
given. Presented modulation strategy is actually analogous to the carrier-based solution given by [McGrath et al.
(2003)], in the base modulation index range. As an extension, a specific solution for the overmodulation range is
also given.

As can be seen from the surveyed references, one of the aims in this area is the generalisation of three-
phase space vector modulation techniques to any number of levels. The second aim is comparison of three-phase
space vector modulation strategies with carrier-based approaches. For example, for two-level three-phase case it
has been shown that both strategies can lead to the same results {Holmes (1992)].

Similarities between carrier-based and space vector approaches for three-level three-phase system are
shown in [Wang (2002)]. It is shown in this paper that two techniques can be made equivalent through proper
selection of the common-mode voltage (CMV) injection in the case of carrier-based modulation, or dwell time
sub-division for the redundant switching states in the case of space vector modulation. The proof is provided in
both directions. Firstly, times of application for each switching state of each sub-sector are mathematically
expressed. Further, assuming that the application time of the redundant state is equally split, analytical
expression for voltage reference value in each sub-sector is obtained from the averaging equation. For each value
of the modulation index CMV is determined and it is concluded that, by applying that shape of CMV in

CBPWM approach, space vector-like performance can be obtained. In the opposite direction, it is shown that for
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any combination of reference voltage levels in the CBPWM method, the sub-sector with the same times of
application per space vector can be found and therefore it can be obtained using space vector approach. Finally,
one way of injection construction is proposed for simplified implementation of the space vector modulation
using carrier-based approach.

In [McGrath et al. (2003)] the idea of proper injection that leads to space vector-like operation is extended
to the multilevel case. As a general three-phase multilevel space vector algorithm, the one proposed in
[Celanovic and Boroyevich (2001)] is adopted. It is also shown that equal sub-division of the application time of
redundant switching states is the optimal choice for flux and current ripple minimisation in the three-phase case.
Construction of the injection that provides equal sub-division for the redundant switching state application times
is done in a simple manner. Injection can be constructed in three steps: centring signals using min-max injection,
applying modulus function and then once again centring. This method is simpler and more universal than the
specific solution given in [Wang (2002)] for the three-phase three-level VSI. The idea from [McGrath et al.
(2003)] is also contained in [Holmes and Lipo (2003)], where it is additionally shown that two modulation
approaches, carrier-based and space vector approach, effectively produce the same result.

[Yao et al. (2008)] compares some carrier-based and space vector modulation techniques for three-phase
multilevel inverters with an arbitrary number of levels. As a basic algorithm [Celanovic and Boroyevich (2001)]
is used again. It is mentioned that CBPWM and SVPWM techniques can lead to the same performance when
four or less switching states during each switching period are used. However, it is proposed to use more
redundant switching states during the switching period whenever possible. The length of the sequence is longer
as the reference voltage vector magnitude gets smaller, due to the higher degree of redundancy of small space
vectors and possibility to use them fewer times (by taking their redundant switching states). In fact, the paper
proves well-known fact that the quality of a modulation technique is the trade-off between device switching
frequency and output voltage characteristic. Thus the improvements in the output voltage spectrum are obtained
at the expense of increased losses.

Comparison of carrier-based and space vector modulation techniques for three-phase multilevel inverters
is conducted also in [Pereira and Martins (2009b), Pereira and Martins (2009a)]. The comparison is based on the
capacitor voltage balancing strategies in both techniques, using three-level VSI as an example. In carrier-based
techniques capacitor voltage balancing is obtained using common mode voltage injection. In space vector
modulation strategies, it is usually solved using some form of manipulation of redundant switching states, where

their relative duration compensates the error in the neutral-point voltage. It is shown that both approaches are

essentially the same.

24 SPACE VECTOR TECHNIQUES FOR MULTIPHASE TWO-LEVEL
INVERTERS

None of the afore mentioned three-phase two-level or multilevel space vector algorithms can be directly
extended to a multiphase structure (extension of multilevel SVPWM techniques to multiphase case will be
discussed in the next section). Space vectors represent the values of motor phase voltages with discrete states of
inverter outputs. They contain data of all phase states in a single vector. This is in general a multidimensional
structure, with the dimension equal to the number of phases. Due to the isolated neutral point the dimension of

the problem can be reduced to (n-1) and a graphical representation in a single plane is possible for three-phase
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inverters (all algorithms of the previous sub-section use graphical representation of space vectors). In a
symmetrical multiphase case more orthogonal planes are present, so solution of the problem regarding only the
first a-f plane is not sufficient. For higher phase numbers (n>5) direct graphical representation becomes
impossible. The idea of vector space decomposition (VSD) into orthogonal planes, which enables a new way of
graphical interpretation, was introduced by [Zhao and Lipo (1995)]. The analysed structure was a six-phase
double-star asymmetrical induction machine supplied from two two-level three-phase inverters. Using VSD
approach, vector space is decomposed into (n-1)/2 2-D planes and one zero axis for odd n, and (n-2)/2 2-D
planes plus two zero axes for even n. The planes and axes are mutually orthogonal for the symmetrical case and
they are usually denoted as a-f, xi-y1, ¥2-)2,... planes, and as 0" and 0 axis. Development of the SVPWM
schemes for multiphase machines most frequently follows this principle of the vector space decomposition.

Since space vector strategies are usually dependent on the number of phases and symmetry of the
machine, classification of electrical machines should be done at first. Depending on the number of phases and
their arrangement, multiphase machines can be classified into the following groups: 1) asymmetrical multiphase
machines (commonly considered are those that consist of k three-phase windings (n=3k), spatially shifted by n/n,
with k isolated neutral points), and symmetrical multiphase machines with 2) even or 3) odd number of phases
(spatial shift between any two consecutive phases is 27/n). In all the cases when the phase number is not a prime
number, the winding may have one or k isolated neutral points.

Control of the first category was studied by [Gopakumar et al. (1993)]. It was shown that if an
asymmetrical six-phase machine is supplied from a VSI controlled using 180° conduction mode or the simplest
SVPWM, large harmonic non-flux/torque producing currents appear in the machine. The solution of this
problem was given later by [Zhao and Lipo (1995)] with already mentioned concept of the VSD and an
appropriate PWM control.

Symmetrical multiphase machines with even number of phases are not commonly used in practice. A
SVPWM scheme for a symmetrical six-phase machine with a single neutral point, using VSD approach, for
various selections of active space vectors within the switching period, is given in [Dujic et al. (2006)].
Symmetrical multiphase machines with an even phase number are normally configured as machines with n/2
phases, by connecting pairs of phases in spatial opposition into a single phase.

Space vector PWM methods for symmetrical multiphase machines with an odd number of phases have
been investigated most frequently in recent times. A SVPWM method for a symmetrical five-phase machine,
which leads to the sinusoidal VSI output, was presented by [de Silva et al. (2004)]. Two large and two medium
space vectors were used. Cancellation of space vector projections in the second plane is provided on average in
each switching period. The same results were obtained by [Iqbal and Levi (2005), Igbal and Levi (2006)], but
with a different scheme for dwell time calculation. In principle, for obtaining pure sinusoidal output voltage, the
number of applied space vectors must equal the number of phases [Kelly et al. (2003)], and this principle is also
applied in the previous three papers. Selection of active space vectors must be performed considering all planes
simultaneously, if the fundamental and low-order harmonics are to be correctly controlled.

A space vector method for a two-level seven-phase inverter was investigated in [Grandi et al. (2006b)].
Six active and the zero space vector were used. Dwell times were calculated in such a way that the cancellation
of the 5™ and 3™ harmonics in the 2™ (x;-y;) and 3" (x;-y7) plane, respectively, was achieved. The proposed

method requires one commutation per leg in each switching period, with the possibility to share the zero voltage
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vector between the two zero states. Dc bus utilisation is increased by 2.57% compared to the pure sinusoidal
modulation, but this value is smaller than in the five-phase case (which is considerably smaller than for a three-
phase system).

A nine-phase machine with a single neutral point was analyzed by [Kelly et al. (2003)] and [Grandi et al.
(2007)]. The first paper utilises carrier-based approach to simplify calculations. With injection of all harmonics
that are odd multiples of the number of phases, obtained results are the same as those achievable with the
SVPWM. The second paper gives a complete solution for the SVPWM, with the analysis conducted
simultaneously for all four planes.

There are also some PWM methods that have been developed for higher numbers of phases. These
however by and large follow the same methodology as reviewed here for lower phase numbers and in essence
rely on the principles of PWM for multiphase systems, established in [Kelly et al. (2003)]. A generalised space
vector PWM approach for sinusoidal output voltage generation with two-level multiphase voltage source
inverters is presented in [Duji¢ (2008), Dujic et al. (2009)]. The analysed number of phases is an odd number.
According to the proposed method, tedious analysis of 2” space vectors can be completely avoided.

Usually, the only desired non-zero space vector components are in the flux/torque producing a-f§ plane.
The situation is however different in series-connected multiphase drives supplied from a single inverter [Levi et
al. (2004), Igbal (2005), Jones (2005)] and in concentrated winding machines [Toliyat et al. (1991), Locment et
al. (2006)], where non-zero reference components exist also in other planes. In the first case harmonics from the
x-y plane of the first machine appear in the a-f plane of the second machine and vice versa, due to the method of
phase connection, and machines are with the sinusoidally distributed windings. In the second case non-zero
harmonic from the second plane is used for torque enhancement of the five-phase machine with concentrated
windings.

The PWM strategies for two-level VSIs supplying multiphase machines are comprehensively covered in
[Dujié (2008)], which also provides a detailed literature survey in this area until 2008. Moreover, comparison
between carrier-based and space vector approach is given with the conclusion that the only difference is in the
zero space vector application time management. The equivalence of the SVPWM (with assumption of equal sub-
division of the application time between redundant switching states) and carrier-based modulation strategy with

triangular signal injection (min-max injection) is shown.

25 SPACE VECTOR TECHNIQUES FOR MULTIPHASE MULTILEVEL
INVERTERS

PWM techniques for multiphase multilevel inverters have started attracting attention only recently [Levi
(2008)]. Due to the perceived advantages of combining multilevel inverters and multiphase machines, new
modulation strategies that will provide desired output voltage in the best way are necessary. The development of
new space vector strategies is very difficult because the number of space vectors that has to be handled becomes
extremely large even for a small increase of the number of phases and number of levels.

The distinction between carrier-based and space vector techniques is not always clear. Some of the
techniques are actually closer to something that can be classified as a separate group, that could be named as

graphical or matrix methods, since they in essence describe carrier-based methods through flow charts or
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equations. However, the majority of these ideas are presented in literature as space vector modulation
techniques. Such PWM methods will be surveyed in this sub-section.

Probably the first paper that analyses application of multilevel topology for multiphase machines, as an
option to additionally reduce torque ripple and in that way integrate these two technologies, is [Lu and Corzine
(2005)]. A three-level five-phase NPC structure is discussed and compared through simulation results with two-
level five-phase structure. It is shown that a proper selection of the vectors can be used to reduce the torque
ripple. Modulation range is divided into three parts and for each an individual control strategy is presented. The
current THD is increased for higher modulation index values. However, it is argued that the current distortion
may not be a disadvantage in some specific applications such as analysed naval propulsion, where the torque
ripple performance and high dc bus utilisation are the major concerns. One of conclusions of this work is that in
the five-phase case the voltage/current THD is not any more relevant indicator of torque performance.

The first SVPWM techniques for multiphase VSIs were based on the simple extension of the three-phase
multilevel SVPWM approaches, so that only the three vectors, nearest to the reference, were utilised. Such an
extension from the three-phase to five-phase system, that divides each sector into four equal triangles, is given
for a three-level inverter in [Song et al. (2006)]. As already mentioned, the number of applied vectors must equal
the number of phases [Kelly et al. (2003)]. Utilisation of three instead of five space vectors during the switching
period disregards this basic rule, only the first plane of the multiphase system is controlled, and therefore the
other planes are not controlled. Hence numerous low-order harmonics are generated, which map into the second
plane. The same applies to the work described in [Huang and Corzine (2008)], where ‘walking’ pattern around
reference voltage is presented for a five-phase three-level VSI. The aim of this algorithm was minimisation of
the torque ripple. This was achieved, however at the expense of large low-order harmonics in the second plane.
A further example of the SVPWM for three-level five-phase VSI, again based on use of only three vectors, is the
one in [Hutson et al. (2008)], where an optimal SVPWM switching strategy, based on modified discrete particle
swarm optimisation (PSO), is presented. It is demonstrated for few modulation indices using the three-level five-
phase machine model.

A space vector PWM technique for a five-phase three-level VSI, based on the decomposition of the five-
dimensional space into 2-D planes, has been introduced in [Gao and Fletcher (2010)]. The considered topology
is a five-phase three-level NPC VSI. The rule of using n vectors is respected in this paper. The reference voltage
is in the first plane, while in the second plane one has to achieve zero voltage (on average) during each switching
period. The technique at first eliminates some of the switching states that do not follow required phase order in
time domain and significantly reduces the number of switching states from 243 to 113. The algorithm further
searches for the possible switching sequences that produce level increase by one in each leg and groups
redundant sequences together. Elimination of those that cannot be cancelled in the second plane is done next.
With the simple rule, that the time of application must be in the range 0 to T, partition of the sectors into sub-
sectors can be done. Final sequences are chosen to contain more ‘ones’ (output leg voltage is determined with dc
bus midpoint) for better capacitor voltage balancing. [Gao and Fletcher (2010)] is probably the only paper that
uses VSD approach and gives the complete solution for sinusoidal output generation for one concrete example of
the single-sided supply of a multilevel multiphase drive system. It has been used as a basis for some of the

developments in this thesis. The definition of the space vectors in this paper is the same as it is in this thesis
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(section 3.4), and also the drive topology and the aim of sinusoidal output generation are the same as in this
research.

A rather different approach to development of a SVPWM technique for a multilevel multiphase system is
given for the general case of an /-level, n-phase VSI in [Lopez et al. (2008b), Lopez et al. (2009a)]. The
algorithms are based on the considerations of the multidimensional (n-dimensional) space and they therefore do
not include decomposition of the n-dimensional space into 2-D planes (i.e. VSD approach). Matrix approach is
used in these papers.

A space vector PWM algorithm that can be applied to any number of phases and any number of levels is
presented in {Lopez et al. (2008b)]. The vector space is not transformed, so that decoupling transformation is not
applied (as usually the case is in SVPWM algorithms). It is demonstrated that the multilevel multiphase
modulator can be realised using a two-level modulator. One realisation of such a SVPWM two-level modulator
is presented. Realisation is given in the matrix form and is based on re-ordering of the two-level (fractional) parts
of references in a decreasing order and on re-ordering of the corresponding leg voltages in the same manner. Re-
ordering takes place in each switching period and is stored in an appropriate matrix. The CHB inverter is used
and the star of the load is connected to the mid-point of the inverter, so that the phase voltages are equal to the
corresponding leg voltages. In this way the algorithm deals with leg voltages, and does not take redundancy into
account. It is interesting to note that the starting point of the algorithm are not the switching states or space
vectors. They are actually one of the final products of the algorithm. The algorithm is tested experimentally on a
five-level five-phase CHB inverter.

Application of [Lopez et al. (2008b)] algorithm to the three-phase VSI and its comparison with 3-D
algorithm [Prats et al. (2003)] is given in [Lépez et al. (2008a)]. It is shown that two algorithms are nearly the
same. The only difference is in the applied switching state when two reference signals have the same value.
However, the time of application of this state is zero, and it does not affect the final result. Which of the two legs
that have the same references will switch the first is not important.

Use of redundancy actually means that the algorithm takes into account star-connected load structure. In
that case some other parameters become important and should be considered as well. Such parameters are the
linear modulation index range, fault tolerance, switching losses, capacitor voltage balancing etc. Enhancement of
the previous algorithm [Lopez et al. (2008b)], using redundancy of the converter switching states, is given in
[Lépez et al. (2009a)]. The algorithm now controls the load with an isolated neutral point. It is shown that the
n-phase multilevel SVPWM modulator can be realised by means of a two-level (n—1)-phase SVPWM algorithm
without redundancy. The dimension of the system is apparently reduced, but this is so since the whole
application time of the redundant switching states is used for only one of them. Low computational cost of the
algorithm is proved by simulations and experiments.

A somewhat similar method, in the sense that VSD decomposition into 2-D planes is not utilised, is the
one in [Leon et al. (2010b)], where a multilevel multiphase PWM is developed using n single-phase modulators.
The method is illustrated through the flow chart interpretation of a graphical method, which is actually a carrier-
based method. For better understanding and easier analysis of this paper, which gives solution for any number of
levels and any number of phases, a review of some single-phase multilevel space vector modulation strategies is

also given in this chapter. These single-phase strategies are the basis for the mentioned multilevel multiphase

algorithms.
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In [Leon et al. (2007)] a single-phase (two-leg) inverter is analysed. The load is placed between two leg
outputs of the three-level neutral-point clamped inverter. Vectors are represented in one-dimensional control
region. The “two-nearest vectors” space vector modulation strategy (N2V-SVPWM) is presented. The
modulation strategy is very simple and is based on the geometrical properties. The main algorithm does not use
switching state redundancy. Two modifications of the basic algorithm that use this property, for improvement of
the capacitor dc voltage balancing and for minimisation of losses, are presented. At the end one generalised form
of N2V-SVM is given. All results are proven on a 150kVA diode-clamped inverter.

A similar analysis, but now for cascaded H-bridge topology, is given in [Leon et al. (2008b)]. The
algorithm is presented for two-cell CHB with the same dc bus voltages and for a hybrid topology with dc voltage
ratio of 3:1. In the hybrid structure output voltage quality is improved but redundancy that can be used for
specific applications disappears. Capacitor voltage balancing features are examined when converter is used in
rectifying mode of operation (in inverter mode, voltage on capacitors of CHB is constant if independent dc
sources are used for each cell). Only simulation results are given, while experimental results and the missing dc
voltage ratio 2:1 are covered in [Leon et al. (2009a)].

A follow-up paper is [Leon et al. (2008a)], where all the most popular topologies are analysed. The
algorithm from [Leon et al. (2007)] for diode-clamped topology is rewritten in a simplified manner, and named
as 1DM. It is shown that the same solution can be applied to the flying capacitor topology. Of course, for
required output leg voltages different, specific switching states must be applied. A hybrid version of FC is also
analysed. Experimental results are shown for the diode-clamped and cascaded inverter (with dc voltage ratios 1:1
and 3:1) configurations. Only the lower switching states are used in the experiments. Redundancy is analysed for
capacitor voltage balancing problem and all three topologies are covered. The algorithm is always simple and it
is usually not dependent on the number of levels.

In [Leon et al. (2009b)] the error of the dc bus voltage ratio in the CHB structure is analysed. Actually,
the ratio of dc bus voltages can be arbitrary. The voltage and current waveform distortion that can appear are
avoided with introduced feedforward SVPWM technique. Since plenty of cases are possible, only a two-cell
converter is analysed (simplicity of the algorithm extension to multi-cell case is mentioned). Experimental
results are given.

The transition from single-phase to multiphase topologies is shown in the already mentioned paper [Leon
et al. (2010b)]. It is shown here that single-phase strategy, 1DM, introduced in [Leon et al. (2008a)], can be
directly used for multiphase converters, by applying it to each leg separately. The method is also analytically
(through the given examples) and experimentally compared with 2-D, 3-D and multiphase multilevel modulation
strategies. As the characteristic examples for each of these categories, [Celanovic and Boroyevich (2001)], [Prats
et al. (2003)] and [Lépez et al. (2008b)] are chosen, respectively. All compared strategies give the same results
and can be easily obtained with 1DM strategy. The difference between analysed 2-D SVPWM algorithm and
1DM in common mode voltage is addressed, but shown leg-to-leg voltages where CMV effect is not present, are
identical.

The value of [Leon et al. (2010b)] paper is even greater, since it actually shows the equivalence of some
space vector techniques with level-shifted CBPWM. Namely, the analysed 1DM technique directly replicates
behaviour of level-shifted triangular-carrier (graphical approach) PWM principle into flow chart algorithm that is

introduced as a new modulation technique, called 1DM. It is mentioned in the paper that the 1DM control
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strategy eliminates CMV, which means that modulation signals in the CBPWM should be without any
injections. Redundancy of switching states is not used in this way. This type of a modulator, which does not use
redundancy, is actually analysed in [Leon et al. (2010b)], and is called raw modulator. The same 1DM technique
is in essence used in all the previously mentioned single-phase related papers, but the name of the technique
varies.

The algorithm presented in [Lopez et al. (2008b)] does not take into account possible dc capacitor voltage
imbalance. One solution for the voltage imbalance problem for multilevel multiphase converters is shown in
[Leon et al. (2010a)]. As a basic algorithm, it uses solution from [Lépez et al. (2008b)], and in this way extends
the scope of its applicability. The solution is given in a general manner for any type of the converter and is
described as feedforward SVPWM technique. It is given in matrix form, but actually each row of the matrix
corresponds to the single phase. The control in each phase is done by finding and using the nearest obtainable leg
voltages. Experimental results for different types of dc voltage disturbances are shown (sinusoidal oscillation,
failure of one dc source). The output voltage in all cases follows the reference on average.

A different approach to analysing control region of a cascaded H-bridge inverter configuration is given in
[Leon et al. (2011)]. The modulation technique is given for one leg, so that it can be easily applied to a
multiphase case, although this is not mentioned in the paper. Positions of the switching states for phase-shifted,
level-shifted and hybrid carrier-based techniques and single-dimensional technique from [Leon et al. (2008a)]
are shown using the new representation of the control region. Feedforward version of the introduced technique is

also given, and the results are verified by experiments.

2.6 MODULATION TECHNIQUES FOR OPEN-END WINDING CON-
FIGURATIONS

Use of an open-end winding configuration is an alternative way to obtain multilevel mode of operation.
Analysis of modulation strategies for this configuration was conducted in two projects, which ran in parallel with
this one, at LIMU [Satiawan (2012), Bodo (2013)]. Thus, only a brief review of some of the most important
papers in this area is given here. Application of open-end winding structure for multiphase machines is very new,
so that the majority of available references are for the three-phase case.

One of the first papers that dealt with dual-sided supply configuration is [Stemmler and Guggenbach
(1993)], where utilisation of two-level and three-level inverters at both sides of a three-phase machine was
discussed. Cases when dc sources are isolated (independent) and connected (common dc source) were analysed,
and advantages of isolated dc source structure were explained. The open-end winding configuration was
introduced here as a solution for improvement of torque harmonic characteristic and also for speed range
increase, that were limited by slow GTO components available at the time.

Dual-sided supply configuration has some advantages compared to the single-sided counterpart, as
discussed in [Corzine et al. (1999)]. Use of two two-level inverters for dual-sided supply configuration is
analysed and it is suggested that this is a simpler topology than the classical multilevel single-sided topology.
Depending on the choice of the applied dc voltages, application of two two-level inverters can yield three- or
even four-level inverter equivalent voltages at the machine. This means that the equivalent single-sided topology
is with either three- or four-level inverter supply. Identical performance and overall quality of operation in dual-

sided supply mode and in single-side supply configuration with three- and four-level inverters are experimentally
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confirmed. Reduction in the number of components and elimination of capacitor voltage balancing problem,
when dual-sided configuration is applied, are also discussed in this paper [Corzine et al. (1999)].

Previously mentioned examples are some of the first references in this area and are for the three-phase
case. The only previously published works that deal with open-end winding configuration for multiphase
machines (the simplest case of asymmetrical dual three-phase machine was considered) are [Mohapatra et al.
(2002)] and [Mohapatra and Gopakumar (2006)]. A double star six-phase machine is supplied from two three-
phase two-level inverters at each side. However, the goal in these papers was not realisation of multilevel voltage
waveform and such a waveform is therefore not created at all.

Some more recent works in this area are [Levi et al. (2010)] and [Jones et al. (2010)]. In [Levi et al.
(2010)] the analysis of the switching states and space vectors for a five-phase machine in the open-end winding
configuration, supplied from two two-level inverters with isolated dc sources, is given. The sinusoidal reference
voltage is equally split between two inverters and delayed for 180°. Simulation results for carrier-based
modulations are given. In [Jones et al. (2010)] unequal reference sharing is used, so that up to half of the
maximum achievable output voltage only one inverter operates. The second one becomes active for higher

modulation indices, leading to improved voltage THD with multilevel operation.

2.7 SUMMARY

In this chapter, a review of references relevant to this research was given. This project is focused on
modulation techniques for multiphase multilevel inverters supplying load with an isolated neutral point. Table
2.1 and Table 2.2 give tabular representation of surveyed references, which as their main aim have investigation
or analysis of some of the relevant modulation techniques. References are sorted according to their appearance in

appropriate sections. It can be seen that some fields, which relate to the well-known techniques, are not

Table 2.1: Summary of references surveyed in this chapter, for single-sided supply topologies.

Emphasis is on modulation technique
Single-phase/Three-phase I Single-phase /Multiphase
Two-level Not surveyed here (mature technology)
> Carrara et al. (1992)"
2 Calais et al. (2001)' Mwinyiwiwa et al. (2006)
E Multilevel Holmes and Lipo (2003)° Nho and Lee (2007)
© Wu (2006) Busquets-Monge and Ruderman (2010)
McGrath and Holmes (2002)
Zhao and Lipo (199s) ~ 1dbal and Levi (2006)
ok tal. (1993) Grandi et al. (2006a)
Not surveyed here pakumar ct a Kelly et al. (2003)
Two-level Y Dujic¢ et al. (2006) ey
(mature technology) de Si Grandi et al. (2007)
e Silva et al. (2004) .
Igbal and Levi (2005) Diaci(2008)
Duji¢ et al. (2009)
E Celanovic and Boroyevich (2001) Lu and Corzine (2005) Leon et al. (2007)“
g Castro et al. (2010) Song et al. (2006) Leon et al. (2008b)‘
w Prats et al. (2003) Huang and Corzine (2008) Leon et al. (2009a)‘
. Franquelo et al. (2006) Hutson et al. (2008) Leon et al. (2008a)
Multilevel | (5 i and Khambadkone (2006) | Gao and Fletcher (2010)  Leon et al. (2009b)°
Holmes and Lipo (2003) Lopez et al. (2008b) Leon et al. (2010b)
Massoud et al. (2008) Lopez et al. (2008a) Leon et al. (2010a.)
Kanchan et al. (2005) Lopez et al. (2009a) Leonetal. (2011)
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Table 2.2: Summary of references surveyed in this chapter, for single-sided supply topologies.

Emphasis is on comparison of carrier-based and space vector PWM

Three-phase Multiphase
Two-level Holmes (1992) Duji¢ (2008)
Wang (2002)

McGrath et al. (2003)
Holmes and Lipo (2003)
Yao et al. (2008)
Pereira and Martins (2009a)
Pereira and Martins (2009b)

Multilevel No references available

CB vs. SV

considered here. However, those relevant for the thesis topic, multilevel multiphase space vector modulation, are
filled in. Carrier-based techniques for multilevel inverters are also analysed, due to the potential simplicity that
they can provide for implementation of space vector modulation techniques. The empty field in Table 2.2
suggests one of the additional aims of this work, comparison of carrier-based and space vector modulation

techniques for multilevel multiphase case.
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BASIC CONCEPTS

3.1 INTRODUCTION

This chapter introduces the basic sets of equations and transformations that are necessary for the analysis
of SVPWM techniques for multilevel multiphase VSIs in subsequent chapters. In the beginning, a multilevel
multiphase VSI is analysed for a general case, independently of the actual topology. General system of notation
is thus established in this chapter. Starting from the general n-phase /-level VSI case, space vectors are defined
and mathematical principle for the determination of times of vector application is given.

The chapter is organised as follows. In section 3.2, the analysed configuration is presented schematically
for a general case. Further, appropriate rules according to the type of the signal and adopted notation are
introduced. Signals of interest are analysed one by one. Their definition, mathematical representation, nature,
and number of possible levels for digitalised signals are given. All equations are also given in matrix form.
Further, transformation matrices are given in section 3.3 and, finally, in section 3.4, space vectors are defined. In
relation to space vectors, a quick way for plotting, examples for a few typical space vector projection plots, and
application time calculation in the general case, are included. After that main circuit structures are introduced to

allow linking of the previously given general equations to a specific topology.

3.2 BASIC DEFINITIONS

The aim of this section is to define general configuration of the system that will be analysed in this
research, to define all voltages and currents of interest, to explain their nature, and to set the rules for the notation
used further on in this thesis.

A typical configuration of a star-connected symmetrical load that is supplied from an n-phase /-level

Multilevel multiphase inverter Multiphase load/machine

PDC I

4
A
Gate firing [
signals “ B
cru [——H|V .
_L: "\ /‘\. N . i
£
NDC 4. J

Fig. 3.1: General topology of a multilevel inverter supplying a multiphase load/machine.
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inverter is shown in Fig. 3.1. Central processing unit (CPU) is a digital board with micro-processor or digital
signal processor (DSP). Input parameters for the CPU are configurable by a user and they are defined by the
control algorithm for the load/machine. Inside the CPU, process of modulation takes place. CPU-produced
output signals are gate firing signals for the inverter. Inverter represents a power amplifier, and its outputs are
high-power leg voltages. Connected load is symmetrical (the same in each phase) and in this research it will be a
static n-phase R—L load or a multiphase induction machine. It is assumed that the load is star-connected and that
it has only » accessible terminals (as it is shown in Fig. 3.1).

Legs of the inverter will be denoted with capital letters 4, B, C, ..., N, so corresponding leg voltages are:
Va4, VB, VG, ..., V. However, in a general case leg voltage of an arbitrary leg will be denoted as v;z¢. Phases of the
load/machine will be denoted with lower-case letters a, b, c, ..., n, in the same order as the inverter legs, so that
the corresponding phase voltages are: v,, Vy, Ve, ..., V». Phase voltage of an arbitrary phase will be denoted as v
It is assumed that there are no unconnected legs or phases, so that the numerical value of # is always equal to N.

Different voltages are of a different nature. The shapes of voltages of interest are shown in Fig. 3.2. This
figure also contains adopted notation. Rules regarding notation are as follows:

e Continuous values in time are followed by (¥), e.g. V().

¢ Discretised — sampled values in time are followed by (k7;) or [k], e.g. W(kT,)=v[k], and the value is
constant during the sampling period 7.

o Digitalised, i.e. discretised and quantised values are followed by [¢], e.g. v[/], and the value takes a
couple of different quantisation levels inside a sampling period T,. PWM signals are digitalised
signals, '

e Normalised voltages will be denoted with letter u, rather than v. Process of normalisation is done in
such a way that per-unit value of /-1 corresponds to ¥V, (except in the Chapter 7 where value of u=1
corresponds to v=V,).

e Voltage shifted to the lowest carrier zone (common carrier band) will be denoted with symbol ~
above it, and will be introduced later in section 5.2,

As an example, a leg voltage undergoes a process of discretisation and digitalisation, and difference
between the desired leg voltage, vZEG(t), sampled desired leg voltage, vZEG(kT}) and output leg voltage, v, glf],
can be observed in Fig. 3.2. In what follows, all signals and certain notions correlated with them will be
explained in detail. For digitalised signals the number of possible levels will be calculated.

Leg voltages, v;g[/], are digital signals (Fig. 3.2). In this research they are referenced to the negative dc-
bus rail (NDC), as are all the other power circuit voltages inside an inverter. Depending on the number of levels,
I, of the inverter output, leg voltages can take any discrete value from 0 to V. (voltage of the positive dc-bus rail
PDC), with steps of V,/(I-1). The case when leg voltage step is not constant is beyond the scope of this research.
A typical shape of the multilevel inverter output leg voltage is shown in Fig. 3.2 for /=4. Since it is a digitalised
PWM signal it is denoted as v;zg(¢] in accordance with the given explanations,

Let us now define normalised representation of leg voltages, u;zq{s], obtained by dividing output leg
voltage with the step of the inverter V,/(-1):

/-1

uusc[’]="u:o[’]'V—' 3.1
d

Defined normalised value of the leg voltage can take any integer value from 0 to /-1 (the normalised step is one).
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0 ’ - 2 Multilevel VSI
- T
$ Gate hrllng ‘T
» > (k Multilevel | Signals
\% ¥ ( t) g ’\ k ”‘;(I‘IT\)\ Pulse [
N A 5 JL ? Width

3 Modulz |

Iy, (n=0 Sampling odwater 12xnq(I-1)| |
NDC =

/ w4
V.2
PO g g g S
e el y

k CPU J

Fig. 3.2: Signals of interest with adopted notation and sketched waveforms in the system of Fig. 3.1.
It is assumed that »=5 and /=4.

Set of instantaneous values of all normalised leg voltages represents the switching state of an inverter and
is usually given in digital form, e.g. [uy up uc up ug]=[2 0 1 3 1]. Number of switching states is the number of
different combinations of leg voltage outputs. As there are » legs and any of them can take any of / different

voltage values, the number of different switching states is defined with:

Numberof switchingstates=/" (3.2)

It is not mandatory that modulation process takes all possible switching states into consideration.

Leg-to-leg (or line-to-line) voltage represents voltage between two inverter outputs and is given with:

Ve (1= Vi [1] = Vigg 2 (1] (3.3)

where LEG1 and LEG2 can take any value from 4 to N, and LEG1 # LEG2. Number of levels of the line-to-line
voltages depends on the values of the leg voltages. Since it is assumed that step of leg voltages is constant and
equal to V,/(/-1), i.e. | in normalised form, that means that line-to-line voltage will have the same step, since it
is obtained by subtraction. The theoretical minimum and maximum values of digitalised u, ,[] that is defined in
the same way as in (3.3), are +(/-1). These values are obtained when one leg has the minimum and the other one
has the maximum value. Finally, leg-to-leg voltage can take any integer value (step is 1) in between minimum,
-(I-1) and maximum, +(/-1) value, so theoretical maximum number of levels that can appear in a leg-to-leg
voltage is 2-(/-1)+1.

Phase voltages represent voltage across a phase of the load, which, in star-connected load case, is the
difference between inverter output and the potential of the neutral (star) point of the load, S. According to

Fig. 3.1, the following equations can be written:

Vg4 =Vsaoc TVa

‘VB =Vsane TV (3.4)

Vn =Vsapc T Va
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Since the nature of v,; and vgypc has not been explained yet, the dependence on time is omitted in (3.4).
Summing equations in (3.4) and expressing voltage between the star point of the load/motor and the negative

inverter dc-bus, v apc, that actually represents common mode voltage (CMV), one gets:

1 N n
Yoy = Vsaoc =;( Zvu;c - vah] (3.5)

LEG=4 ph=a

where the sum of phase voltages is equal to zero, when the load is symmetrical, as it is assumed here. Thus, one

gets from (3.5);

1 N
vCMV[t]=vSNDC[t]=; ZVIEG[t] 3.6)
LEG=A

Since CMV depends only on leg voltages (for symmetrical load), it is also of the digitalised nature, as it is
indicated in (3.6). Typical shape of the CMV is given in Fig. 3.2.
Substituting (3.6) into (3.4) one gets the phase voltages in the following form:

1) =v g [1] - 2221221 3.7
n

or using normalised values for leg voltages:

U]\ V.
vaultl= [“uso {]- Z_nG——)-l—f—l 3.8)

According to the introduced notation in the general form, it should be clear that ph and LEG in the index
correspond to each other, i.e. that ph=a ton corresponds to LEG = 4 to N. Also, boundaries of the sum in (3.7)
and (3.8) are from 4 to N. From (3.7) and (3.8) it is clear that phase voltages are also of the digitalised nature.
Characteristic shape of a phase voltage is given in Fig. 3.2.

Let us also define normalised values for phase voltages ups(t] as:

up,,[t]=vp,,[t]-£li—l (3.9)

From (3.8) and (3.9) u,; can be expressed in terms of u; g, as:

2tusll] (3.10)
n

U] = v 1] -

where ph = a to n corresponds to LEG = A to N, and boundaries of the sum are from 4 to N,

Previous equations (3.8) and (3.10) can be rewritten in matrix form. Equation (3.8) becomes:

vo] ([ua 1 10 0] [11 1) [u,
v | _||us |_ 2tuwe [1]| Ve _|[0 1 0| 111 W\ |us | Ve a1
: : n -1 oot mfd L t ] 1-1

v,| uy 1 00 -1 11 1) |uy

Brackets with time-related term, which defines the signal nature, are omitted in matrix form. Taking into account

normalisation from (3.9), one gets:
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u,| [u, 1 10 -0 11 1 [u,
u, | _|up _Zu,ﬂ;.l: 0 1 0| 111 L] Jua 3.12)
: M n : . .o ni: * : :
u, uy 1 00 .- 1 11 1 uy

that represents equation (3.10) in matrix form.

Considerations regarding the number of levels and the notion of ‘band’ of phase voltage are given next.
To get some general results, either standard form (3.8) or normalised form (3.10) of phase voltage can be
considered. Again, as it has already been mentioned in conjunction with line-to-line voltages, the number of
levels of the phase voltage can also only be determined in terms of the maximum possible number.

In (3.8) the theoretical maximum difference in brackets results when normalised value of one leg voltage
is maximum, i.e. equal to (/~1), and its sum with normalised values of the other leg voltages is minimum,
I-1+(n-1)-0 (all other legs are 0). Similarly, the part in brackets has theoretical minimum when one of leg
voltages has the minimum value, 0, and the sum of it with the other leg voltages is maximum, 0+(n-1)-(/-1) (all
other legs have maximum value, /-1). Using these values in (3.8) one gets that theoretical minimum and
maximum value of a phase voltage are defined as:

Vtmanimin =if—;—1 Ve (3.13)

The step for the values of the phase voltages is constant, since the step of leg voltages is constant as well,

and is defined with the minimum non-zero value of the sum in the brackets in (3.8):

X |-

14
Vorue =T (.14)
By dividing theoretical maximum/minimum value with the step, one gets the number of positive/negative
levels of the phase voltages. Adding the always present additional zero level (e.g. when all leg voltages are

equal) one gets that theoretical maximum number of levels of phase voltages is:

ytheorcticd maximum _ 2(n_1)(1_1)+1 (3.15)

ph Number of Levels

The actual number of levels depends on the value of the reference phase voltage and also on the type of
the modulation strategy used.

Note that the obtained CMV has the same voltage step as a phase voltage, as defined by (3.14). The
maximum and minimum values are determined when all legs have maximum i.e. minimum value. Using the
definition of CMV (3.6), one gets that these values are ¥, and 0, i.e. in normalised form /-1 and 0. This means
that theoretical maximum number of levels in the CMV is n-(/-1)+1, and, again, depending on the modulation

strategy all of them may or may not be present.
‘Band’ of the phase voltage is shown in Fig. 3.2 and it can be defined as variation around the average

value during one switching period T;. In equation (3.10) u.z5[] represents digital PWM signals whose average
value is equal to uL(kT,) during T, as it is shown in Fig. 3.3a. u;z¢[f] can be represented as a sum of a constant

and an alternating part, during the switching period T, (Fig. 3.3a):

U6 (1] = U156 cong (KT, ) + ¥ 156 1] (3.16)

26



Chapter 3 Basic concepts

P | T —»
Uy lt] | | — (n-Vyn-u, 1]
/T | u;, (kT) -x/n ((ﬂ‘-l )-x)/n
1] v
1/n —tu, .1
T _n-1
0 u,, b

”II'(, uum(kr\)

l 2
0 —-1/nu,,, .1, LEG¥]

" x signals (n-1)-x signals

a. b.

Fig. 3.3: Calculation of the ‘band’ of the phase voltage in the general case: a. Constant and alternating part of the
PWM produced leg voltage. b. Graphical explanation of the sum in (3.18) for PD-PWM.

The constant part is in essence any integer value in the range 0 to /-2, while the alternating part is the PWM
signal in the range O to 1. Note that it is not necessary that alternating part contains only two levels and also

levels do not have to be the nearest ones, but in this way dv/df and the number of switchings and hence losses of

the inverter are minimised.

Substituting (3.16) into (3.10) one gets:

+ U G alt]—

(kTS) _ ZulE(:‘.um\-/ (qu) Zuuf(i.ull [l] (3 l 7)
n n

“ph['] = ULEG const

At this point it becomes important which type of modulation is used. It is assumed here that one ‘up’ and
one ‘down’ transition, for one level, take place in all legs during the switching period, and that ‘up’ transition is
in the first, while ‘down’ transition is in the second half of 7;. This represents the most common assumption for
space vector algorithms; if CBPWM is used, this corresponds to in-phase carrier disposition (PD-PWM), as
discussed in sub-section 5.2.1.

For the calculation of the ‘band’ of the phase voltage during 7, only the alternating part of equation

(3.17) is of interest, since the other part is constant during the whole period 7. Let us consider the i" phase.

Taking leg voltage u; ,,[t] out from the sum, phase / alternating part can be expressed as:

N ) t
Z ulE(:.u/l[ ] (3]8)

n—1
U arlt]= Uy arlt]-
n LEG=1,LEG #] n

Let us assume also that there are x leg voltages that have greater average value of the alternating part than

the I leg voltage. This case is shown in Fig. 3.3b. Sum of (3.18) is graphically explained in Fig. 3.3b and from

this figure it is clear that the minimum value of u; ,(t] is —x/n, while the maximum is ((n-1)-x)/n. This finally
means that the ‘band’ of the phase voltage inside a switching period 7} is:

! (3.19)

Uphvand =
n

or in non-normalised form:

=1
n_'—‘&_lz(n-l)'vphs(cp (3.20)

Vphtand =
n =
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Previously explained signals are real measurable signals available in practice. All of these signals have
their reference in the model inside the CPU. Reference values are continuous, but they are used only at instants
governed by the sampling frequency. Also, note that desired reference voltages are always phase voltages, v,:,,(t).
This does not entirely specify the modulation process since desired and output leg voltages (vize(f) and v,zg[1])
contain CMV which represents a degree of freedom. It can be seen from (3.4) that leg and phase voltages are
linked through the common mode voltage (vsnpc=vcumy). So, CMV is also a parameter that should be always of
the high interest. CMV inside the processor unit is a continuous value and is denoted as injection, v,-',,/(t). If
regular symmetrical sampling is applied (samples are taken at the beginning of the sampling period), that means
that sampled values of the continuous (desired) signals are equal to the average values of the corresponding
digitalised signals in the same switching period. Also one should be aware that values in CPU in Fig. 3.2 are
shown in their natural range that is desirable in the inverter and in the machine, but in practice all these values
are scaled to CPU digital range and are in essence binary values.

One very important parameter that is defined according to the continuous reference values is a modulation
index. It represents ratio of the magnitude of the fundamental desired phase voltage over the ¥,/2. Since desired
phase voltage, for the machine with sinusoidally distributed windings, is pure sinusoidal signal, this definition
can be simplified as:

e
V,12

3.21)

where V" represents the amplitude of the sinusoidal reference signal.

3.3 TRANSFORMATIONS

In this sub-section commonly used transformations in multiphase system analysis are defined, described
and rewritten in the form commonly used in the area of electrical machines. In the field of electrical machines
the most wide-spread transformation is Clarke’s transformation. It is a real transformation and is a specific case
of the complex, Fortescue’s transformation [White and Woodson (1959)]. Another transformation is the one that
defines space vectors, and it is usually called space vector transformation. All of these transformations came
from different science fields but in essence all of them are specific cases of the general discrete Fourier’s
transformation (DFT). An effort has been put in [Grandi et al. (2006a)] to explain differences and similarities
between these transformations.

Let us consider space vector transformation in the case of an n-phase time-dependent system. Assume

that x; are real quantities related to that system (k = 1 to n). The general symmetrical space vector transformation
can be defined as [Grandi et al. (2006a)]:

2z
1 & J'T-(k—l)'ﬂ

X, == D K€ pl=0,1,2, ..., n-1
noya .

(3.22)

Value of pl is unlimited, but transformation is periodical, so in this way (taking p!/ = 0 to n-1) one period
is selected. Quantities denoted as x,,; are complex values. The exceptions are the zero-sequence component X;,

and x, ,, that is present if » is an even number, which are real quantities. Index s stands to highlight that the

transformation in this form is symmetrical.
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Variables x;, are n different complex values for different value of pl. If matrix form is used, [x,]=[x;0,
Xty X525 «nes ,5,,,_1]7, it can be interpreted as an n-dimensional space vector, while x,,; can be interpreted as
projections of that vector to a certain complex 2-D plane, pl.
The inverse transformation given by [Grandi et al. (2006a)] is:
=l —i%:-'{k—l)»pl

X=X € k=1,2,3,...,n (3.23)
pi=0

Transformation pair, given by (3.22) and (3.23), is of the same form as Fortescue’s transformation
[Fortescue (1918)] and DFT transformation [Oppenheim and Schafer (2009)]. Interpretation of variable p/ is
different in electrical machine analysis, where it is interpreted as a complex plane (so it is denoted with p/) and in
digital signal processing, for example, where it, when multiplied with 27/n, represents digital frequency
[Oppenheim and Schafer (2009)].

It can be seen that the only difference between direct (3.22) and inverse (3.23) transformation is in the
exponent sign, and in the scaling coefficient. The only requirements are that direct and inverse transformations
have opposite-sign exponents and that the product of their normalisation factors is 1/# [Grandi et al. (2006a)].
Chosen normalisation will lead to power-variant form of the transformation (signal magnitudes before and after
transformation are the same, but the total system power is not) that is more suitable for analysis of SVPWM
techniques.

Transformation pair can be rewritten in the matrix form. If system variables x;, and transformed values
X, are represented as column matrices [x]={x;, x3, x3,..., x,)" and [ 1=[%5.00 X505 Xs 2500 X, »1]", then (3.22) and

(3.23) become:

[x,1=1[E,,]-[x]

4 (3.29)
[x]=[E,,]" -[x,]
where [F, ] represents full transformation that is given with:
{ goo gl‘o gz-o g(n-r)»o 1 1 1 1
| gO»I gu gz-x g(n—l)-l | 1 Ql gz gn-l
[(F,,]=—| a a"? a* a"™ |==1 & a a? 3.25)
n -, -, -, - n . .
Eo-(n-n g|-(n—1) 22-(;:—1) .. g(n—]}(n—l) 1 gn—l g’zn-z . gnz +2n+l

where a=¢?", According to the definition of the transformation pair (3.22) and (3.23), inverse transformation in

matrix form can be obtained as:

(F,, ' =n[E,]I" (3.26)

Since @" is equal to 1, all factors with n can be removed from exponent in (3.25), which becomes:

11 1 1
1 4 & a’
[E,,n]=l-l a d a’ a=e'" (3.27)
ni. . . .
i -1 -2 1
|l a a a |
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From (3.27) it is clear that transformation matrix [F,,] is symmetrical, and index s is used again to
highlight that. Also, it can be seen that the last row in (3.27) is the same as the 2™ row, but with the opposite
signs in exponents. Thus, if x; are real numbers (as it is in practice, since [x] is a set of voltages, currents, ...),

that finally means that for transformed quantities one has:

Xop = ’_‘:,n_pl = ’_C:,_,,z pl=0,1,2,...,n-1 (3.28)

In other words, values x,,; and x,, s are the same values with the opposite phase sign. Equation (3.28)
shows that space vector [x,] can be fully described just with half of its elements, plus unique zero component (or
components for even n). The equivalence in the digital signal processing field is the transformation of a two-
sided to one-sided real signal spectrum. This principle of halving is also one of the basic principles for the fast
Fourier algorithms [Oppenheim and Schafer (2009)].

Since only half of the transformation will be used (half of complex values plus one for odd n, or two for
even n, real values), to retain the same magnitude of variables, normalisation factor in (3.22) and (3.25) must be
changed, i.e. multiplied by 2. In this way unique real values will be also doubled, so they have to be divided once
again by 2, to retain correct magnitude. Thus, for an n-phase system, space vector projections to a certain

complex plane pl are defined with:

2 X 2 &y k-1
X,=—-y =, Xpp=—2) —-(-1 resentforevenn
0n§2 (/2n§2()P
(3.29)
5 P g-npt
Xy=—" ZX,, -e pl =1to (n-1)/2, for odd n, i.e. (n-2)/2 for even n
k=1
or, in matrix form, plane by plane projections can be expressed as:
X
2 x
X, =A- ;-[1 Ll il TR N (3.30)
x

n

where pl = 0 to n/2—1, for odd n, i.e. 0 to n/2, for even n. Constant A=1/2 for pl = 0 or n/2, otherwise 4=1. Note
that index s, that was standing for symmetrical transformed values x,,, and for symmetrical form of
transformation [F,,], is now omitted. From this point onwards, this, asymmetrical, form of space vector
transformation will be used. Notation of the planes will be also changed, to the traditional method of notation in
the area of electrical machines. Axis 0 will be denoted as 0, or as 0" if » is even number when axis #/2 will be
denoted as 0". Plane p/=1 will be traditionally denoted as a-8 plane, while planes p/=2, 3, ... will be denoted as

X1-V1, X2-V2s +-.s XY, EQuation (3.29) can be written in matrix form as:

—xa_ﬂ ] [ 1 e/® eJZa' ej(n-l)a 1.
La-n 1 el eita ... itk ::
, ) . o . 2
: 2 : :
X Tal1 em o ke | | % =[F,]"[x] a1
2r-y, .
Xoe 1/2 /2 1/2 .« 1/2 i
| %o | /2 -1/2 Y2 - -12]" "]
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where a=2-x/n and, for n>5, r=(n-1)/2-1 for odd n and (n-2)/2-1 for even n. Unique transformation rows 0" and
0" are now moved to their traditional positions at the bottom of the matrix. The last row 0" exists only for even n.
Dot product of any two rows in the transformation matrix (3.31) is zero, so complex planes pl/ are
mutually orthogonal, i.e. decoupled, in multidimensional space. By decomposing complex 2-D space vector
projections into real and imaginary part as x,~x, ,+j'x, » (that are also orthogonal to each other) transformation

matrix can be expressed in the form with all real terms, as:

[ 1 cos(@) cosRa) -+ cos(n-Da) ] «
0 sin() sinQa) - sin((r-Da) B
I cosQa) cosda) -+ cos@(n-Da) | x,
0 sinQ2a) sin(da) - sinQr-Da) | y,
) 1 cos(Ba) cos(ba) -+ cos@B(n-Da) | x,
C,]= o 0 sinBa) sin(6a) - sin(B(n-1a) | y, (3.32)
1 cos(ra) cos(r-2a) -+ cos(r-(n—-Da)| x,
0 sin(ra) sin(r-2a) -+ sin(r-(n-Ha)| y,
/2 1/2 1/2 1/2 0"
[1/2 -1/2 1/2 -1/2 10

This is so-called real decoupling transformation form or an n-dimensional Clarke’s transformation [White and
Woodson (1959)]. Space vector column matrix produced using this transformation contains projections of the

n-dimensional space vector onto mutually orthogonal axes (real values).

3.4 SPACE VECTORS

A space vector can be defined in general as any set of n system variables (original variables or variables
after any transformation). In this research, space vectors are further defined by transformation matrices (3.30) to
(3.32), that transform an n-dimensional system into a new set of variables, without the change of the system
dimension. Column matrix of multiphase system variables, when multiplied by transformation matrix, produces
a new column matrix that one calls space vector of the considered variables. This means that presented space
vector definition is general and can be used for example for the set of leg voltages, [v4[f] va[f] ... valr]]", desired
leg voltages, [vi(f) va(¢) ... vi(DY’, phase voltages, [v,[1] v,[f] ... v,[1]], desired phase voltages, [vi(f) vi(?) ...
vi(D], and so on. Space vectors can be also defined for sets of currents or any other physical variables of the
multiphase system. The difference between transformation matrices (3.31) and (3.32) is that (3.31) is in complex
form, so that the space vector is represented as a complex number that describes projections on the real and
imaginary axes of the mutually orthogonal planes. On the other hand, vector produced using real transformation
(3.32), is a column matrix with real numbers that represent space vector projections to each of the n mutually

orthogonal axes.
For example, space vector of the leg voltage set, using (3.31), is defined as:
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W1 =1F, 1 [Vigg ]

Yi£G,a-p 1 et gl . ej(n—l)a h o
ViEG,n-p 1 e gite . V4
|2 . . (3.33)
Y1£G,x,-, a1 e e .. girnta [ V.c
Vg0 /2 1/2 1/2 - 1/2 v: J
| Voo | 12 -1/2 V2 - —y2 [R7

where a=2-7/n. The last row that defines 0" projection is present only for even n.

The nature of space vectors is determined by the nature of the considered signals. For example, obtained
leg voltages or phase voltages take digital values (step is different, see (3.1) and (3.14)), so produced space
vectors are also digital vectors, i.e. points, in the n-dimensional space. On the other hand, reference leg and
reference phase voltages are of the continuous nature, so their space vectors (and all of space vector projections)
are of the continuous nature. In accordance with this, time dependence {7] for digital signal nature is omitted in
matrix form in (3.33).

Let us now compare space vectors of leg and phase voltages. According to (3.30) space vector of the

phase voltages is defined, through its projections into plane p/, as:

vll

zph_,,,[t]=A-;21--[1 glte . girlma] |V (3.34)

v

n

Using correlation between phase and leg voltages (3.7), (3.34) becomes:

v, 1
. 1
v = A2] erra el | Ve g2 grea e"""‘"‘”“]-Zi‘iG—. (3.35)
n : n n :
Vy 1

The first term in (3.35) corresponds to the definition of the space vector for a set of leg voltages, while the
second term can be rewritten as a sum of exponential terms:

Vo plt]1=Viz ] - A 2 2ol Ee"""‘"” (3.36)

The value of the second sum in (3.36) can be simply calculated as a geometrical progression. Using
a=2-m/n one gets that the value of the sum is equal to zero for all values of pl/#int-n, where int represents integer
value. For p/=intn, the value of the sum is n. Since value of p/ is limited from 0 to (n-1)/2 for odd n, i.e. 0 to n/2
for even n, that means that space vectors of the leg and phase voltages have only different projection for p/=0,
i.e. onto 0" axis. In this case value of 4 is 1/2, value of the second sum is n, so the second term in (3.36) becomes
of the same form as CMV (3.6). However, the space vector projection of the phase voltages to 0" plane is zero,
since the value of the first term in (3.36) is also equal to CMV for p/=0. In other words, the projection to 0"
plane represents average value of the signals (1/n-Zv,;), which, for phase voltages, is zero. Also, projection of leg

voltage space vectors to 0" plane is their average value, i.e. the CMV.
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The final conclusion is that for a symmetrical star-connected load structure the phase and leg voltage
space vector projections are the same for all axes, except for 0" axis, where the projection of phase voltage space
vector is 0, while projection of the leg voltage space vector is equal to the veyy value. The same conclusion is
valid also for the reference phase and reference leg voltages.

It is also of interest to analyse space vectors of the leg-to-leg voltages. In multiphase systems leg-to-leg
voltages can be defined in different ways. For example, in a five-phase case set of leg-to-leg voltages can be
defined as: v-Vg, Vg-Ve, .-, VE-Vas OT 8S V4-Vg, Vg-Vp, ..., VE-Vp, €IC. Let us introduce the distance between chosen
legs and denote it with A. In the first set of leg-to-leg voltages in the shown example, the distance is A=1, while
in the second set, A=2. The space vector definition for leg-to-leg voltages is the same as for any other set of

voltages. Taking as an example A=1, and using (3.30), leg-to-leg space vectors for an n-phase system are:

vV, —Vg 1 -1 0 - 0}}v,
Vi =lE, ] v”;vc =(F, ) b o 's (337
Vy =V, -1 0 0 - 1]|vy
Equation (3.37) can be further expressed as:
v, 01 0| |v,
Virw =[E, ul v" “[E. a1 (.) v" (3.38)
Vy 1 00 - 0Of |vy

Square matrix in the second term in (3.38) can be obtained from the unity matrix after circularly shifting to the
right, for A positions. Multiplication of the transformation matrix [E,,] by that matrix will produce circular
shifting to the right of the elements in [E,,/] row-matrix. Since the elements of the matrix [E, /] are of the form
A2ine™*® and since €P"*=1, the circular rotation of elements for A positions can be obtained by

multiplication of [F,, /] by e?#"*, That simplifies (3.38) to:

v, v,
v -j-plAa v —jpl-

Voo =[Enpl) ] |- (B, 1 T |2 A=) g (3.39)
Vy Vy

From equation (3.39) it is clear that position of space vector projections of the leg-to-leg voltages can be
easily obtained from positions of projections of the leg voltage space vectors. Term 1-¢7?"**, depending on the
value of A, changes the magnitude and the phase of the leg voltage space vector projection. Also, one can see
that in 0" axis, projection of leg-to-leg voltages is always zero (since p/=0). For even numbers of phases n, the 0"
axis is present and projection to this axis depends on A. For odd A it simply doubles projection of leg voltages,

while for even A projection of leg-to-leg space vectors to 0" axis is zero.

3.4.1 PLOTTING AND COUNTING OF SPACE VECTORS

In this sub-section space vector projections for two-level and three-level case for five- and seven-phase
inverter leg voltages will be given. Graphical interpretation of space vectors is usually given through the
projections of space vectors into certain planes. Thus, the defining equation (3.30) is very convenient for this

purpose. By expressing space vectors for leg voltages using normalised form (3.1), one gets:
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U,
2 a (n-1}a u V.
zm,ﬁA-;'[l R, gl o (3.40)
ll.'V

Matrix product in (3.40) can be easily obtained graphically. For p/#0, it represents the sum of integer-
magnitude vectors u, to uy placed on axes that make angles p/-a-0 to pl-a-(n—1) with the primary x-axis, while for
pl=0 it is a scalar value, Xu,z;. Further on, axes should be only scaled by 2/n-V,/(I-1) for pl#0, i.e. by
1/n-V4/(I-1) for pl=0. This consideration can be very convenient for manual plotting of space vector projections.

Space vector projections for leg voltages, for a two-level five-phase and seven-phase inverter, are shown
in Fig. 3.4 and Fig. 3.5, respectively. Axes are shown in the normalised form (e.g. [Wang (2002)] is using
normalised form for plotting of the SV diagram, and also redefines the modulation index to accommodate this,
m=V'/(2/n-V,)). It can be seen that symmetry in each of planes is present, and therefore planes are divided into
sectors. Notation of sectors will be always as in Fig. 3.4.

Space vector projections of leg voltages for a three-level five-phase inverter are shown in Fig. 3.6. For
higher number of phases or higher number of levels, the number of switching states becomes very high, so that
such cases will be considered separately, later on, through the characteristic sectors.

It can be seen that in some planes more than one switching state give the same projections, so that the
redundancy is present. Redundancy of projections in different planes varies. Only those switching states whose

projections are the same in all planes give the same multi-dimensional space vector and are hence redundant.
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Fig. 3.4: Five-phase two-level inverter leg voltage space vector projections into the
a-f, x;-y; planes and 0" axis (n=5, /=2).
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Fig. 3.5: Seven-phase two-level inverter leg voltage space vector projections into the
a-p, xi-y\, X-y; planes and 0" axis (n=7, [=2).

Redundancy of phase voltage space vectors is important since it gives the information how many

combinations of different leg voltages yield the same phase voltage. For example, the leg voltage space vectors

represent all possible combinations of output leg voltages (the number of switching states is defined with (3.2))

and all of them are different, so the redundancy is not present. That means that the number of leg voltage space

vectors is the same as the number of switching states, /”. On the other hand, in the case of phase voltage space

switching states produce redundant phase voltages.

vectors, all have the same projection onto zero-axis, so that redundancy is present. The method of counting the
number of phase voltage space vectors is given in [Lopez et al. (2009b)], and final result is that all vectors whose
corresponding switching states do not contain any leg with maximum value are not unique, i.e., are redundant.

As a simple example, if all legs increase their level by one the phase voltage will remain the same so those two

Counting of space vectors is reduced to counting of those switching states that contain any leg voltage

with maximum level. On the other hand, this is the same as to subtract all switching states that do not contain
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Fig. 3.6: Five-phase three-level inverter leg voltage space vector projections into the
a-f, x,-y, planes and 0" axis (n=5, /=3).

Table 3.1: Number of possible switching states and number of the phase voltage space vectors
(given in brackets) for some of the configurations, most relevant to this research.

!/ n 3 5 7

8(7) 32(31) 128 (127)
27(19) 243 (211) 2187 (2059)
125 (61) 3125 (2101) 78125 (61741)

N Wi~

maximum level from the total number of switching states (3.2). Thus, the number of phase voltage space vectors

is defined as [Lopez et al. (2009b)]:

Numberofv,, SVs =1" —(/-1)" (3.41)
The numbers of switching states and unique phase voltage space vectors for cases that will be covered in this
research are given in Table 3.1.

3.4.2 CALCULATION OF SPACE VECTOR APPLICATION TIMES
Space vector algorithms are based on selection of proper sequences of switching states and their times of
application in such a way that desired shape of phase voltage is obtained on average. The controlled variables are

output leg voltages and reference values are the desired phase voltages. With the explanation of equation (3.36)
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it is shown that leg and phase voltage space vector projections into all planes, except 0 axis (p/=0), are the
same. So for those planes (p/#0) it can be said that process of averaging considers projections of the reference
phase voltages and projections of obtainable phase voltages. Thus, it is obvious that space vector strategies do
not control CMV that represents projection of the leg voltages to 0" axis (p/=0).

As already mentioned, switching state is the current state of the inverter output legs. Outputs are usually
expressed in normalised form, so one example of the switching state of a five-phase three-level inverter is 22001
(see Fig. 3.6). Switching sequence is the set of consecutive switching states (space vectors), that is applied during
one switching period, e.g.: 11001-11101-11111-21111-22111-22112-22111-21111-11111-11101-11001. The
aim of the space vector methods is to at first determine switching sequence and then to determine times of
applications of each switching state, so that the average value of the produced voltage in each phase is equal to
the desired phase voltage during the switching period T;.

Process of switching sequence creation is specific for each of the modulation strategies, but process of
calculation of switching times can be regarded as general and will be explained shortly. Planes are mutually
independent and process of averaging must be satisfied in all planes at the same time.

It is important to know the values of projections of reference voltages in all planes. In a general case,
desired phase voltages are of arbitrary shape. It is assumed that they are all of the same shape, but mutually
phase shifted for the characteristic angle a=2x/n. According to the Fourier transformation they can be expressed
as a sum of sinusoidal signals (harmonics), of the magnitudes ¥, and angular frequencies A, where  is the
fundamental angular frequency. Then, according to (3.30), space vector projection of the A* harmonic into a

certain plane is defined as:

V, -costh-(at~0-a)-¢,)

‘_’;.pl =4 % : [1 el g/ P ta ] V; eost (“” “heme) 342)
v, -cos(h- (ot —'(n -D-a)-g,)

where A=1/2 for p/=0, and A=1 otherwise, w=2xfis the fundamental angular frequency and ¢, is for a particular

harmonic the initial phase angle. Rewriting matrix multiplication as a sum and rewriting cosine function in

exponential notation, (3.42) becomes:

. y -
Y =A-_..Vh 'Ze]pl(k l)a‘COS(h(a)t-(k_l)'a)-¢h)
N n yoor (3.43)
=4 2, v, ie”ﬂ(k—l}a ) e/thar-hk=a-g,) | o=Jtha-hik-1ya-p,)
n k=l 2

Leaving under the sum only the k-dependent terms, one gets:

Y;.p: = A,Kh._,(e/(m—m ,Z":ej-(pl—h)»(k—l)a 4o/ har-o) ,Z":ej-(puhr(k-l)aj (3.44)

n k=) k=)

Sums in (3.44) represent geometrical progressions and one gets that the first one is equal to 0 for any
value of (pl-h) except for (pl-h)=int:n, when the value of the sum is n. Variable int is an integer number.
Similarly, the second sum is 0 for any value of (pl+h) except for (pl+h)=int-n, when the value of the sum is n.
The only mathematical solution when both sums in (3.44) have non-zero values appears when (h-p/)=int;'n and

(h+pD=intyn. Since value of pl is limited from O to (n-1)/2 for odd n, i.e. 0 to n/2 for even n, this is only
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possible for p/=0 (for the same int; and int,) and for p/=n/2, when n is an even number (for consecutive int, and
int,). In that case:

1 v,
2 n

L
v =
h,o/ z
2

where h=int-n for pl=0, i.e. h=int-n+n/2 for pl=n/2 for even n.

: (ef""'"“’») n+e /) n)= Vy -costhax - p,) (3.45)

For other values of p! (p/#0 and pi#n/2) for certain value of k only one of the sums in (3.44) has non-zero
value, n. If h=int'n+pl then the first sum has non-zero value, and if h=int-n—pl then it is the second sum. The

value of the projection in those cases is:

Y;,pl =1 o, (ej(ha'—w") cn4 e/ -0): v, -e/tee for h=int-n+pl
(3.46)
Y; o= 1 .V_h . (e](hnl—%) _0+e"j(h”—¢h) 'n)= I/h‘ .e—j(hal—w,,) for h=int'n—pl
’ n

From (3.45) it is obvious that phase voltage space vector projections to 0" and 0" axes are real numbers,
with maximum value of +¥}. Projections are of the same form, but different harmonics are mapped into different
planes. From (3.46) it can be seen that projections into other planes represent complex numbers which move
along a circle of radius ¥, with an angular frequency of A-w. Direction of rotation for the harmonics of two
equations in (3.46) is opposite. The starting angle is determined by g,

In general, one can say that harmonics A that map into the plane p/ are determined with:
h=int-n+ pl (3.47)

One example of mapping of the phase voltage harmonics, with direction of rotation in a certain plane, for
five-phase and symmetrical six-phase case, is shown in Fig. 3.7.

The process of digitalisation is always present in the digital signal processor based control of an inverter
supplied drive. Hence, it is important to note that projections of discretised reference voltages into certain planes

are discrete points on a circle, rather than continuous values. The angular distance between two consecutive

Harmonic (/) @ @ Harmonic (h)
0 <+ —‘ <>
1 G = (1) G
2 G 2 G
.3 : 5
s e (=) @) 500
6 G 6 «—>
T G TG
L3 &
10 <> @=D RS,
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Fig. 3.7: Mapping of the reference phase voltage harmonics for: a. five-phase and b. six-phase case.
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samples is determined as h-w-Th, so that it is higher for higher harmonics. Also, direction of rotation is different
for different A, as already explained.

The reference projection is actually determined by the sum of discrete values of the desired harmonics
that map into a certain plane. If there is more than one harmonic (that maps into the certain plane), the trajectory
is not circular. However, desired phase voltage references in this research are of the pure sinusoidal shape. That
means that only the projections into the a-f plane (p/=1) belong to a circle, while projections into other planes
are zero.

Determination of times of application requires knowledge of the chosen space vectors and the desired
phase voltage reference projections into each plane. Since process represents a graphical averaging and some of
the chosen switching states can be redundant, it is not important to know the exact switching sequence. It is
enough to know chosen space vectors that will be used. Switching state redundancy in that case allows creation
of more possible switching sequences. It is shown in [Kelly et al. (2003)] that, for obtaining the pure sinusoidal
output in an n-phase case, n space vectors should be applied. Process of volt-second averaging can be done by
projecting reference and chosen space vectors to any two arbitrary chosen axes x,; and y,, in each of the planes,
pl, and applying voltage-second balance equation to each axis in each plane. Time of application of each space

vector is determined by solution of the system of equations:

n
L]
vx, 'T; = va’,.l I;
i=l

Y,

v, T, =§v,,,,- T, (3.48)

L=3T
i=l
where pl takes all values from 1 to (n-1)/2 for odd n, i.e. 1 to n/2 for even n, and index i stands for the i" applied
space vector. Axis p/=0, i.e. 0" axis, is not considered in (3.48) and, instead of it, the n™ equation for an
n-variable system guarantees that the sum of application times is T,. As already mentioned, space vector
algorithms do not consider 0" axis. The projection to this axis, as already shown, represents CMV, hence
replacement of the CMV equation with the time-balancing equation is logical. Axes x and y can be selected
arbitrarily, but the best choice is to set x-axis as the real and y-axis as imaginary axis of the plane. Projections

onto these axes are automatically determined by the space vector transformation. Rewritten in matrix form,

(3.48) becomes:

- - -

*
Vo Var Va2 0 Van
L]
v Vea  Vp2 Va.n T
. 1
Vx| vx,‘l vx,.2 vx,.n T,
- 2
v, I ={Vya Y2 Yy . (3.49)
: : r
1 1 1 "
3 v v
LYo | Vo Vo2 0,

Finally, solving for matrix with times of application, one gets:
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_ .-
Vau Va2 Va.n \
T Vea Vo Vo.n v,
1 .
T vxl.l Vx1,z Vxl‘" v
2 -
. = vy,.l Vyh2 o lev" . v)’: 7; (350)
T :
" 1 1 1 1
Vou Yo Vol % _J
where v, is the projection of the i" chosen space vector onto the axis p, p=a, B, x), ), ... and 0, and i=1 to a.

Variable v; is the projection of the reference phase voltage space vector onto p-axis.
If number of phases is an odd number and if pure sinusoidal output is desired, as it is the case in this

research, 0" axis is not present, and reference projections into x-y planes are zero, so that (3.50) becomes:

- S .
Vaai Va2 *° Van (va

Iy Vga Vg2 7 Vga Vg

T2 . Vaa VYe2 °° Vi . Yy T (3 51)

N . s .

* v}’pl v}’]-z o v)’lv” v.V|

||+ o :
R R U N

This equation is in the form that will be usually used in this research.

3.5 MULTILEVEL INVERTER TOPOLOGIES

Multilevel inverters are becoming more attractive in high-voltage and high-efficiency applications
because of the following characteristics [Rodriguez et al. (2002)]:

1) Multilevel inverters produce staircase waveform output leg voltage with lower total harmonic
distortion (THD) and lower dv/df compared to the classical two-level VSIs.

2) They draw input current with very low distortion.

3) They generate smaller CMV steps (that is the same as for phase voltages, (3.14)), thus reducing the
stress in the motor bearings. In addition, using sophisticated modulation methods, CMV can be eliminated.

4) They can operate with a lower switching frequency, i.e. effective switching frequency to achieve the
same voltage characteristics is lower than with the two-level inverter.

An ideal inverter can be regarded as a ‘black-box’ amplifier. However, the inverter topology is what
specifies certain type of realisation of the inverter, and sometimes requires special features from the modulation
strategy. A general classification of multilevel inverters is given in [Rodriguez et al. (2007)]. Classification
branch of interest for this project, and in general for motor drives, is the entry ‘indirect converters, voltage
source, multilevel inverters’. There are a lot of different multilevel structures, but the main circuit topologies of
these inverters that have been successfully implemented as standard products for medium-voltage industrial
drives are [Rodriguez et al. (2002), Wu (2006), Rodriguez et al. (2007), Seyed (2007)]:

1) diode-clamped or neutral-point clamped voltage source inverters, NPC VSI;

2) serially connected multi-cells with separate dc sources or cascaded H-bridges, CHB VSI; and

3) capacitor-clamped or flying capacitor, FC VSI.
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Laboratory setup

0
|
]

NDC
a. b.

Fig. 3.8: Neutral-point clamped inverter (VPC): a. three-level case (switch notation
corresponds to the laboratory setup), b. general case.

Currently these topologies cover voltage ranges from 2.3 to 13.8 kV [Rodriguez et al. (2007)].

A three-level diode-clamped inverter is shown in Fig. 3.8a. In this circuit, the dc-bus voltage 1s split into
three levels by two series-connected bulk capacitors. The key components that distinguish this circuit from a
conventional two-level inverter are diodes D, , and D, ,, that ‘clamp’ output voltage to the midpoint of the dc-
bus. Sometimes, the middle point in three-level case is called neutral point, hence the name neutral-point
clamped (NPC).

In Fig. 3.8b, an extension of the NPC topology to multilevel case is shown. In this case, diodes clamp
output voltage to the dc-link capacitor voltages rather than to the neutral point (which, for even number of levels,
is even not present). That means that the name NPC is not formally correct for multilevel diode-clamped
inverters, but it is widely in use and will be also used here.

In general, one phase leg consists of 2(/-1) active switches and (/-1)-(/-2) clamping diodes with the same
reverse blocking voltage. The total dc bus voltage V. is distributed across the dc capacitors Cy, Cs, ..., Cy).
Hence, an output voltage of 0, 1/(I-1)Vy, 2/(I-1)-V4., ..., V4 can be obtained at the leg output, v, [Seyed
(2007)]. The main problems of this topology are capacitor voltage balancing, different switching load of IGBTs
and high voltage stress on the clamping diodes. For more than three levels, voltage balancing problem cannot be
overcome by modulation techniques. Balancing circuits should be applied instead. This makes the NPC
configuration unattractive for more than three levels [Seyed (2007)].

Switches are triggered in complementary pairs, i.e. when one of the complementary switches is on, the

other one must be off. Complementary switches, such as pair S, and S, ,, for example, are connected with

clamping diode branches (Fig. 3.8).
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Table 3.2: Correlation of the IGBT switching states with output leg voltage for the used three-level NPC inverter.

S1 S2 Leg voltage (v,) Description

0 0 V.2 Output connected to the middle point
0 1 0 Output connected to the PDC rail

| 0 Ve Output connected to the NDC rail

1 1 3-state Floating output

A three-level NPC inverter is used in the experimental investigation in this research (see Appendix A).
The switch notation in Fig. 3.8a is not the common one (in contrast to Fig. 3.8b), but it corresponds to the real,
used, setup. In Table 3.2, correlation of the semiconductor switching states with an output leg voltage is shown.

Another fundamental topology of multilevel inverters is the flying capacitor, FC VSI. Flying capacitor
inverter topologies for the three-level and for a general case are shown in Fig. 3.9. As the NPC, this topology
also needs only one dc source for the supply. It uses capacitors rather than diodes. Voltage level of capacitor
branches defines output leg voltage. Compared to NPC, flying capacitor inverter has one attractive feature,
switching redundancy within the leg, which can be used for flying capacitor voltage balancing [Seyed (2007)].

One leg of FC topology inverter consists of 2(/-1) active switches and (/-1)-(/-2)/2 flying capacitors of
the same capacitance. Also (/-2) dc link capacitors are present. The voltage on each capacitor is Vy/(/-1)
(Fig. 3.9). The main problem of this topology is the capacitor voltage balancing [Rodriguez et al. (2002)].

The third very popular topology is the cascaded H-bridge, CHB. It is different from the above mentioned
two and it is based on series connection of single-phase inverters with separate dc sources. Fig. 3.10a shows the
power circuit for one leg of a three-level H-bridge (full-bridge), that is the basic unit for CHB topology, and one

leg circuit for CHB structure with an arbitrary number of levels (Fig. 3.10b). The resulting leg voltage is

~
|

=
()
N

Fig. 3.9: Flying capacitor (FC) inverter topology: a. three-level case, b. general case.
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a. b.
Fig. 3.10: Cascaded H-bridge (CHB) inverter topology: a. full-bridge (three-level) basic cell, b. general case.

obtained by the addition of voltages generated by different cells. Each single-phase H-bridge inverter can
generate three voltages at the output, ¥, 0 and ¥, ,, where i stands for the i cell. Depending on the number
of cells in a leg and dc voltage ratio between cells, the number of output levels changes [Manjrekar et al. (2000)].
The basic topology uses the same voltage supply for each cell [Rodriguez et al. (2002)], since otherwise the cell
power rating would be unequal and the design of the cells may have to be different from each other. This leads to
asymmetry and non-modular structure, that are not desirable.

The main advantage of the CHB structure is the ability to synthesize higher number of output voltage
levels with an excellent harmonic spectrum utilising low-cost low-voltage power semiconductors and capacitors.
Also, modulation, control, and protection requirements of each bridge are modular, which makes CHB very
attractive for usage [McGrath and Holmes (2002)]. However, the main drawback of this topology is the need to
supply each cell with a complex and expensive isolated transformer [Seyed (2007)]. Also, potential advantages
of a hybrid structure, with non-equal dc-bus voltages per cell, and improvement of output voltage characteristics

are always obtained at the expense of the loss of modularity and loss of redundancy that can be used for different

purposes [Leon et al. (2008a)].

3.6 SUMMARY

This chapter contains the basic equations, definitions and explanations that will be used in the thesis. The
main configuration of the system that will be analysed and all voltages and currents of interest are defined. Some
rules related to symbols and notation, are introduced. In particular, definitions of leg voltages, switching states,
leg-to-leg voltages, phase voltage, common mode voltages, etc. are given. Definitions cover the nature of the

signals and, for digitalised signals, the number of levels and basic step calculations. Wherever possible,
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equations are given in scalar and in matrix form. Decoupling transformation that defines space vectors is
introduced. Transformation is given in a variety of different forms. Space vectors are defined and the number of
phase voltage space vectors and redundancy are introduced. It is shown how different harmonics of the reference
voltage map into different planes. Calculation of space vector application times is explained in a general case. At

the end, basic multilevel inverter topologies with their main advantages and drawbacks are presented.
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MULTILEVEL MULTIPHASE SPACE VECTOR MODULATION
TECHNIQUES

4.1 INTRODUCTION

This chapter analyses space vector algorithms for multilevel multiphase inverters. The goal is always to
create sinusoidal output phase voltages since the analysed load is an induction machine with sinusoidally
distributed windings. Space vectors are defined as in section 3.4, where an explanation of space vector
projections is also given. Process of representation of space vectors through the projections is usually called
vector space decomposition (VSD) and it was introduced by [Zhao and Lipo (1995)]. VSD approach is widely in
use in conjunction with multiphase two-level inverters.

Extension of space vector modulation from two to more levels is not straightforward. The number of
possible switching states of a VSI is defined as ", where » is the number of phases and / is the number of output
voltage levels per inverter leg. This gives exponential increase in the number of switching states as both the
number of levels and the number of phases increase, and this represents the main problem in development and
application of SVPWM algorithms.

PWM techniques for multiphase multilevel inverters have started attracting attention only recently [Levi
(2008)]. However, majority of existing works are either based on extension of the three-phase algorithms and
utilisation of the three nearest vectors, or on some other principles that do not account for the existence of x-y
planes. This produces large low-order harmonics. Some other methods use different approaches, that are closer
to the carrier-based one, and do not use VSD approach. Survey of the relevant papers was given in section 2.5.

The first paper that applies VSD approach to multilevel multiphase inverters is [Gao and Fletcher (2010)].
The considered case is a three-level five-phase neutral-point clamped VSI. Another paper that applies VSD
approach to a three-level seven-phase inverter for the first time [Dordevic et al. (2011b)] is the result of this
thesis. The core algorithm follows the methodology of [Gao and Fletcher (2010)], but the paper reveals problems
and gives solutions when the number of phases increases. Both cases are explained in detail in the following
sections 4.2 and 4.3. One modification of the algorithms is also presented. Simulation and experimental results
are further included in sub-sections 4.2.8 and 4.3.8. Only basic results that confirm correctness of the algorithms
are shown, while comparison between modulation strategies is left for Chapter 6. Finally, section 4.4 briefly
discusses algorithm generalisation.

Original contributions of this chapter has been presented in three conference papers [Dordevic et al.
(2011b), Dordevic et al. (2011a), Jones et al. (2011a)] and three journal papers [Jones et al. (2012), Dordevic et
al. (2013a), Dordevic et al. (2013b)]. Content of section 4.2 has been used in [Dordevic et al. (2011a), Dordevic
et al. (2013a)]. In [Jones et al. (2011a), Jones et al. (2012)] a comparison with open-end winding algorithms is
reported. Content of section 4.3 is available in [Dordevic et al. (2011b), Dordevic et al. (2013b)].
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4.2 FIVE-PHASE THREE-LEVEL SPACE VECTOR ALGORITHM BASED ON
VSD APPROACH

As noted, the first VSD-based SVPWM control strategy for multiphase machines supplied from
multilevel VSIs is given in [Gao and Fletcher (2010)]. Configuration of the analysed topology, the three-level
five-phase NPC VSI supplied drive system, is shown in Fig. 4.1. One logical but novel way of elimination of
switching states that are not useful, as well as determination of switching sequences and their sub-sectors of
application, are proposed in this paper. Suppression of the low-order harmonics is provided by cancelation of
space vectors in the x;-y; plane, and choice of redundant switching sequences is done in such a way as to provide
as good as possible capacitor voltage balancing, and minimisation of the switching losses. Although the
proposed method contains clear and universal steps for any number of phases and any number of levels, the
problem is that it requires a lot of manual manipulation, and some geometry in the process of region partitioning.
Hence, the algorithm will be explained here step by step, in the following sub-sections. For a number of steps,
new specific solutions are given, with a tendency for simplification and generalisation. It will be shown finally

that method is simple for implementation and simulation and experimental results will be given.

4.2.1 VECTOR SPACE DECOMPOSITION

Process of VSD has already been explained in section 3.4, and it will be here only briefly reviewed. In the
considered case of a five-phase three-level inverter (n=5, /=3), according to (3.2) there are 3°=243 switching
states, and 211 unique phase voltage space vectors (from equation (3.41), 32591 1), Leg voltage space vector
projections and corresponding switching states are shown in Fig. 3.6. Desired phase voltages are sinusoidal, and

for symmetrical case can be defined, in general, as:

v;,,,(l):V' -cosQnft -2z /n-(ph-1)) 4.1)

where 7" and f are the amplitude and frequency of the desired phase voltages, n is the number of phases, and
ph=a to n determines the phase. VSD can be applied to any set of desired and obtained phase and leg voltages.
From Fig. 3.2 it can be seen that the route from the desired to obtained phase voltages is through the desired leg
and output leg voltages, so the analysis has to be done in terms of projections of all of them. From the discussion
after equation (3.36), it is clear that projections of desired and obtained leg and phase voltages are different only

in 0" axis, i.e. in CMV. Therefore, VSD based algorithms do not consider CMV voltage, and directly apply

N 0
Fig. 4.1: Analysed topology of a three-level five-phase NPC VSI-supplied induction motor drive.
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Reference voltages Obtained voltages
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Fig. 4.2: Graphical description of the VSD SVPWM.

process of averaging (PWM) in all other planes for desired and obtained values. This process is graphically

described in Fig. 4.2.

4.2.2 ORDER-PER-SECTOR LAW AND REDUCTION OF THE NUMBER OF SWITCHING STATES
From the comparison of the time domain relationships and switching states in the a-f plane, a very simple
method for elimination of the switching states that are not useful has been developed in [Gao and Fletcher

(2010)]. Correlation between reference phase and reference leg voltages is given as:

Vi () =Vio ()= (/1) D Vise (1) =Vigo (1) - C(O) 4.2)

LEG=A
where index LEG identifies the leg and takes the same values as the motor phase index ph. It is clear from (4.2)
that the order of the reference phase voltages is the same as the order of the reference leg voltages at all times
since the value C(¢) is the same for any of LEG-ph index pair. The same equation with the same conclusion can
be given for obtained output leg and phase voltages.

It is thus clear that the same order will be followed between the reference and between the obtained phase
and leg voltages independently, as it is shown in (4.2). For example, if v.>v,, that means that reference leg
voltages will follow the same relationship, v,}zv;; and also, if v,>v; that automatically means that for the
obtained phase voltages v,>v; will be true. However, it does not necessarily mean that if v,>v;, then v,>v,, or if
v>vy then v,>vp, in each instant of time. Whether or not this is satisfied, depends on the type of the modulation
technique.

Let us consider five-phase three-level case, but note that following explanations are also valid in a general
case. If a symmetrical PWM is considered, and if transitions are only for one step (for minimum losses), then if
v>v} relationship v,>vy always holds true (Fig. 4.3a and Fig. 4.3b). Note that instead of > sign, > must be used.
Some counter examples when obtained leg voltage signals are not centred, or when non-equal leg voltage steps
are in use, are shown in Fig. 4.3¢ and Fig. 4.3d. Here it is shown that in those cases produced leg voltages do not
follow ordering of the reference leg voltages. Finally, one can say that, according to the explanations of (4.2) and

Fig. 4.3, if symmetrical PWM is utilised in conjunction with the principle of minimum losses (application of two
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Symmetrical PWM with single level steps Non-centred PWM Non-equal step PWM
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Fig. 4.3: Leg voltages will follow ordering of the reference leg voltages if sequence is symmetrical with single
level steps (a. and b.). Counter examples for: c. asymmetrical PWM, d. non-equal step PWM case.

nearest leg voltage levels), then produced values of phase and output leg voltages will follow order of reference

leg and phase voltages, in each instant of time.

The phase voltage references in the five-phase case change their order each 36°, and in this way the full

period can be divided into 10 sectors, Fig. 4.4. Order of reference phase voltages in each sector is summarised in

Table 4.1. According to (3.46), space vector trajectory of the sinusoidal reference phase voltages (4.1) in the a-f

plane is a circle with magnitude " and angle . This means that angle of 36° directly corresponds to the sector

angle, so sectors from the time domain correspond to the sectors in the a-f plane.

Taken together, this gives definition of the order-per-sector law, that ordering of phase voltages in each

sector in time domain will be followed by the ordering of digital values of output leg voltages in an appropriate

sector in the a-f plane, if symmetrical PWM principle with single level step is in use.

v, [pu]

Fig. 4.4
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Desired phase voltages for five-phase induction machine in time domain, with identified sectors that
correspond to the sectors in the a-f plane of Fig. 3.6.
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Table 4.1: Order-per-sector law for phase voltages for the five-phase case (see Fig. 4.4).
Sector Phase voltages order
1 VoV 2V VIRV
2 V2V VIV
3 VE2VERVISVRVS
4 ViRV, VRV
5 VI2VZV2V2V,
6 VIZVIZVaZV 2V
7 VRVERVERVI>Y,
8 VeRVRVLRVIY,
9 Ve 2Va VRV 2V
10 ViV 2V VRV
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Fig. 4.5: Remaining space vectors in the a-f and x,-y, plane after application of the order-per-sector law.

According to the previous explanations, if sinusoidal output is desired, all switching states that do not

satisfy required order-per-sector law should be eliminated. For example, switching state 22011 belongs to the

first sector (Fig. 3.6), but does not satisfy required ordering for the first sector, since vp>v,. The number of

switching states of interest can be significantly reduced in this way, from 243 to 113. Projections of space

vectors of 113 remaining switching states, into a-f and x,-y, plane, are given in Fig. 4.5. Space vectors from the

first sector and those from the second that are at the sector border line are shown in different colour, since later

on only the first sector will be analysed. Note that scales for two planes in Fig. 4.5 are different. Number of

switching states that correspond to the same space vector remain unchanged after this space vector number

reduction. It can be seen that this method of reducing the number of switching states, according to the order-per-

sector law, is general for any number of phases and any number of levels [Gao and Fletcher (2010)].

4.2.3 DETERMINATION OF POSSIBLE SWITCHING SEQUENCES

Next, switching sequences should be determined. Switching sequence represents the set of switching

states that should be applied during one switching period, 7,. The rules that should be satisfied during

determination of the switching sequences are as follows:
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1) In order to produce sinusoidal output in an n-phase machine, switching sequence must contain »
space vectors [Kelly et al. (2003)].

2) During one switching period every leg has to once increase and once decrease its level. In this way,
each leg can produce desired value on average and the first and the last switching state are the same,
so that moving to the next switching period minimises losses.

3) Symmetrical sequences are desirable, so it is assumed that in the first half of the switching period all
legs increase their level, while in the second half all legs decrease the level.

4) For the sake of loss minimisation and reduction of dv/dt, increase and decrease is always for one
level. Higher step (e.g. from 0 to 2) will produce higher dv/dt, and also more switches would change
state (higher losses), which are both undesirable.

It can be seen that previous rules are predominantly based on loss minimisation, and on the requirement
that average value can be obtained in each switching period in each leg. Note also that requirements for
symmetrical and equal-step PWM sequence, that are necessary for application of the order-per-sector law
(Fig. 4.3), are included in the rules.

It will be shown here that it is enough to consider space vectors and their sequences just in the first two
sectors and, eventually, in the first sector only. It is interesting to note that all space vectors that are in the first
(i.e. a-p) plane shifted by an angle a=27/5, have the same switching state but are just circularly shifted, i.c.
rotated to the right for one position (rotate to right or RoR operation). That means that switching states in the
second sector-pair can be obtained by rotating to the right for one position appropriate switching state records
from the first sector-pair. Switching states in the third sector-pair are the same as those in the first after RoR
operation for 2 positions, etc. (Fig. 4.6a). Comparing sector-pairs in the a-f plane with sector-pairs in time
domain it can be seen that the first sector in time domain is of the same shape as the third and all the odd sectors;
also the second sector is of the same shape as the fourth and all the even sectors. Reading from max to min value
in the first sector, the order of applied voltages is: v,, vs, V., V., v, while in the third sector the order is: vy, v,, v,
Va4 Ve. This means that in the third sector v, takes position of v, (a—b), v, becomes v, (b—c), v, becomes v,

(e—a), v. becomes v, (c—d) and v, is at the position of v, (d—e), so that all voltages have rotated to the right

a-f plane Firing signals for used
Bl three-level NPC VSI

RoR(4) L2121 e]2]

0 o npnoon
©21022 s2[ o] o]fo][ 1 ]o]
[9]
N N~ Sector-pairs border iy

Fig. 4.6: Switching state symmetry in the a-f plane: a. all switching states are determined by RoR operation of
one sector-pair. b. Transition from decimal to binary representation for RoR operation in the microprocessors.
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their position for one place. The same conclusion applies for the second and the fourth sector. This is a very
important conclusion since RoR operation is easy to realise with any microprocessor. At the first sight it appears
that there is a problem since non-binary values should be subjected to rotating operation, but every level is
defined with appropriate binary gate firing signals (Table 3.2 gives an example for the used three-level NPC
VSI). Thus, switching states have to be at first separated into appropriate switching state groups for each gate
firing level (Fig. 4.6b), and then subjected to the same RoR operation and set at output simultaneously. It is thus
clear that it is enough to analyse only the first sector-pair, while switching states in the other sector-pairs ("
sector-pair) can be easily produced by the explained RoR(i—1) operation.

To prove that it is enough to consider only sequences in the first sector, relation between sequences in the
first and the second sector, or, say, between odd and even sectors is needed. This is easier to find starting from
the time domain. In Fig. 4.4, the second sector can be obtained after rotation of the seventh sector for 180°
around time axis. This is highlighted in Fig. 4.7a. Since the seventh is an odd sector, its switching states can be
obtained from the switching states in the first sector, after application of RoR(3) operation. Thus only the
influence of rotation for 180" around time axis should be established. Rotation around time axis can be obtained
by changing the signs of the applied voltages, or in multilevel digital domain (where all states are denoted with
positive numbers, 0, 1, 2...), by changing maximum with minimum value and so on (for a three-level case this
means change of 2 with 0, 1 remains 1, and 0 changes to 2). So, it can be said that, in the five-phase case,
switching states in even sectors can be found by applying RoR operation three times — RoR(3) to the first sector
and swapping each digital output value wu;z; with (/~1)-u;z; (Fig. 4.7b). Previous explanation shows how
switching states are mapped from the first sector to the second sector, i.e. from the odd to the even sector, and it
proves that it is enough to analyse only the first sector. Generalisation of previous analysis can be done, in a
simple manner, for any other odd number of phases.

Consider next what happens with switching sequences that have the same position in the odd and in the
even sector. Switching sequence that should be applied in even sectors is the same as in odd sectors, but in even
sectors the same switching sequence will produce a decrease of the leg levels in the first half-period of the
switching period, and an increase in the second (since the signs of appropriate signals in odd and even sectors are

opposite: 0 has been changed to 2, 1 to 1, and 2 to 0). Note also that transition takes place in the different leg,
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Fig. 4.7: Correlation between odd and even sectors: a. in time domain, b. in the a-f plane.
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due to RoR(3) operation, as it is shown in Fig. 4.7b (transition 3up becomes l1dn). So switching states in even
sectors should be applied in the opposite direction than in the odd sectors to retain symmetry and to minimise the
number of switching transitions when change of the sector takes place. Thus it is clear that it is enough to
analyse only the first sector and then, from it, to construct switching states in the second sector, and in all the
other sectors. It has been clarified how the switching sequences are constructed in the even sectors as well.

Let us assume that the present switching state is [x; x, x5 x4 xs]T, and that the first transition happens in the
third leg. The next switching state is then [x, x, xs+1 x4 x5]". With regard to the transition in the a-§ plane, this
represents the distance between projections of these two switching state projections (blue ‘3up’ arrow in
Fig. 4.7b). Projection into the a-f plane is determined as in (3.30), so the distance between these two vectors (i.e.

transition for one level in the third leg) is defined as:

2 - 2
— plla . pl2a L pl3a j4a Jla
A,J_ca‘/,—s (x, +xy-e"% +(x;+1)-e +X, -e 4ix; e )—g-(x]+x3-e

(4.3)

; i3 2 =
+x;,-e7" +x, 77" +x5-€ e j3-Da

ey Z e

(VRS

2
=—-e
5

With simple generalisation of (4.3), this means that transition for one level in the &” leg maps into 2/» scaled unit
vector inclined for 2z/n-(k-1) radians with respect to the a-axis. For generalisation purposes, note that this
inclination angle to a (i.e. x-axis) will be multiplied in other planes by the plane number p/ (for 0"-axis, p/=0; for
a-f plane pl=1, for x;-y,, pl=2, etc.). The start of the transition vector is in the first switching state projection. If
increasing transitions occur in each leg, to form the first half of the switching sequence, this means that the last
(the sixth, in the five-phase case) switching state will be [x;+1 x;+1 x3+1 x4+1 x<+1]". Applying space vector
transformation matrix (3.30) to the last switching state, one gets that it has the same projection as the first (the
starting) switching state, in all planes except 0 -axis. However, difference in the 0" axis is not considered in the
VSD SVPWM approach.

The first sector of the a-f plane, with reduced number of switching states according to the order-per-
sector law, and with all possible transitions, is shown in Fig. 4.8. Transition in each leg is shown in a different

colour. Only transitions that increase leg level (up-transitions) are shown. Down-transitions that should be in use

Transition for one level up in the:
a-f plane - Sector |

1" leg (leg A) (0°)

2" leg (leg B)  (72°)

e
Y leg(leg C)  (144°) \

2222001

4" leg (leg D)  (216°)

00000

22222 02 A

5" leg (leg E)  (288°)
% t —t | foe
0 0.2 0.3236 0.4 0.5236 06472 =« V,

Fig. 4.8: Possible transitions from each switching state in the 1*'sector of the a-§ plane after order-per-sector law
application. Only level-increasing transitions are shown.
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in the second-half of the switching sequence have the opposite direction. Graphically, construction of a
switching sequence means that one has to find all closed (the first and the last switching states correspond to the
same projection) five-angle patterns that contain all five different colours (transition for one level appears in
each leg). Since the first and the last switching state correspond to the same space vector, this means that
potential starting space vector has to have redundancy. Next, the starting switching sequence must not contain
the highest level (in a three-level VSI this is 2), since an increase by one level in that leg would lead to leg level
3, which is not possible. Finally, potential starting switching states of switching sequences are shown underlined
in Fig. 4.8.

There are 16 closed patterns, as shown in Fig. 4.9. However, switching sequences are not yet completely
determined at this stage, since some of the patterns contain more potential beginnings of the switching sequence
and also some of the patterns cannot provide cancellation (i.e. zeroing of the average voltage) in the x,-y, plane.

Consider first switching sequence redundancy per pattern. For the sake of clarity, only underlined starting
switching states from Fig. 4.8 are shown in Fig. 4.9. Projections of space vectors of those states are denoted with
‘o’ — potential start of the sequence. Multiple ‘0’ represents more potential starting switching states. For
example, the first (A) pattern contains six underlined (‘o’-signed) switching states, so corresponding switching
sequences that start with those states are: 00000-10000-11000-11001-11101-11111; 10000-11000-11001-11101-
11111-21111; 11000-11001-11101-11111-21111-22111; 11001-11101-11111-21111-22111-22112; 11101-
11111-21111-22111-22112-22212; 11111-21111-22111-22112-22212-22222 (only the first, i.e. increasing,
halves of the sequences are shown). Next, B pattern can be obtained by starting the sequence from four ‘o’
denoted switching states (that do not contain 2), and so on. The number of switching sequences that correspond

to each pattern is also shown in Fig. 4.9 (e.g. x6 for A pattern). Summing all of them, one gets that there are 32

/ x4 x3 x3
D
B o
% o e a Lo o o
x2 | x] P x] ’ x2
o o
o \E o o G o H
F
e o e o Y o o o o
x1 K x1 F x|
o
o o 1l o
ol L &——o—o — (<] o (74 o o—o6
x2 x1
“16
A — @ o o—o -

Fig. 4.9: All possible 16 patterns in the 1* sector of the a-f plane (five-phase three-level VSI). Symbol ‘o’
represents potential start of the switching sequences (the number of ‘0’-s is shown after x sign).
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possible switching sequences. It should be emphasised again that corresponding switching sequences in other
sectors can be determined with RoR and sign changing operations, and taking vectors in the opposite direction
for even sectors, as it has been explained previously.

Positions of ‘o’-s potential sequence starts, in Fig. 4.9, are the same as positions of medium and large
space vectors for two-level inverters with 0.5-¥,. For more levels, starts of switching sequences will be
determined with switching states that do not contain maximum level and satisfy order-per-sector law, so the
positions are determined with positions of the appropriate switching states of /-1 level case with (/-2)/(I-1)- V4
scaled voltage.

When sequences are determined (there are 32 possible switching sequences), the next step in [Gao and
Fletcher (2010)] algorithm is to eliminate those sequences whose space vector projections cannot be cancelled in
the x,-y; plane by adjusting their application times. Mapping of all switching states from the first sector of the
a-p plane into the x,-y; plane, with the possible one-level increasing transitions, is shown in Fig. 4.10. It can be
seen that in this plane angles of vector transitions are doubled, since the angle in the transformation is doubled
and parameter p/=2, as it was explained in conjunction with (4.3). The length of vector transitions is of course
the same, 2/5 times the unit vector, since regarded leg transitions are for one level.

The mapping of the patterns from the a-B plane of Fig. 4.9 into the x)-y, plane is shown in Fig. 4.11. It
can be seen that patterns denoted with numbers 11 to 16 are located in such a way that these patterns cannot
provide voltage cancelation in this plane. That means that the number of possible switching patterns is reduced
to 10, denoted with letters A to K in Fig. 4.9 and Fig. 4.11 (letter ‘I’ is not used). Switching sequences that
correspond to patterns A-K (24 of them) are shown in Table 4.2, while those eight that correspond to patterns 11
to 16 are omitted.

Up to this point, patterns of interest are determined and corresponding redundant switching sequences are
identified. Projections of chosen space vectors, i.e. pattern, determine dwell times of the switching states, and
this will be analysed in the following sub-section. Determination of the final switching sequence will be

elaborated in the sub-section 4.2.5.

4.2.4 DWELL TIME CALCULATION AND SECTOR PARTITIONING
As it was explained in 3.4.2, for the process of dwell time calculation only projections of space vectors
into planes are important. For this purpose, general equation for dwell time calculation (3.51) is adapted to the

five-phase system:

red -1 e

Tl va.l va,2 va.3 Va,4 va,s Vo

T, Vor Va2 Vg3 Vs Vgs V;;

7;! = vxl.l vx|.2 vx|.3 Vx, 4 vx,,S . V;l 7; (44)
T, Vou Va2 Vs Vs Vs V;l

[ 7, [ 1] 1 1 1 1] [ 1 ]

where T; (i=1, 2, ..., 5) stands for time of application of the appropriate space vector in the pattern — dwell time,
while v, represents the i space vector projection on the p-axis (a, B, x|, y1). As desired reference signals are
pure sine waves without any higher harmonics, that means that reference projections on the @ and B axes are

V' -cos(8) and V*-sin(6), respectively (see (3.46)), while projections on x, and y; axes are zero. Substituting these

values into (4.4), one gets:
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x,-y, plane

2k X2V AL

Transition for one level up in the:
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2" leg (leg B) (2729 \
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Fig. 4.10: Mapping of chosen switching states from the 1"'sector of the a-f plane into x,-y, plane with possible

transitions (only level-increasing vector transitions are shown).

Fig. 4.11: Mapping of all possible patterns from Fig. 4.9 into the x;-y; plane. Symbol ‘o’ represents potential
start of the switching sequences (the number of ‘0’-s is shown after x sign).
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Table 4.2: Switching sequences in the 1* sector that can provide zero average voltage in the x,-y, plane.

Sub- Possible sequences in the 1% sector No.of
sector One level increasing half One level decreasing half Is
00000-10000-11000-11001-11101-11111-11101-11001-11000-10000-00000 25
10000-11000-11001-11101-11111-21111-11111-11101-11001-11000-10000 34
Al 11000-11001-11101-11111-21111-22111-21111-11111-11101-11001-11000 39
*11001-11101-11111-21111-22111-22112-22111-21111-11111-11101-11001 40
11101-11111-21111-22111-22112-22212-22112-22111-21111-11111-11101 37
11111-21111-22111-22112-22212-22222-22212-22112-22111-21111-11111 30
10000-11000-11001-11101-21101-21111-21101-11101-11001-11000-10000 30
11000-11001-11101-21101-21111-22111-21111-21101-11101-11001-11000 35
Bl *11001-11101-21101-21111-22111-22112-22111-21111-21101-11101-11001 36
11101-21101-21111-22111-22112-22212-22112-22111-21111-21101-11101 33
10000-11000-11001-21001-21101-21111-21101-21001-11001-11000-10000 26
Cl 11000-11001-21001-21101-21111-22111-21111-21101-21001-11001-11000 31
*11001-21001-21101-21111-22111-22112-22111-21111-21101-21001-11001 32
11000-11001-11101-21101-22101-22111-22101-21101-11101-11001-11000 31
DI *11001-11101-21101-22101-22111-22112-22111-22101-21101-11101-11001 32
11101-21101-22101-22111-22112-22212-22112-22111-22101-21101-11101 29
El 11000-11001-21001-21101-22101-22111-22101-21101-21001-11001-11000 27
*11001-21001-21101-22101-22111-22112-22111-22101-21101-21001-11001 28
F1 *11001-21001-22001-22002-22102-22112-22102-22002-22001-21001-11001 16
Gl *11001-21001-22001-22101-22102-22112-22101-22101-22001-21001-11001 20
Hi 11000-11001-21001-22001-22101-22111-22101-22001-21001-11001-11000 23
*11001-21001-22001-22101-22111-22112-22111-22101-22001-21001-11001 24
J1 *11000-21000-21001-22001-22101-22111-22101-22001-21001-21000-11000 19
K1 *11000-21000-22000-22001-22101-22111-22101-22001-22000-21000-11000 15
(Tl— F-va.l Va,2 Va3 Vaa var.S—‘l ’-V.'COS(B)
48 Vai Vaz Vas Vs Vas V" -sin(0)
L={Ven Voo Ve Vaa Vi 0 e (4.5)
T4 vyl.l vyl.Z vyl 3 v_v|.4 v}l.S 0
E2h 0 B S Bl TN S B N IR S

where §=wt, stands for the reference angle, and V" represents amplitude of the reference phase voltages.
Sub-sectors, that determine region of applicability of the chosen patterns, can now be determined.
Partitioning of the sector into sub-sectors can be easily determined with the simple constraint that times of
applications, which result as the solution of (4.5), must be in the range from 0 to 7 [Gao and Fletcher (2010)].
This constraint, combined with the reference plotting in the a-f plane (v.;=V'e’, ie. vi.=V"cos(d),
v;= V"sin(#)), yields the sub-sector for application of the chosen space vectors. This part is somewhat
complicated for analytical calculation but is still straightforward if a computer is used. The problem is solved
with Matlab programme, which solves equation (4.5) for each switching pattern, increasing in incremental steps
the values of the reference angle 6 and magnitude ¥°, covering the whole a-# plane. If a solution exists for a
temporary pair of ¥ and 6, and if all dwell times are in the range 0 to 7, the programme plots a dot on a certain
position, ¥'¢” in the a-f plane. This means that the current pair of ¥* and 6 (plotted dot) belongs to the region of
applicability for the selected pattern. All pairs of ¥* and @ (all plotted dots) represent the region of application of
the selected pattern. As an example of the output of this code, Fig. 4.12 shows the area that is covered by the

pattern C of Fig. 4.9. Regions of applicability for other patterns in sector 1 are determined in the same way, and
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Fig. 4.12: Plot from the Matlab code: region of applicability for pattern C from Fig. 4.9.

are shown in Fig. 4.13a. Position of sub-sectors in other sectors is shown in Fig. 4.13b. It should be noted that
borders of sub-sectors are not the same as the borders of corresponding patterns. This is clear from Fig. 4.12, and
is also shown for pattern A in Fig. 4.13a.

Values of specific limits are given numerically, since they are determined using Matlab code; however,
analytical values for the sub-sector borders are desirable. One can see that the borders between sub-sectors are
straight lines and they form angles of 1-#/5, 2-7/5, ..., 5-7/5 with the a-axis. The border of the sub-sector A in
Fig. 4.13a could be obtained analytically by solving (4.5). (which looks too complicated), or by using the fact
that this sub-sector is determined by the pattern to which the switching sequence corresponds: 00000-10000-
11000-11001-11101-11111, which is one of six redundant switching sequences for this pattern (Fig. 4.9). This
sequence is specific since it contains only zeros and ones. This means that it is obtainable by an equivalent two-
level inverter (with halved dc-bus value). Thus, one can say that the line XY represents the border between two-
level and three-level operation of the inverter. The length of line OZ is one-half of the value of the maximum
modulation index for the two-level five-phase inverter (mp,, s), since the value of the dc-bus voltage of the
equivalent inverter is halved. If the modulation index m is defined as the ratio of the fundamental peak of the
phase voltage over the V,/2, as in (3.21), then, using analytical value for m,,, s, [Levi et al. (2008)], one gets

that the length of OZ is given with:

V, V¥V, 1
()Z:_l,.mmx”._d:_d‘.__ (4.6)
2 = 2 4  cos(r/10)

Since all angles are known, analytical values for all the other lengths in Fig. 4.13a can be determined using (4.6)

and some geometry. For example, three characteristic values, given in Fig. 4.13a, can be calculated as:

02764V, =— 9% __
cos(z/10)
07
04472V, =2-————-cos(w /5 4.7
d‘ cos(z/10) @/3) (4.7)

m. ., V.12 2.0Z
0.5528V, = . ML B P

cos(z/10) - cos(z/10)
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Fig. 4.13: Regions of applicability for appropriate patterns: a. for the first sector and
b. for all 10 sectors in a-f plane, defining sub-sectors A-K.

Times of vector applications in each sub-sector are determined by (4.5). However, this does not give
information about sub-division of those times, for the first and the second half. In accordance with F 1g. 4.3a,
assumed sub-division of time for all eleven switching states that constitute switching sequence is: 7,/4, 75/2,

132, TJ2, T5/2, T\/2, Ts/2, Ty/2, Ty/2, T>/2, T\/4.

4.2.5 SWITCHING SEQUENCE OPTIMISATION

The next step in the algorithm [Gao and Fletcher (2010)] is choosing of the switching sequences for each
of the remaining 10 (A-K) switching patterns, since each pattern can be realised with more than one sequence.
The principles that should be used for this process are:

1) A minimum number of transitions between sub-sectors is desirable for minimum switching losses.

2) For capacitor voltage balancing purposes (three-level NPC VSI topology), sequences that contain

more ‘ones’ are preferable since in that case output is defined by the capacitor dc voltage mid-point
[Gao and Fletcher (2010)].

The first rule is a basic optimisation criterion. According to it, it is desirable that all sub-sector sequences
have the same starting switching state, if possible, to avoid additional switching when reference changes sub-
sector, i.e. sector. Unfortunately, it can be seen that unique sequences F, G and J, K start with different switching
states, 11001 and 11000, respectively (Table 4.2). However, all other sub-sector sequences can start with both
switching states (either 11001 or 11000). In conjunction with the second rule, the number of ones is counted, and
is shown in the last column of Table 4.2, for each sequence. Preferable sequences according to this rule
(sequences with maximum number of ones), are denoted with bold number of ones in this column. It can be seen
that two requirements coincide for all sequences A-H if the chosen start is 11001, and additional switching
appears when reference enters sub-sectors J and K. In this way, the optimised switching sequences are

determined for the first sector and they are denoted with “*’ in Table 4.2.
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Table 4.3: The first half of the chosen switching sequence in the 2™ sector.

Sub-sector Chosen sequences for the 2™ sector
A2 11000-11100-11101-11111-12111-22111
B2 11000-11100-11101-12101-12111-22111
C2 11000-11100-11101-12101-22101-22111
D2 11000-11100-12100-12101-12111-22111
E2 11000-11100-12100-12101-22101-22111
F2 11000-12000-22000-22100-22101-22111
G2 11000-12000-12100-22100-22101-22111
H2 11000-11100-12100-22100-22101-22111
12 11100-12100-22100-22101-22201-22211
K2 11100-12100-22100-22200-22201-22211

Switching sequences that should be applied in the second sector are given in Table 4.3. Shown sequences
correspond to those chosen in the first sector (denoted with ‘*’ in Table 4.2). Only increasing-level half of
sequences is shown. These sequences are obtained from their counterparts from the first sector after applying
RoR operation for three positions to each switching state, replacing 0, 1 and 2 with 2, 1 and 0, respectively, and
finally changing direction of the switching state application. Table 4.2 and Table 4.3 give switching sequences
for the first sector-pair and switching sequences for all the other sector-pairs can be directly determined by RoR
operation, as already explained in 4.2.3.

In the chosen switching sequence solution, five extra switching transitions, one for one level up and one
for one level down in each phase, appear during one period of the sinusoidal reference signal (during passing
through all 10 sectors). These extra transitions appear regardless of the modulation index value. The positions of
the extra switchings are shown in Fig. 4.14. Switching state in each partition of the new partitioning scheme
presents the start, i.e. the first and the last switching state (because of symmetry), in each region inside new

partition lines.

4.2.6 DETERMINATION OF THE SUB-SECTORS

As there are 10 sub-sectors in the first sector, leading to the total of 100 sub-sectors in the a—f plane, the

Fig. 4.14: Transitions when extra switchings appear for the original space vector algorithm. Denoted up and
down changes represent increase or decrease of appropriate leg output level for one step.
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change of the sub-sector is frequent and an efficient way of sub-sector determination has to be used. One
graphical method for determination of the sub-sectors was presented in [Gao and Fletcher (2010)]. Process of
determination in which sub-sector of the first sector the reference voltage is, is shown in Fig. 4.15. As already
mentioned, all borders between sub-sectors can be divided into five groups, forming angles of 1-7/5, 2-7/5, ...,
5-7/5 with the a-axis. Each group contains only border-lines that are in parallel. In Fig. 4.15, borders belonging
to the same group are shown in the same colour. Axes orthogonal to these borders are denoted with xs, xg, ..., x),
respectively (see Fig. 4.15; use of symbol x here is not related to the x-y planes). For sub-sector determination, it
is enough to find the projections of the reference vector y;_/, to the defined axes x; to x5 (V,.;; to V,ss) and to
compare the position of these projections with the position of projections of the borders L, Ly, Ly...., Ls. For
example, if the reference is in the sub-sector El, as it is shown in Fig. 4.15, this means that the reference is
located down-left from the border with sub-sector H1, i.e., the reference projection to the x;-axis V,,;1<Ls,; the
reference must be located down-right from the border with sub-sector D1, i.e., V,.,;4>L4;; and considering the
border with sub-sector C1, the reference must be located up-right, V,.,,>L,,. Rules for the determination of all 10
sub-sectors inside the first sector (0<wt<2z/10) are summarised in Table 4.4. Values of projections of the
reference vector onto axes x| t0 xs (Vi to V,.rs) are also included in the table. Choice of the sign <, >, < or > in
Table 4.4 has been done precisely, so that any point belongs only to one sub-sector.

Note that, considering the length from the origin to the intersecting point, one has L,,=L,; =Ly, =Ly =Ls,,
Ly>=L3;=Lsy, and these will be denoted further with L, and L,, respectively, while Ls;; will be denoted as L.

Analytical value of L, is already given by (4.6), L, can be directly obtained from L, using simple geometry,

Fig. 4.15: Geometrical explanation of sub-sector determination in the five-phase three-level case.

60



Chapter 4 Multilevel multiphase space vector modulation techniques

while L; corresponds to the maximum modulation index for a five-phase VSI [Levi et al. (2008)] (L;=2-L,):

L =—"Y ___o026297,
4.cos(z/10)
v
L=— e _04253V,
2= 4 cosB37/10) « “438)
Ve _05257.7,

L = e
2-cos(z/10)

So far the rules for sub-sector determination are defined just for the first sector (0<8<2x/10); with shifting
down reference signal position (shifting back reference angle #=mod(6, 27/10)) to the first sector, the procedure
will be applicable to all other sectors. It can be seen that the whole process requires some geometry, but once
when the rules are established, it reduces to the comparison with constant values.

Implementation of the algorithm is rather simple. To avoid online operations for construction of the even
sequences from the odd sequences, it is easier to consider sector-pairs instead of sectors. Data for the first two
sectors must be stored in memory, so reduction of the complexity is at the expense of the used memory. Note
that the inverted matrix in (4.5) can be calculated in advance for each of the switching sequences (from the first
two sectors) and also stored in memory. This is very important since complex operation of matrix inversion will
be avoided in this way. So, data for the sequences (Table 4.2 and Table 4.3), and for the application times
calculation (pre-calculated inverted matrix from (4.5)), should be stored in memory. Simple logic from Table 4.4
determines the sub-sector, and data for the switching sequence and for the dwell time calculation for that sub-
sector are loaded from the memory. Switching sequences in other sector-pairs are determined by RoR operation

that is simple.

4.2.7 MODIFICATION OF THE PROPOSED ALGORITHM

The basic idea of the modification is to reduce variations of the common mode voltage. The symmetry
around the eighteen degree line in the first sector is utilised to introduce an additional sub-division of each sector
into two halves and reorganise the switching sequences accordingly. Namely, in the first sector, which occupies

the first 36° of the reference signal period in the five-phase case, the fifth phase reference voltage v, is crossing
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zero, and is positive in the first 18° and negative between 18° and 36° (Fig. 4.4). The proposed switching
sequence, taking as the example small values of the modulation index (m<0.5257, i.e. V' <0.2628V,.) when the
reference is in the sub-sector A (Fig. 4.13), contains at the fifth positions only ones and twos (sequence Al¥,
Table 4.2, underlined values). That means that the fifth leg voltage is boosted, i.e. that CMV is always greater
than one (i.e., V4/2) in the first sector (CMYV is referred to the negative dc bus rail). Further, in the second sector
the third phase v, changes sign from the negative to the positive (Fig. 4.4). The algorithm gives only zeros and
ones in the appropriate sequence for the third leg (sequence A2, Table 4.3, underlined values), so CMV is less
than one (i.e., V,/2). The same happens for higher values of the modulation index, but more sub-sectors are
involved. With the proposed sub-division of the sectors into two equal parts, and developing independent
switching sequence for each part, it is possible to obtain average value of the CMV equal to one (i.e., V4/2)
during the time interval which corresponds to the whole sector (36°). The maximum value of the CMV voltage
alternating part is reduced in this way.

After modification, original sub-sectors A, B, E and H (Fig. 4.13) are additionally divided into lower and
upper parts (Fig. 4.16). This produces four additional sub-sectors, so the total number of sub-sectors per sector in
the modified algorithm is 14. Switching sequences for the upper sub-sectors are different than in the original
algorithm, while they remain the same for the lower parts of the four sub-sectors that have undergone further
sub-division. The first to the fifth switching states of the lower sub-sector sequence become the second to the
sixth switching states of the upper sequence, while the first is the redundant switching state that corresponds to
the same space vector as the sixth. Also, the same rule must be applied to the original sequence of sub-sector D.
Switching sequences for corresponding 14 sub-sectors are given in Table 4.5. Note that upper and lower
sequences (e.g. 4,, and 4,,) are redundant switching sequences and correspond to the same pattern. In this way
all switching sequences in the lower and in the upper half of the sector will have the same starting switching
state (11001 and 11000, respectively). The starting switching state in the lower half of the second sector is
11000, so that the number of extra switchings (and also total switchings) remains the same as before
modification, but the line when they appear is now a straight line at 18°, i.e. at mid-point of the sector. Traces
when extra switchings in the modified algorithm appear, for any value of the modulation index, are shown in
Fig. 4.17 (to be compared with Fig. 4.14). Also, the capacitor voltage balancing is not affected since the total
number of ‘ones’ remains the same for each value of the modulation index.

The increase of the number of sub-sectors from 10 to 14 within the original 36° sectors slightly increases
the complexity of the algorithm. For example, an additional condition for angle position is necessary for sub-

sector determination, If 0<6<z/10, then lower sequences are in use, and if 7/10<6<22/10, then upper sequences

K
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b /e H, ivision
D, hd
4, \ = H,
L4 E_,. - G
4. ¥%f ¢ ‘
¢ 027647, > '
04472 )
b 0SSNy 1

Fig. 4.16: The first sector sub-sectors after additional sub-division.
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Table 4.5: Switching sequences for sub-sectors of Fig. 4.16.

Sub-sector Sequence
A=Ay 11001-11101-11111-21111-22111-22112
B = B,, 11001-11101-21101-21111-22111-22112
C 11001-21001-21101-21111-22111-22112
D(#D.,) 11001-11101-21101-22101-22111-22112
E =E,, 11001-21001-21101-22101-22111-22112
F 11001-21001-22001-22002-22102-22112
G 11001-21001-22001-22101-22102-22112
H=H, 11001-21001-22001-22101-22111-22112
] 11000-21000-21001-22001-22101-22111
K 11000-21000-22000-22001-22101-22111
Ap 11000-11001-11101-11111-21111-22111
By 11000-11001-11101-21101-21111-22111
By 11000-11001-11101-21101-22101-22111
Es 11000-11001-21001-21101-22101-22111
H,, 11000-11001-21001-22001-22101-22111

2dn

S up

Fig. 4.17: Transitions when extra switchings appear for modified space vector algorithm. Denoted up and down
changes represent increase or decrease of appropriate leg output level for one step.

should be applied. Also, required memory storage for the data for 14 sub-sectors, instead of 10, becomes 40%

higher.

4.2.8 SIMULATION AND EXPERIMENTAL RESULTS

In this sub-section, selected simulation and experimental results for the original and modified SVPWM
algorithm, for the five-phase three-level case described in this section, are given. The accompanying analysis is
related to the comparison of simulations and experiments, and to confirmation of the proper functioning of the
modulation methods. Detailed mutual comparison of these results, as well as the comparison with the other
modulation strategies, is postponed for Chapter 6.

Using previously described steps, models for the described original and modified algorithms have been
developed in Matlab/Simulink while the circuit part was obtained using PLECS block-set package. Although the
algorithm steps of sub-sector and switching sequence determination are quite tedious, the final model is very

simple, and developed modulator in Simulink directly follows the general structure, given in section 4.4, where
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generalisation of the VSD space vector algorithm is presented. In used realisations memory usage is deliberately
sacrificed to reduce calculation burden, so data not only for the first sector, but for the second sector as well, are
stored in the memory. Thus, for the original algorithm the model contains set of 2x10 sequences per sector from
Table 4.2 and Table4.3 and 2x10 corresponding, pre-calculated, inverted matrices for switching state
application times from (4.5). For the modified algorithm there are 14 sub-sectors per sector, and values from
Table 4.5 are used for the first sector. Data for the second sector are calculated from the sequences for the first
sector in the same way as for the original algorithm in sub-section 4.2.5 (application of RoR(3) to each switching
state, replacing 0, 1 and 2 with 2, 1 and 0 respectively, and changing direction of the switching state application).
Pre-calculated inverted matrices for switching state application times from (4.5) for each sequence are also
stored as constants. Determination of the sub-sector, i.e. selection which pair of stored sequences and inverted
matrices will be used, is defined by the current reference magnitude and angle, according to Table 4.4 for the
original algorithm, while for the modified algorithm additional condition whether #<z/10 was also checked.

Parameters of the inverter in the simulation were set to the following values: dc-bus voltage V=600V,
switching frequency f;=2kHz, and inverter dead time 6us. Modulation signal frequency was varied according to
the V/f=constant law (m/f=1/50). Only linear PWM region is analysed, and the maximum modulation index is
1.0515. NPC inverter was modelled using IGBT switches with zero forward voltage, and with on-resistance of
10mQQ. Flywheel diodes and clamping diodes are modelled using only on-state resistance of 10mQ. Five-phase
induction machine has two pole pairs and is modelled using the following estimated parameters: R,=3C,
L,=45mH, R=3Q, L;=15mH, L,=515mH, J=0.1kg-m2. The same parameters were used also for the other
modulation techniques for the five-phase case that will be discussed later. The values in simulations were
adjusted to match the corresponding values used in experiments. The algorithm in the experiments was executed
on the dSpace ds1006 real-time processor. Used three-level NPC inverter is custom-built and can be used for up
to six output phases. Dead time is implemented by the hardware and is around 6ps. For dc-bus supply, an
external dc source Sorensen SGI 600/25 has been employed, and the dc-bus voltage value has been set to
V.=600V. Simulation and experimental parameters, with detailed explanations, including figures of the setup,
are given in the Appendix A.

Original algorithm
Simulation and experimental results, for modulation indices 0.4 and 1, for the original algorithm are

shown side by side in Fig. 4.18 and Fig. 4.19, respectively. This algorithm will be denoted as SVPWMI.
Waveforms and spectra are shown for the inverter leg voltage, output phase voltage, CMV (note that CMV is
referenced to the negative rail of the dc bus, hence the dc component) and phase current. For processing the data
from the oscilloscope, Matlab script that searches for the sample when the phase of the leg voltage fundamental
is zero (starts as cosine) and shows one period starting from that point, was used. In this way an easy comparison
of the simulation and experimental results is provided. This program was used for processing of all the data in
this thesis. Some screenshots from the oscilloscope for modulation indices of 0.4, 0.6, 0.8 and 1 are shown in
Fig. 4.20.

From Fig. 4.18 and Fig. 4.19 one can see that simulation and experimental results are in a very good
agreement. Required fundamental output voltage is achieved without any low-order voltage harmonics in the
phase voltage. Slightly lower voltage values in the experimental results can be explained by the non-modelled

voltage drops on the switching components. For the chosen low modulation index of 0.4 in Fig. 4.18, reference
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Fig. 4.18: Simulation (left column) and experimental (right column) results for the original five-phase three-level
SVPWM method. a. Leg 4 voltage, b. phase a voltage, c. CMV, d. phase a current, with associated spectra.
Results are for the modulation index m=0.4 (SVPWMI, n=5, I=3).
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Fig. 4.19: Simulation (left column) and experimental (right column) results for the original five-phase three-level

SVPWM method. a. Leg 4 voltage, b. phase a voltage, c. CMV, d. phase a current, with associated spectra.

Results are for the modulation index m=1 (SVPWMI, n=5, I=3).
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Fig. 4.20: Oscilloscope screenshots for the implemented original five-phase three-level SVPWM technique for
the modulation indices of a. 0.4, b. 0.6, c. 0.8 and d. 1 (M-leg voltage, 260V/div; Ch3-phase voltage, 250V/div;
Ch4-phase current, 2A/div; time=10ms/div for a. and b., i.e. 4ms/div for c. and d.).

magnitude in the a-f plane is ¥'=0.4-V,/2, and belongs to region A (i.c. travels from region Al to Al0, see
Fig. 4.13). Obtained performance is two-level like, and one can see that obtained phase voltage in Fig. 4.18b
contains nine different levels (obtained levels are not that easy to count from the experimental results). This
corresponds to the maximum number of phase voltage levels obtainable with the five-phase two-level inverter
(n=5, I=2), see (3.15). For modulation index of 1, Fig. 4.19, reference magnitude in a-f plane is ¥'=1-¥,./2, and,
assuming high switching frequency, one can say that the reference is travelling through the F1-G1-H1-J1-K1,
F2-G2-H2-J2-K2, ..., F10-G10-H10-J10-K 10 sub-sectors of Fig. 4.13. The number of levels in the phase voltage
waveform in Fig. 4.19b is now 15, and is lower than the theoretical maximum of 17 that comes from (3.15). The
step in the phase voltage and also in the CMV is defined by (3.14) and for the considered case (¥, =600V, n=5,
/=3) 1s 60V. The step is the same for all modulation index values, and it can be verified by observation of
Fig. 4.18 and Fig. 4.19. The two-level like operation in Fig. 4.18b means that the same waveform can be
obtained by the two-level inverter with halved dc-bus voltage; if the same dc bus voltage were to be applied to
the two-level inverter, the step would be twice bigger (if ¥, =600V, n=5, /=2, phase voltage step is 120V).

Modified algorithm

Simulation and experimental results, for the modulation indices 0.4 and 1, for the modified algorithm are
shown side by side in Fig. 4.21 and Fig. 4.22, respectively. This algorithm will be denoted as SVPWM2. The
same waveforms and spectra, for the inverter leg voltage, output phase voltage, CMV and phase current, as for
the original algorithm, are shown. Screenshots from the oscilloscope for the modified algorithm for modulation
indices of 0.4, 0.6, 0.8 and 1 are shown in Fig. 4.23.

The same conclusions as for original algorithm can be given. Simulation and experimental results are in a
very good agreement and required fundamental output is achieved without any low-order harmonics — this
confirms the proper functioning of the algorithm. The number of levels in the phase voltage, as well as the step
of the phase voltage and the CMV, remain the same for the corresponding modulation indices. The difference
between these two modulation strategies is hardly noticeable in time domain traces (Fig. 4.18 vs. Fig. 4.21,

Fig. 4.19 vs. Fig. 4.22, and Fig. 4.20 vs. Fig. 4.23). The only noticeable difference is in the leg voltages where
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Fig. 4.21: Simulation (left column) and experimental (right column) results for modified five-phase three-level
SVPWM algorithm. a. Leg 4 voltage, b. phase a voltage, c. CMV, d. phase a current, with associated spectra.
Results are for the modulation index m=0.4 (SVPWM2, n=5, I=3).
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Fig. 4.22: Simulation (left column) and experimental (right column) results for modified five-phase three-level
SVPWM algorithm. a. Leg 4 voltage, b. phase a voltage, c. CMV, d. phase a current, with associated spectra.

Results are for the modulation index m=1 (SVPWM2, n=5, [=3).
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Fig. 4.23: Oscilloscope screenshots for the implemented modified five-phase three-level SVPWM technique for

the modulation indices of a. 0.4, b. 0.6, c. 0.8 and d. 1 (M-leg voltage, 260V/div; Ch3-phase voltage, 250V/div;
Ch4-phase current, 2A/div; time=10ms/div for a. and b., i.e. 4ms/div for c¢. and d.).

one ‘gap’ in the switching in the original algorithm can be noticed for smaller modulation index values that is not
present in the modified algorithm. More differences can be noticed in the signal spectra. For example, difference
in spectra for small modulation index m=0.4 (Fig. 4.18 and Fig. 4.21) is obvious, while for m=1 (Fig. 4.19 and
Fig. 4.22) modulations are almost identical.

THD comparison

For initial comparison of the presented modulation strategies total harmonic distortion, THD, has been
calculated as a global figure of merit. Simulations and experiments from Fig. 4.18, Fig. 4.19, Fig. 421 and
Fig. 4.22 are done for the full linear modulation index range from m=0.05 to 1.05, with a step of 0.025 in
simulations, and 0.05 in experiments. The total harmonic distortion has been calculated for the leg and phase
voltages and for the currents. Harmonic distortion has been calculated for CMV. THD/HD is computed, on the

basis of the FFT results, according to:

THIXz) = /223/2,2 HD®Vepy ) = /iV}/V,Z (4.9)
k=2 k=2

where z stands for leg or phase voltage or current, and Z; represents the k™ component in the spectrum, V;
represents the K" component in the CMV spectrum, while ¥, is the fundamental of the obtained leg voltage.
Value of r determines the last harmonic in the spectrum with frequency lower than 21kHz. Since the switching
frequency is 2kHz, this means that harmonics from the first ten side bands are included in the THD calculation.
The voltage THD can be calculated also directly in the time domain using Parseval’s theorem. This method 1s
more precise because there is no neglecting of the high order harmonics (cutting of the spectrum). This topic is
explained in detail in Chapter 7, where analytical THD formulae for leg and phase voltage are derived.
Simulation and experimental results for the obtained leg and phase voltage THD, for the common mode
voltage HD, and for the phase current THD are shown in Fig. 4.24. One can see that phase voltage THD values
for both strategies are identical, and the same values are obtained by simulations and by experiments, Fig. 4.24b.

Because of that, a small difference that is observable in the leg voltage THD for the two modulation strategies,
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Fig. 4.24: Simulation and experimental results for the original (SVPWM1) and modified (SVPWM2) algorithm
for the a. leg voltage THD, b. phase voltage THD, c. CMV HD and d. phase current THD (n=5, I=3).

Fig. 4.24a, is also present in the common mode voltage HD, Fig. 4.24¢c. For all analysed voltage THD/HD,
simulation and experimental results are in a very good agreement. As can be seen, increase of the modulation
index reduces THD/HD. Namely, with an increase of the modulation index value, reference passes through more
sub-sectors, so more switching states that are closer to the reference are in use. This represents a benefit of
multilevel operation. The mentioned increased similarity between original and modified algorithms is also
obvious from the THD plots, Fig. 4.24.

Current THD is shown in Fig. 4.24d. One can see that some difference between simulation and
experimental curves for corresponding modulation strategies is present. This comes from the simplified model
used in simulations, where it is assumed that all parameters are constant. However it should be noted that the
shown current THD has a very narrow range with very small values (0.05-0.15) and that simulation curves
follow the order and the shape of the experimental results.

A further analysis regarding comparison between different strategies is given in Chapter 6. In that chapter
presented space vector modulation strategies are compared with some carrier-based modulation techniques,

which will be introduced in the next chapter.
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4.3 SEVEN-PHASE THREE-LEVEL SPACE VECTOR ALGORITHM BASED ON
VSD APPROACH

The results of this section are reported in [Dordevic et al. (2011b)], which represents the first space vector
modulation technique, based on the voltage space decomposition, for three-level seven-phase VSIs. A
considerably expanded version has been further published in [Dordevic et al. (2013b)]. In the seven-phase case,
cancelation of the components in both the second and the third plane is necessary in order to achieve the
sinusoidal output voltages. All the steps from the previous section 4.2 will be now briefly reviewed, with the
appropriate modifications, caused by the change of the number of phases, highlighted. Modification of the
original algorithm that has been presented for the five-phase case (sub-section 4.2.7) will be also applied to the
seven-phase algorithm. Topology of the system is shown in Fig. 4.25. A seven-phase induction machine (in

experiments an R—L load was used) is supplied from a seven-phase three-level neutral-point clamped VSI.

43.1 VECTOR SPACE DECOMPOSITION

Process of the VSD is based on the same principles as in the five-phase case, since it uses the universal
space vector definition from section 3.4. In the seven-phase three-level case (n=7, /=3), according to (3.2), there
are 37=2187 switching states, and 2059 unique phase voltage space vectors (Table 3.1). This is significantly
more than in the five-phase case (243/211), so all the steps are much more involved. For the sake of illustration,
only projections of the obtained leg (phase) voltage space vectors in the first, a-f, plane are shown in Fig. 4.26.
Sinusoidal symmetrical phase reference voltages are defined as in (4.1). As it has already been explained in sub-
section 4.2.1, VSD based algorithms do not consider zero axis and CMV voltage, and directly apply process of
the averaging (PWM) in all the other planes for the desired and obtained values. So only projections to a-£, x;-y,,
x,-y, planes are of interest, and they are defined as in (3.30), where A=1 and p/ = 1, 2, 3 for the mentioned

planes, respectively.

Fig. 4.25: Analysed topology of a three-level seven-phase NPC VSI-supplied induction motor drive.
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Fig. 4.26: All 2187 states giving 2059 space vector Fig. 4.27: Remaining switching states after
projections in the first (a-f) plane for the application of the order-per-sector law, in the
three-level seven-phase system. a-f} plane.

4.3.2 ORDER-PER-SECTOR LAW AND REDUCTION OF THE NUMBER OF SWITCHING STATES

As it was explained in sub-section 4.2.2, order-per-sector law from time domain is universal, so it can be
applied in a straightforward manner to the seven-phase case, where there are 14 different sectors. Ordering of the
reference phase voltages in each sector is given in Table 4.6. For example, in the first sector Vo> vy > v,: > v, > vy
> vy > v,, and, according to the order-per-sector law, reference leg voltages and also obtained leg and phase
voltages will follow the same ordering. Thus, if sinusoidal output is desired, some switching states, that do not
satisfy introduced order-per-sector law, can be eliminated. For instance, switching state 2120012 belongs to the
first sector, but does not satisfy required ordering for the first sector, since vg<vc. The number of switching states

of interest can be significantly reduced in this way, from 2187 to 297. The remaining 297 switching states are

Table 4.6: Per-sector ordering of reference phase voltages for the seven-phase case.

Sector Phase voltages order
1 Va2 V2V 2V 2Vi2V 2V,
thvazv(Z\igivdZ\jzvg
v;,Zv:,Zv;Zv",Zvézvzzvj'-
Ve2Vp 2V 2V 2V, 2V >V,

2
3
4
5 VeV V2V 2V, 2V 2V,
6
7
8

VRVe>v, >v,,>vf>v >v

VRV, ZVfZV,,ZV >v,

g

VeV 2V 2V 2V 2V 2V,
9 Ve2Vi 2V 2V 2V 2V, 2V
10 f>v >v,, >v,,>v >vi>vy
11 vf>v V2V V2V
12 Vg2V 2V 2V, 2V 2V 2V,
13 Vo2V 2Vr2Vp 2V, 2V 2V,
14 Va2V 2V V2V 2V, 2V,
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shown in Fig. 4.27 in the a-f plane. Switching states are shown using decimal representation. For example,

switching state 2210002 in decimal notation is 2027 (since 2027 = 2:3°+ 2:3° + 1:3* + 0:3° + 0-3° + 0-3' + 2:3").

4.3.3 DETERMINATION OF POSSIBLE SWITCHING SEQUENCES

Switching sequences are determined in the same way as explained for the five-phase case in sub-section
4.2.3. The first sector of the a-f plane, with reduced number of switching states according to the order-per-sector
law, and with all possible transitions, is shown in Fig. 4.28. According to the graphical interpretation of one level
transition in the k" leg as a 2/n scaled unit vector inclined for 27/ (k-1) radians with respect to the a-axis, it is
easy to obtain Fig. 4.28. Transition in each leg is shown in a different colour. Note also that there are n arrows of
each colour. As explained, construction of switching sequences means that one has to find all closed (the first
and the last switching states correspond to the same space vector) seven-angle patterns that contain all seven
different colours (transition for one level appears in each leg). The starting switching state has to be redundant,
and also must not contain the highest level (in three-level VSI this is 2), since an increase by one level in that leg
would lead to leg level 3, which is not possible. Potential starting switching states of switching sequences (eight
of them) are shown underlined in Fig. 4.28. Determination of all closed seven-angle patterns is solved using
Matlab code. Programme is of a simple structure. It contains all switching states from Fig. 4.28 and it creates all
possible permutations of transitions and adds that to the starting switching states. If all produced states belong to
the set of the switching states from Fig. 4.28, then it is one of the possible switching sequences. Further, the code
determines position of the possible switching sequence projections in the a-f plane and those with the same
projections (pattern) are regarded as redundant sequences. One gets that there are a total of 128 possible
switching sequences corresponding to all 64 patterns. The number of 64 closed patterns is significantly more
than in the five-phase case, where there were only 16. Also, in the five-phase case there were only 32 switching
sequences.

Switching sequences are not yet completely determined at this stage, since some of the patterns cannot
provide cancellation (i.e. zeroing of the average voltage) in the x-y planes. Recall that in the five-phase case this
problem was solved graphically by examining position of the patterns in the x,-y; plane. In the seven-phase case
this is not the sufficient condition, as it will be explained in the following sub-section. Also, some of the patterns
contain more potential beginnings of the switching sequence. For example, the pattern in Fig. 4.28, shown with
oversized arrows, contains five potential starting (underlined) switching states, i.e. there are five possible,
redundant, switching sequences. These two problems will be addressed in the following two sub-sections.

Transition for one level up in the: 2220002

—p legA /lcgE

/ leg B / leg F
\ leg C \ leg G

leg D

2210002

0000000
1111111
2222222

1000000 109901
2111111 2221122 2211112

Fig. 4.28: The first sector in the a-f plane with reduced number of switching states and with all possible
single-level increasing transitions.
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4.3.4 DWELL TIME CALCULATION AND SECTOR PARTITIONING
For dwell time calculation, only projections of space vectors into planes are important. Rewriting (3.51)

for the seven-phase system, one has:

R T
T; Vai Va2 Va3 Vaas Vas Vae Va l V;
L| |Vea Vs2 Ves Vea Vas Vee Vpo v,
T Via Y2 Vo3 VYaa VYas Vo Va7 V:I
T(=|Vii Y2z Y3 Ve Vs Vme Y| |V [T 4.10)
I ol Y2 Ynia Vo Vs Vne Voo V;Z
T6 v}'zvl v)’z‘z v}'x 3 v.Vz"‘ v,Vz 5 v_Vz.G v_v2.7 v;z
T, 1 1 1 1 1 1 1 1

where T; (i=1, 2, ..., 7) stands for the time of application of an appropriate space vector in the pattern — dwell
time, and v, represents the i space vector projection onto p-axis (a, f, x|, 1, X2, ¥2). Since generation of the
sinusoidal reference voltage is desired, one has in (4.10) Vo = V'-cos(wr), v,; = V' sin(wt), vy, = 0, v;, =0,v,=0,
v;z =0.

The regions of application of each pattern can be again determined using the simple constraint from [Gao
and Fletcher (2010)] that time of application of each vector must be in the range 0 to 7. Even for the five-phase
case it was concluded that analytical solution of the dwell time equation, and further application of the constraint
0<{T}, T,, ...}<T,, to get analytical values for sub-sector borders, is very difficult. Also, in the five-phase case,
equation (4.5) (five-phase equivalent of (4.10)) was solved for only 10 patterns, since 6 patterns were
automatically eliminated. Projections of those six patterns into the x;-y; plane were placed at the same side of the
line that passes through the origin, so that those patterns could not lead to the desired zero average value in this
plane. In the seven-phase case, the problem is more complicated, and this part represents the main difference
between the five- and seven-phase cases. In the seven-phase case there are 64 patterns, and graphical method of
considering position of the patterns in the x-y planes is not the sufficient condition for reduction of the possible
switching pattern number. To be more precise, only 16 out of 64 patterns can be eliminated using this graphical
method. The problem is that there are patterns with which cancellation in both of x-y planes can be achieved
independently, but the solutions do no not overlap, meaning that x-y components cannot be cancelled in both
planes at the same time. This is indeed one of the major additional difficulties, brought in by the higher number
of phases, compared to the five-phase case. Hence the problem is solved with a Matlab programme, very similar
to the one used in the five-phase case, which solves equation (4.10) for each of 64 (i.e. 64—18=46) switching
patterns, increasing in incremental steps the values of the reference angle 6 and magnitude V. If a solution exists
and if all dwell times are in the range 0 to T\, the programme plots a dot on a certain position, ¥'¢”, in the a-8
plane. This means that the current pair of V" and 0 belongs to the region of applicability for the selected pattern,
and all plotted dots for the selected pattern represent region of application for the selected pattern. As an example
of the output of this code Fig. 4.29a shows the area that is covered by the pattern shown with oversized arrows in
Fig. 4.28. Note that the graphical method for the elimination of those patterns that cannot provide cancellation in
the second or in the third plane is not necessary because these patterns will be recognized and eliminated anyway
by this numerical procedure (executed by the Matlab program). For these patterns the solution of (4.10) does not

exist.
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Fig. 4.29: Sub-sector region of applicability: a. area that is encompassed by oversized arrows in Fig. 4.28 (plot
from the Matlab code), b. division of the first sector into sub-sectors.

One finds in this way that only 18 out of 64 patterns enable simultaneous cancellation of the voltage, on
average, in both x-y planes, while simultaneously satisfying the set conditions for the permissible range of dwell
times. These 18 patterns should not be confused with 18 patterns that can be eliminated graphically. This means
that the first sector can be sub-divided into 18 sub-sectors, as shown in Fig. 4.29b. The problem was solved
numerically, so that the borders between sub-sectors can be approximately read from the nearest points. From
Fig. 4.29b, it is clear that all partitioning lines are straight lines and they form angles of 2-27/14, 3-27/14, ...,
6:27/14 with the a-axis. Analytical values of the borders between sub-sectors in Fig. 4.29b are desirable.
However, analytical solution looks too complicated. Similarly as for five-phase case (sub-section 4.2.4) one can
see that one of the redundant sequences for the sub-sector 1 in Fig. 4.29b is: 0000000-1000000-1100000-
1100001-1110001-1110011-1111011-1111111, which is one of the eight (see underlined switching states for this
pattern in Fig. 4.28) redundant switching sequences for this pattern. This sequence contains only zeros and ones;
thus it can be obtained by an equivalent two-level inverter with halved dc-bus voltage value. The border between
two-level and three-level operation of the inverter is now defined by XY line, and the length of OZ represents one
half of the value of the maximum modulation index for the two-level seven-phase inverter m,,. ;> [Levi et al.

(2008)]. Hence:

V V
OZ=l.mmM72._4‘=_“'_.; (4.11)
2 =2 4 cos(z/14)

All angles in Fig. 4.29b are known, so analytical values for all the other lengths can be obtained using value of

OZ and some simple geometry.

4.3.5 SWITCHING SEQUENCE OPTIMISATION

Final decision, which of the redundant switching sequences that correspond to the same pattern will be
used, is done in the same way as for the five-phase case. As the result of the previous step, it follows that only 18
patterns (with corresponding 56 sequences) have to be analysed. The basic optimisation criteria are minimisation
of the switching losses and capacitor voltage balancing. For minimisation of the switching losses, it is desirable
that all sub-sector sequences have the same starting switching state, if possible, to avoid additional switching
when reference changes sub-sector. Also, according to [Gao and Fletcher (2010)], more desirable sequences, for
better voltage balancing of the capacitor voltages, are those that contain more ‘ones’. Switching state denoted
with ‘1’ represents output voltage of an inverter leg of V,/2. In that case, for the analysed NPC VSI

configuration, output of the leg is determined by the dc-bus mid-point, so that the more ‘ones’ there are in the
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Table 4.7: Selected switching sequences for SVPWM in the first sector (n=7, /=3).

Sub-sector Chosen switching sequence
1 1110001-1110011-1111011-1111111-2111111-2211111-2211112-2221112
2 1110001-1110011-1111011-2111011-2111111-2211111-2211112-2221112
3 1110001-1110011-2110011-2111011-2111111-2211111-2211112-2221112
4 1110001-1110011-1111011-2111011-2211011-2211111-2211112-2221112
5 1110001-1110011-2110011-2111011-2211011-2211111-2211112-2221112
6 1110001-1110011-2110011-2210011-2211011-2211111-2211112-2221112
7 1110001-2110001-2110011-2210011-2211011-2211111-2211112-2221112
8 1110001-2110001-2210001-2210011-2211011-2211111-2211112-2221112
9 1110001-1110011-2110011-2210011-2211011-2211012-2211112-2221112
10 1110001-1110011-2110011-2210011-2210012-2211012-2211112-2221112
11 1110001-2110001-2110011-2210011-2211011-2211012-2211112-2221112
12 1110001-2110001-2210001-2210011-2211011-2211012-2211112-2221112
13 1110001-2110001-2110011-2210011-2210012-2211012-2211112-2221112
14 1110001-2110001-2210001-2210011-2210012-2211012-2211112-2221112
15 1110001-2110001-2210001-2210011-2211011-2211012-2221012-2221112
16 1110001-2110001-2210001-2210011-2210012-2211012-2221012-2221112
17 1100001-2100001-2110001-2110011-2210011-2210012-2211012-2211112
18 1100001-2100001-2110001-2210001-2210011-2210012-2211012-2211112

sequence (which encompasses all the relevant switching states applied in one switching period), better the
balancing of the capacitor voltages can be achieved. Using these rules, final selection of the sequences for sub-

sectors of Fig. 4.29b is as shown in Table 4.7. Only sub-sectors 17 and 18 have different starting switching state.

4.3.6 DETERMINATION OF THE SUB-SECTORS

Sub-sectors are determined in a similar way as for the five-phase case (sub-section 4.2.6). As there are 18
sub-sectors in the first sector, leading to the total of 252 sub-sectors in the a- plane, the change of the sub-sector
is even more frequent than in the five-phase case; thus the efficiency of sub-sector determination is even more
important. Fig. 4.30 is used for determination of the sub-sectors. One can see that all borders between sectors can
be divided into five groups. Each group contains only border-lines that are in parallel and form angles of
2:27/14, 3-27/14, ..., 6:7/14 with the a-axis. In Fig. 4.30, borders belonging to the same group are shown in the
same colour. Intersections of sector border-lines with axes x, to xs define points Ly, Ly, ..., Lsy, which are
sufficient to explain each of the borders, since corresponding region is only the first sector (again, use of symbol
x here is not related to the x—y planes). For example, if the reference is in the sub-sector 13 (as it is shown in
Fig. 4.30), this means that the reference is located down-left from the border with sub-sector 14, ie., the
reference projection to the x,-axis V,,.,<L,,; the reference must be located down-right from the border with sub-
sector 11, i.e., V,s>Ls); considering the border with sub-sector 10, the reference must be located up-right,
V,er2>Lay; and from border with sub-sector 17, one gets V,ers<Ls,. Conditions for the sub-sector determination for
all 18 sub-sectors inside the first sector (0<wt<2n/14) are given in Table 4.8. Note that, considering the length
from the origin to the intersecting point, one has Ly, = Ly = Ly; = Ly = Lsy, Ly = Ly = Lyy = L4y = Ls, and
these will be denoted further with L, and L,, respectively, while L;; will be denoted as L;.

Analytical value of L, is already given by (4.11), L, can be directly obtained from L; using simple

geometry, while L; corresponds to the maximum modulation index for a seven-phase VSI [Levi et al. (2008)]

(L3=2Ly):
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Fig. 4.30: Geometrical explanation of sub-sector determination in the seven-phase three-level case.

vV
e U _os6av,
4 cos(z/14)
V, cos@r/7)
L=—%.—— _~-03198V,
22 cos(z/14) & (4.12)
V
[ —y TP TN
2 cos(r/14)

Projections of the reference vector onto axes x, to xs are denoted as ¥, to Vs, and are given in
Table 4.8 as well.

4.3.7 MODIFICATION OF THE PROPOSED ALGORITHM

The same modification with the same reasoning, as presented in sub-section 4.2.7 with halving of the

sectors, can be applied in the seven-phase case. After halving of 27/14 sectors, 6 new sub-sectors appear, so the
total number of sub-sectors per sector is increased from 18 to 24. Additional sub-division line leading to the new

division of the first sector into sub-sectors is shown in Fig. 4.31. As it was explained in the five-phase case, from
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Table 4.8: Sub-sector determination for the first sector (0<6<2r/14).
Reference projection Value

W o1 V'-cos(5n/14-6)
V.2 V'-cos(37/14-0)
Vref} V"COS(?T/I 4-9)

Vs V' -cos(n/14+6)
Viers V' -cos(3n/14+6)

Sub-sector Chosen switching sequence
Viers <L

Vre/Z SL| and V,.(,[3 > Ll and Vn,[4 = L|

Vrz*f2 SLI and Vref4 > Ll

Vi > Ly and V,pps <L

V,dz > Ll and Vref} SLZ and Vr(:fd > L]

VrefZ < LZ and Vre/3 > LZ and Vref4 < LZ

Viet <Ly and V,pr» > Ly and V,ps <Ly

V,(f| > L| and V,—g[4 < L2

Vre[2 <L, and Vref4 > L2 and Vre/S SL]

Vre/‘Z =< LZ and VrefS > L]

Viert <L and Viera > L, and Viera > Ly and Viers <L,

Vre/l > Ll and Vre/'l SLZ and V,e[4 2 Lz and Vre[S SLI

V,(,[l < L| and V,-e/'z > Lz and Vr-efS > L] and V,gf_; SLZ

Vier > Ly and V,ory <L, and V,ys > L, and Viys <L,

Vre/’l > LZ and Vref3 SL3 and VrdS SLI

Virr > Ly and V3 <L; and Vs> L,

Vst <Ly and V3 <Ly and V,ys > L,

— == == = = =
= | Q|| A m|B|o =[]0 |vn|b|w|o|—

Vre/l > L| and V,.(,f3 SL3 and Vr‘,[5 > LZ

the redundant switching sequences per pattern one should choose those which in the upper and in the lower half

have the same starting switching state. The starting switching state for the lower half in the first sector is now

1100001, and for the upper half 1110001. The starting switching state in the lower half of the second sector is

the same as for the upper half from the first sector; thus, once again, position of the extra transition is moved

from the border between sectors and sub-sectors 17 and 18 (as denoted with thick lines in Fig. 4.31), to the

straight line that halves the sector (i.e. to the newly added sub-division line). That means that with this

modification losses are not increased. Also, as in the five-phase case, the capacitor voltage balancing is not

affected.

Implementation of the proposed modification is simple. Only the additional condition for reference

angular position should be included, and new sequences for the upper and the lower half of the sector should be

Down transition
«— inlegG

Additional
. \sub-division
X

0 0.1 0.2 0.3 0.4 0.5 xV,

Fig. 4.31: Division of the first sector into sub-sectors after introduced modification.
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Table 4.9: Selected switching sequences for modified SVPWM in the first sector (n=7, /=3).

Sub-sector Chosen switching sequence
Lan 1100001-1110001-1110011-1111011-1111111-2111111-2211111-2211112
2 1100001-1110001-1110011-1111011-2111011-2111111-2211111-2211112
3un 1100001-1110001-1110011-2110011-2111011-2111111-2211111-2211112
5t 1100001-1110001-1110011-2110011-2111011-2211011-2211111-2211112
6. 1100001-1110001-1110011-2110011-2210011-2211011-2211111-2211112
O n 1100001-1110001-1110011-2110011-2210011-2211011-2211012-2211112
104, 1100001-1110001-1110011-2110011-2210011-2210012-2211012-2211112
114, 1100001-1110001-2110001-2110011-2210011-2211011-2211012-2211112
134 1100001-1110001-2110001-2110011-2210011-2210012-2211012-2211112
14,4, 1100001-1110001-2110001-2210001-2210011-2210012-2211012-2211112
17 1100001-2100001-2110001-2110011-2210011-2210012-2211012-2211112
18 1100001-2100001-2110001-2210001-2210011-2210012-2211012-2211112
le 1110001-1110011-1111011-1111111-2111111-2211111-2211112-2221112
2 1110001-1110011-1111011-2111011-2111111-2211111-2211112-2221112
R 1110001-1110011-1111011-2111011-2211011-2211111-2211112-2221112
- 9 1110001-1110011-2110011-2111011-2211011-2211111-2211112-2221112
60 1110001-1110011-2110011-2210011-2211011-2211111-2211112-2221112
7 1110001-2110001-2110011-2210011-2211011-2211111-2211112-2221112
8 1110001-2110001-2210001-2210011-2211011-2211111-2211112-2221112
11 1110001-2110001-2110011-2210011-2211011-2211012-2211112-2221112
12 1110001-2110001-2210001-2210011-2211011-2211012-2211112-2221112
14,, 1110001-2110001-2210001-2210011-2210012-2211012-2211112-2221112
15 1110001-2110001-2210001-2210011-2211011-2211012-2221012-2221112
16 1110001-2110001-2210001-2210011-2210012-2211012-2221012-2221112

applied. Selected switching sequences for the new sub-sectors from Fig. 4.31 are given in Table 4.9

4.3.8 SIMULATION AND EXPERIMENTAL RESULTS

Simulation and experimental results for the original and the modified seven-phase three-level SVPWM
algorithm are given in this sub-section. As in sub-section 4.2.8 for five-phase case, only a basic analysis related
to the comparison of simulations and experiments and to confirmation of proper functioning of the modulation
methods is given. Detailed mutual comparison of these results, as well as the comparison with the other
modulation strategies, is postponed for Chapter 6.

Models for original and modified algorithms have been developed in Matlab/Simulink and the circuit part
is realised again using PLECS block-set package. For the experimental purposes, the same Matlab/Simulink
developed modulator block has been run on the real-time hardware dSpace ds1006. The algorithm steps for the
seven-phase are more involved than for the five-phase case but the final models of the modulators are very
similar. Developed model is again of the general structure which is given in the following section 4.4, where
generalisation of the VSD space vector algorithms is discussed. The main difference in the realised models is in
the memory requirements. So, for the original seven-phase three-level algorithm, 18 sequences per sector from
Table 4.7, and corresponding 18, pre-calculated, inverted matrices for the switching state application times from
(4.10) are stored in the memory. For the modified algorithm the same set of data are stored in memory, but now
the number of sub-sectors is 24 and the switching sequences for the first sector are given by Table 4.9. As in the
five-phase realisation, memory has been sacrificed for the algorithm speed purposes, so the same data for the
second sector are also saved in the memory. The switching sequences for the second sector for both algorithms

are obtained in the standard way: by application of RoR operation, but now for four places, to each switching
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state; by replacing 0, 1 and 2 with 2, 1 and 0 respectively (see Fig. 4.7 but now n=7); and by changing direction
of application of the switching states. Corresponding inverted matrices from (4.10) for the second sector for 18,
i.e. 24, sub-sectors for two developed algorithms, are also stored. Sub-sector determination for the original
algorithm is realised as explained in sub-section 4.3.6, by using data from Table 4.8. For the modified algorithm
additional condition 6<z/14 has also to be examined.

The same custom made inverter units with up to six phases have been used for the experimental
verification of the realised algorithms. For obtaining seven phases, two inverter units have been connected in
parallel, i.e. positive, negative and middle-point dc-bus rails of both inverters were connected each one to the
other, providing in this way up to 12-phase three-level NPC inverter. For the control of the inverters real-time
hardware dSpace ds1006 was used. Because of the lack a of seven-phase machine static R~L load has been used
for the experimental verification. Value of the dc-bus voltage was set to ¥4 =600V and was provided by an
external dc supply Sorensen SGI 600/25. Used switching frequency was f;=2kHz and the inverter dead time 6ps.
As in the five-phase case and in the rest of this thesis, V/f=const. Linear modulation region up to the maximum
modulation index of 1.0257 [Levi et al. (2008)] was analysed. One can see that, when possible, used values are
the same as for the five-phase case for the sake of comparison. Parameters in the simulations were set to
correspond to those used for the experimental verification. NPC inverter was modelled again using IGBT
components with zero forward voltage and 10mQ on-state resistance. Flywheel and clamping diodes are the
same as before, and on-state resistance is set to 10mQ. Parameters for the R-L load are estimated from the phase
voltage and current fundamental magnitude and angle values from the test experiment, and are assumed to be
constant for a certain modulation index. These values are given in Table A.2 in Appendix A.

Original algorithm

Simulation and experimental results, for modulation indices 0.4 and 1, for the original seven-phase
SVPWM algorithm are shown side by side in Fig. 432 and Fig. 4.33, respectively. The original algorithm will
be denoted as SVPWMI. Results are shown for the leg voltages, phase voltages, CMV and the phase currents.
Time waveforms and frequency spectra are given. Again, as in the previous section, common mode voltage is
referred to the negative dc-bus rail, thus dc component of ¥,/2 is present. The same Matalb programme for
processing the data (so that leg voltage fundamental angle is zero) was used. Oscilloscope screenshots with the
leg, phase voltages and current for the phase a, for modulation indices of 0.4, 0.6, 0.8 and 1, are shown in
Fig. 4.34.

Simulation and experimental results are in very good agreement, as is evident from Fig. 4.32 and
Fig. 4.33. The required phase voltage fundamental value was achieved, and the first significant harmonics appear
around the switching frequency. This confirms proper functioning of the algorithm. Slightly lower fundamental
voltages than expected (for m=0.4, 0.4:300/v/2=84.85Vrms, and for m=1, 300/v/2=212.13Vrms), are the
consequence of the relatively high value of the dead time of 6us, which in the seven-phase case becomes more
pronounced. Also, because the voltage drop on the IGBTs was neglected in the simulations, the fundamental
components obtained by experiments are slightly lower.

The different shape of the phase voltage for low modulation index m=0.4 (Fig. 4.32b) and for high
modulation index m=1 (Fig. 4.33b) is obvious. Namely, looking at the phase voltages one can say that for m=0.4
the inverter has two-level like performance, and the obtained phase voltage has 13 levels. This corresponds to the

maximum number of the phase voltage levels obtainable with the seven-phase two-level inverter (n=7, I=2), see
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Fig. 4.32: Simulation (left column) and experimental (right column) results for the original seven-phase three-
level SVPWM method. a. Leg 4 voltage, b. phase a voltage, c. CMV, d. phase a current, with associated spectra.
Results are for the modulation index m=0.4 (SVPWMI, n=7, I=3).
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Fig. 4.33: Simulation (left column) and experimental (right column) results for the original seven-phase three-
level SVPWM method. a. Leg 4 voltage, b. phase a voltage, c. CMV, d. phase a current, with associated spectra.
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Fig. 4.34: Oscilloscope screenshots for the implemented original seven-phase three-level SVPWM technique for
the modulation indices of a. 0.4, b. 0.6, c. 0.8 and d. 1 (M-leg voltage, 260V/div; Ch3-phase voltage, 250V/div;
Ch4-phase current, 0.5A/div; time=10ms/div for a. and b., i.e. 4ms/div for ¢. and d.).

(3.15). For m=1, Fig. 4.33b, the number of levels in the phase voltage waveform is 21, and does not reach the
theoretical maximum of 25 for seven-phase three-level case, see (3.15). The step in a phase voltage/CMV is
defined by (3.14) and for the used values of V,;, =600V, n=7, /=3 amounts to 42.857V. As mentioned, the step is
the same for all modulation indices as can be confirmed by inspection of Fig. 4.32 and Fig. 4.33.

Modified algorithm

Simulation and experimental results, for modulation indices 0.4 and 1, for the modified seven-phase
three-level SVPWM algorithm are shown side by side in Fig. 4.35 and Fig. 4.36, respectively. This algorithm
will be denoted as SVPWM2. Shown results correspond to those in Fig. 4.32 and Fig. 4.33 for the original
algorithm. Oscilloscope screenshots for the modified algorithm, showing leg voltage, phase voltage and current,
for modulation indices of 0.4, 0.6, 0.8 and 1, are shown in Fig. 4.37.

General conclusions regarding obtained results are the same as for the original algorithm. There are no
low-order harmonics in the phase voltage spectrum and required fundamental value is satisfied, with somewhat
lower value that is the consequence of the relatively high value of used dead time. The number of levels and the
step remains the same as in the original algorithm for the particular modulation index value. Simulation and
experimental results are in good agreement, and effect of non-modelled voltage drop on inverter switches is
noticeable through somewhat lower leg and phase voltage fundamental value obtained in the experiments. The
difference between original and modified algorithms for the seven-phase three-level case is hardly noticeable
from time domain traces. The only difference can be noticed by comparison of Fig. 4.34 and Fig. 4.37, in a
switching ‘gap’ that exists in the original algorithm for small modulation indices. However, the differences are a
little bit more pronounced in the frequency domain and can be easily observed by comparison of Fig. 4.32 with
Fig. 4.35 and Fig. 4.33 with Fig. 4.36. The more detailed comparison of modulation strategies for the seven-
phase three-level modulation strategies will be given in 6.4.

THD comparison

For the time being, the initial comparison based on THD/HD calculations using (4.9), will be shown.

Simulations and experiments have been done for full linear modulation index range from m=0.05 to 1 with the
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Fig. 4.35: Simulation (left column) and experimental (right column) results for modified seven-phase three-level
SVPWM algorithm. a. Leg 4 voltage, b. phase a voltage, c. CMV, d. phase a current, with associated spectra.
Results are for the modulation index m=0.4 (SVPWM2, n=7, [=3).
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Fig. 4.36: Simulation (left column) and experimental (right column) results for modified seven-phase three-level
SVPWM algorithm. a. Leg 4 voltage, b. phase a voltage, c. CMV, d. phase a current, with associated spectra.
Results are for the modulation index m=1 (SVPWM2, n=7, I=3).
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Fig. 4.37: Oscilloscope screenshots for the implemented modified seven-phase three-level SVPWM technique
for the modulation indices of a. 0.4, b. 0.6, ¢. 0.8 and d. 1 (M-leg voltage, 260V/div; Ch3-phase voltage,
250V/div; Ch4-phase current, 0.5A/div; time=10ms/div for a. and b. i.e., 4ms/div for c. and d.).

step of 0.05, and additionally for maximum modulation index of 1.025, for both examined algorithms. So, the
results shown in Fig. 4.32 to Fig. 437 are just some of the representative data from the whole set of
measurements and simulations that have been done.

THD curves versus modulation index m, for obtained leg voltages, phase voltages, and currents, as well
as the HD of the common mode voltage, for simulation and experimental results for both presented seven-phase
SVPWM strategies, are shown in Fig. 4.38. Very good agreement of simulation and experimental results for
voltage THD/HD characteristics is clear. Also, the difference between the original and the modified algorithm,
which in the five-phase case was noticeable for leg i.e. common mode voltage, Fig. 4.24a and c, is now reduced,
Fig. 4.38a and c¢. THD of the phase voltages produced by both algorithms is identical, Fig. 4.38b. The difference
between modulation strategies is obvious from the current THD, Fig. 4.38d. Some unexpected behaviour at the
low modulation indices during the experiments is visible. This could be a consequence of using non-linear load,
see Appendix A. However, for modulation indices greater than 0.25, position and the shape of the curves from
simulations and experiments are in good agreement. Also, it should be noted that the current THD is restricted to

a very narrow range, from 0.02 to 0.07.

44 GENERALISED VSD SPACE VECTOR ALGORITHM

One can see that the algorithm presented in the previous two sections for the five- and seven-phase three-
level case can be generalised. It is obvious that a generalisation, and an attempt to apply the algorithm to any
other case with a higher number of phases, or a higher number of levels, will be followed by an increase of the
pre-processing cost. However, once when the appropriate sequences and rules for sub-sector determination are
established, the implementation will be only slightly more complex.

Here, once again all the steps of the algorithm will be given, but in a different manner. Let us recall that
the aim of the algorithm is to produce sinusoidal phase voltages in the symmetrical star-connected machine with

sinusoidally distributed windings. The machine is supplied from a voltage source inverter of the diode-clamped
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the a. leg voltage THD, b. phase voltage THD, c. CMV HD and d. phase current THD (n=7, I=3).

structure.

Let us assume that the number of phases of the inverter is », and that the number of levels is /. The

steps of the algorithm are as follows:

1y

2)

3)

4

5)

6)

7)

First, order-per-sector law should be established, regarding desired phase voltages in the time
domain.

Further, switching states whose projections into the a-f plane have an angle in the range 0<&<n/n,
should be extracted.

From switching states of step 2), those switching states that follow the ordering for the first sector
from 1) are the useful switching states — switching states after order-per-sector law application.

From the useful switching states of step 3), choose those that do not contain maximum level, /-1.
These switching states are the possible starts of the switching sequences.

Create all possible (n!) permutations of one-level transitions, and apply all of them to each of the
possible starting switching states. If each switching state belongs to the set of the useful switching
states, regard that sequence as a possible sequence.

If all the switching state projections of the possible switching sequences are the same, then those
switching sequences are redundant. Group redundant switching sequences together. They correspond
to the same pattern.

For desired reference voltages and for each pattern of step 6), examine equation (3.51) (with
increasing values for the reference amplitude and angle) in the whole region (0<6<2x, 0<m<m,,),

and check if the constraint that all dwell times are in the range from 0 to T is satisfied. If the solution
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Fig. 4.39: Implementation structure block diagram for the SVPWM method based on the VSD approach
in a general case.

does not exist, that means that the pattern cannot produce desired phase voltage, i.e. if desired phase
voltages are pure sinusoidal, it cannot provide zero value in the x-y planes. Values m=m(6),
determine regions of applicability for each pattern — i.e. sub-sectors.

8) For each pattern that has a solution in the step 7), calculate the inverse matrix from (3.51) and store
it.

9) In NPC inverters with more than three levels capacitor balancing is not possible just by the
modulation technique [Akagi (2011)]. But, if the aim of optimisation is e.g. to produce the CMV
around V,/2, from redundant sequences, for patterns determined in step 7), choose those that contain
more (/-1)/2 states, for odd /, i.e. more //2 and //2-1 states for even /.

10) Using data for sub-sector borders from the step 7), applying some geometry, a table similar to
Table 4.4 and Table 4.8, with rules for sub-sector determination, should be constructed.

11) When sequences from the step 9) and inverted matrices from the step 8) are determined, and when
logic for sub-sector determination from the step 10) is established, implementation of the algorithm is
simple and always of the same structure, as shown in Fig. 4.39. Shown structure stores data for the
first two sectors and it increases memory usage, but reduces computational costs, as already
explained for the five-phase case in sub-section 4.2.6, and also applied for the seven-phase algorithm
realisation.

Given steps are aimed at an actual implementation, but in a few steps manual manipulations are required.

Note that the presented algorithm can be also easily applied to other topologies. The only step that depends on
the inverter structure is the choice of the switching sequence from the redundant sequences for a pattern. The
redundant switching sequences have different mean value, so they produce different CMV. Also, with an

arbitrary choice of the redundant switching sequences, losses can be increased and capacitor voltage balancing

can be disturbed.
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4.5 SUMMARY

In this chapter, four space vector modulation techniques, based on the VSD approach, are presented. The
first two techniques are for the five-phase three-level NPC voltage source inverter with sinusoidal phase voltage
references. The first of them was originally presented by [Gao and Fletcher (2010)]; in this chapter it is reviewed
with introduction of some original specific solutions for the steps of the algorithm. One modification of that
algorithm represents the second presented technique. The next two techniques are for the seven-phase three-level
case. They are for the same type of the inverter and the reference voltages as the first two presented techniques.
These two techniques represent an extension of the first two methods from five to seven phases. Problems that
appear with an increase of the number of phases are highlighted, and solutions are given. It is shown that the
implementation is always of the same structure and the complexity only slightly increases with the number of
phases. However, the steps involving pre-calculation of necessary data are quite tedious, and a significant effort
has been put here into generalisation of the algorithm. Some steps still require manual work, while for the
majority a computer programme description is given.

Simulation and experimental results for both five-phase and seven-phase three-level algorithms, for the
original and for the modified version, are given. Given results are aimed to show proper functioning of the
algorithms and to compare simulation and experimental results, while mutual comparison and comparison with

some of the carrier-based techniques that will be introduced in Chapter 5 will be given in Chapter 6.
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Chapter 5

MULTILEVEL MULTIPHASE CARRIER-BASED PWM

5.1 INTRODUCTION

Analysis of carrier-based PWM techniques is very important and very useful, since it is the simplest for
implementation. Hence, it can be used as the reference algorithm for comparison and for quality evaluation of
any other modulation technique. CBPWM techniques for multilevel inverters for single-leg case are covered in
detail in [Holmes and Lipo (2003)]. The analytical comparison of spectra for different carrier dispositions is
given there. The aim of this chapter is rather different. It will start with the basics, such as the concept of forming
the PWM signals using carrier-based approach as the simplest solution, and it will highlight some facts that will
be the base for comparison of this method with the SVPWM approach.

The goal throughout this project is to generate sinusoidal (single-frequency) output voltage signals.
However, it is important to note that, if multi-frequency output voltage is required, as in certain applications the
case may be [Levi (2008)], this is a straightforward task with carrier-based methods. It is only necessary to
modify the modulating signals in accordance with the required output voltage.

In this chapter, due to the similarities between different triangular carrier-based techniques, and already
established advantage to produce minimum THD in the phase voltage [Carrara et al. (1992)], the emphasis is on
the level-shifted carrier-based technique, and on the symmetrical sampling. Particularly, only the PD-PWM will
be analysed. The reason why this disposition is chosen is explained. For the sake of explanation, a three-level
five-phase inverter is subjected to analysis and sampled reference leg voltages for symmetrical sinusoidal output
are shown in Fig. 5.1. However, generalisation to any number of levels and any number of phases is also given.

At first, pure sinusoidal references are considered in section 5.2. Using this as an example, the choice of
the carrier-based disposition is explained. One method for reduction of the multicarrier PD-PWM to the single-
carrier PWM, as well as an explanation of the switching sequences and their change in time domain, are given
next. Further, in section 5.3, min-max injection is explained as a natural solution for linear modulation index
range extension. Change of the switching sequences is explained and double min-max injection is introduced.
Simulation and experimental results, that use introduced carrier-based techniques, are given in Chapter 6 where
they are compared with previously explained SVPWM techniques. Original material from this chapter has been

published in [Dordevic et al. (2011a), Dordevic et al. (2013a)].

5.2 PURE SINUSOIDAL REFERENCES

Desired phase voltages are symmetrical sinusoidal signals. Due to the pure sinusoidal references, it is
assumed that the only injection that produces reference leg voltages from the reference phase voltages is the dc

value of ¥,/2. So, in a general case, pure sinusoidal desired leg voltages are defined as:
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Fig. 5.1: Sampled desired leg voltages for a five-phase machine supplied from a three-level inverter.
Highlighted segment on the right-hand side explains the process of averaging.

Ve )=V -cosQnft —2rx/n-(k—1)+V, /2 (5.1)

where V" and fare the amplitude and the frequency of the desired phase voltages, 7 is number of phases, and k=1
to n corresponds to the appropriate leg 4 to N. Dc injection V,/2 is chosen to centre signals between minimum
and maximum dc-bus voltage. In the five-phase three-level example in Fig. 5.1 desired leg voltages are
sinusoidal. Dc bus voltage in this example is 600V, so that dc injection is equal to ¥,/2=300V. Signal amplitude
and frequency are 240V/50Hz. Switching frequency is 1kHz and peak-to-peak values of level-shifted carriers are
300V.

In an inverter, process of digitalisation takes place, as already mentioned in 3.2. This will be now
explained in more detail in the case of CBPWM. Digitalisation occurs in two parts, discretisation and
quantisation. Discretisation is defined by the sampling time (switching period) 7, while quantisation refers to
mapping of the discrete (sampled) signal values to the quantisation level set (digital values). Vertical lines at T,
distance (Fig. 5.1) represent process of discretisation when samples of the continuous reference leg voltage
signal v,z (1) are taken. Samples v, e (kT,) are taken at the beginning and held at the same value during 7,. This
type of sampling is called symmetrical sampling [Holmes and Lipo (2003)]. Under the process of quantisation
one usually means that signal magnitude range is divided into certain sectors and that signal values map into the
value adopted for the sector to which it belongs. New set of values contains quantisation levels, i.e. digitalised
values. Set of digitalised values is defined with the number of levels of the inverter. In an inverter, process of
quantisation has to be executed with an extra requirement. Namely, the average value during the switching
period, of digitalised values of the signal v,zc[], must be equal to the value of the sampled signal, v,z (k7). in
that switching period. This means that if the value of a sample is not exactly equal to any of the digital values
from the set, which is almost always the case, then more than one digital value must be used during the sampling
period, T,, to form output leg voltage, v;zg[{]. Process of quantisation, with signal averaging in each switching
period, can be easily explained graphically by considering one segment. Let us assume that the desired leg
voltage signal in blue is selected in the highlighted segment in Fig. 5.1 (ve(KT)), i.e. ug-(kT,), in normalised form

(3.1)). The aim of the process of averaging is to reach on average, during the switching period, desired value of
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the sampled reference leg voltage (ure6 (KT, applying for certain time intervals the nearest digitalised levels of
the voltage (uf’,'gc and uZ’,:-G). In the highlighted case in Fig. 5.1 %=1 and ug =2, i.e. in non-normalised form
V./2 and Vg, respectively. Only the nearest levels are applied since this will produce minimum dv/d¢ and
minimum losses, as will be discussed in detail in 7.4.

Averaging equation in terms of the normalised voltage values is given with:

ugpe Ty + UG Ty =uye (kT,) T, (5.2)

The easiest way to satisfy equation (5.2) is to compare reference value (u;gg(kT,)) with the saw-tooth
signal that is increasing during the whole switching period from uf%; to ujrs, and to apply each higher and
lower voltage level proportionally to the reference signal level inside saw-tooth band. In other words, using
simple geometry (similarity of triangles), that means that output leg voltage should be set to the value )7, when

the signal is greater than the saw-tooth and to the u%%. when it is below. This principle of quantisation with
averaging requirement produces square wave signals that contain two digital values in each switching period.

This saw-tooth carrier signal suffers from simultaneous multiple switching transitions at the beginning
(end) of the switching period if there is more than one reference signal in the same segment, which, in general, a
very common case is (and this is the case in the highlighted segment in Fig. 5.1). Therefore, symmetrical
triangular carrier (already shown in Fig. 5.1) is applied instead, to avoid this problem. Value of the triangular
carrier is the same at the beginning and at the end of 7, period, so that there is no undesired effect. Process of
averaging with triangular carrier is again as in the equation (5.2). The shape of the obtained pulsed leg voltage,
for the chosen leg C (u([{]), is shown in the highlighted segment, Fig. 5.1.

It is chosen here that the triangular carrier starts from its maximum value at the beginning of the
switching period (Fig. 5.1). Another situation is possible, when carrier starts from its minimum at the beginning
of the switching period; it gives the same results in terms of averaging. The difference is the following: in the
former case, at the beginning of the switching period, output level is always 4, in the middle its value is 4,5,
and at the end it is the same as in the beginning, while in the latter case it is the other way round. That means that
in the first case levels are increasing in the first half of the switching period, and are decreasing in the second
half. It is the other way round in the latter case. Also, it is possible that different types of carriers are applied in
different carrier bands. According to that, level-shifted carrier dispositions can be classified into in-phase
disposition, PD, phase opposition disposition POD, and alternative phase opposition disposition APOD-PWM
[Carrara et al. (1992)]. PD case is shown in Fig. 5.1, and it will be used in this thesis for easier comparison with

the space vector strategies. It should be noted that phase shifted carrier disposition is also commonly in use.

5.2.1 CHOICE OF THE CARRIER DISPOSITION

One of the aims of this research is a comparison of carrier-based and space vector modulation strategies.
Theoretical part of that comparison will be started in sub-sections 5.2.3 and 5.3.1 and finalised in section 6.2.
This analysis is based on the comparison of the position of change of the switching sequence. The second part
represents the comparison of the obtained waveforms by different carrier-based and space vector modulation
strategies and is given in Chapter 6 in sections 6.3 and 6.4. The comparison of space vector and carrier-based
PWM methods is important, since it reveals similarities and differences, thus enabling the selection of the best
technique for a given application. Choice of the PD-PWM is good for comparison with the space vector

strategies for NPC topology and has already been used in three-phase case related comparisons in [Wang (2002),
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Fig. 5.2: Choice of CBPWM that is suitable for comparison with SVPWM techniques: a. PD-PWM. b. POD and
APOD for three-level case.

McGrath et al. (2003)]. Superiority of the PD-PWM, compared to the other modulation strategies, in terms of
produced phase voltage spectrum, has been shown in [Carrara et al. (1992)]. However, the actual reason why
PD-PWM is the most suitable for comparison with SVPWM is the following. During the construction of the
space vector sequence it is normally assumed that each leg increases (decreases) its level during the first half-
period of the switching period 7}, and then each leg decreases (increases) its level in the second half-period. For
the same reasons as for the carrier-based strategies, increase and decrease are usually for one level. Let us now
consider the mentioned multilevel carrier dispositions PD, POD, and APOD. It is enough to look at the three-
level case, and for the sake of clarity, only two phases (legs) are shown in Fig. 5.2. For the three-level case
APOD and POD are identical (that does not affect the generality of the example). One can see that the only
method in which all legs always change its level in the same direction (all increase or all decrease their level) in
each half-period of the switching period is PD, Fig. 5.2a. Thus, this is the actual reason why PD-PWM is the
most suitable carrier-based PWM strategy for comparison with SVPWM methods for the NPC VSI topology.
This is also why only PD-PWM is analysed in this chapter.

5.2.2 REDUCTION OF PD-PWM TO A SINGLE-CARRIER PWM
Let us introduce notation for the carriers. If the carrier is in the range 0 to 1, it will be denoted as

Carrier 0, if it is in between 1 and 2, it is the Carrier 1, etc. In a general case there are /-1 level-shifted carriers.

up

Note that, in this notation, digital value of the leg output H‘ZZ‘G is equal to the carrier number, while u,; is

greater by one:

v . N
uln. = Carrier™
(5.3)
w o _ . No N
Uz = Carrier™ +1

Substituting (5.3) into averaging equation (5.2), taking into account that 7,=7,,+7,, (Fig. 5.1), and after

dividing both sides of the equation with T}, one gets:

C . No Tuﬂ s
arrier +T—u,ﬂ;(k7}) (5.4)

s
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From this equation 7,,, which in the chosen solution should be symmetrically applied in the middle of the
switching period, can be easily expressed. It should be noted that moving Carrier"” value to the right-hand side
of (5.4) corresponds to shifting of all the voltage levels to the lowest level, i.e. multilevel (multicarrier) system is
reduced to a two-level system. Also, if all carriers are in phase, as in PD-PWM, then all of them will overlap in
the reduced two-level system, and hence can be replaced by a single carrier. The difference urec (kT,)—~Carrier™
is denoted with i} (kT), and it represents the normalised value of the discretised reference leg voltage moved

to the lowest carrier band (this value is in the range 0 to 1). Normalised value of 7, time can then be given with:

p

up

T s .
= Tp =up; (kT,) — Carrier™ =, (kT,) (5.5)

Explained reduction of the three-level PD-PWM system of Fig. 5.1 to the two-level system with a single-
carrier is shown in Fig. 5.3. It can be seen that this reduction is general and can be applied to any number of
levels and any number of phases. After comparison with the single-carrier in Carrier 0 band, produced square-
wave output it} z;[f], when increased for the corresponding Carrier’” value, represents normalised output leg
voltage u; rq(t].

Previous explanation of the reduction of the PD carrier-based modulation to the single-carrier band was
graphical. This principle has been explained in a simple manner, mathematically, in [McGrath et al. (2003)].
Hence, introduced notation will be adapted from graphical to numerical interpretation. For example, Carrier"” in
numerical interpretation represents integer value of the normalised discrete value of urpc (kT,), and can be
denoted as uZEG. o (kT)). Also, the value of #i;g(kT,) represents fractional part of the numerical value of
u, i (kT,), and can be denoted as uzg(;‘ /(kT,). Integer part can be found using integer or floor function that rounds
to the first integer value toward minus infinity, while fractional part can be obtained using modulus function

(mod(x, 1)), or by subtraction of the integer part from the sampled value:

Ui, (KT.) =ty (KT,) =t} (KT,) |
=u2£(} (ch)—u;_E(;..m(kTv) (5.6)
=modw ., (kT,),1)

Using new notation, equation (5.5) can be rewritten as:

7; d - L4 -
b‘up = 71/— = ulE(i (kT‘) o uLEG.ml (kTr ) = uLE(], [(k7‘\ ) (57)
Carrier | band is slid into Carrier( band
Vi [V] 500 A T | ° (1) (u,, (kT))

Carrier |
Carrier 0

— . do (0)
! 3 3 15 20
Discretisation Time [ms]

Fig. 5.3: Reduction of the three-level PD-PWM to the two-level system in time domain.
Dashed line is for signals from Carrier 1 band.
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Fig. 5.4: Example of realisation of the multilevel carrier-based PD-PWM using only one carrier.

Equation (5.6) represents mathematical definition of reduction of a multicarrier system to the common
carrier band. For production of final outputs, fractional part of the desired leg voltages should be compared with
the single carrier. Produced u, ¢ ¢[f] must be further increased for the corresponding integer value uZEG. it (KT)
to get the final leg output in normalised form, u;z¢[f]. Block diagram of this process (that can be directly
implemented in Simulink) is shown in Fig. 5.4 (note that, according to (5.6), different realisations are possible).
Note also that this principle of reduction of the multicarrier to single-carrier system, with all carriers in phase, is

universal, and is applicable for any shape of the reference leg voltages.

5.2.3 CHANGING OF SWITCHING SEQUENCE IN TIME DOMAIN

Consider now one segment that contains more than one reference signal (Fig. 5.5). Assume that the
segment is in the Carrier 0 zone. If PD carrier disposition is considered, generalisation is not lost in this way,
since every level can be translated into any other. Assume that there are only two reference voltages, uy (kT,)
and u;J(ka). If u,}'/(kT.v)>u;.,-(kTv), then applied switching states (switching sequence) are: 00, 10, 11, 10, 00
(Fig. 5.5a). Explained symmetry and increase of the level in the first switching half-period should be noted. If
voltage u,',,/(kT,‘.) has decreasing tendency, and u;_/(kT,) Is increasing in time, after the crossover of the two
signals the switching sequence will be changed. One switching period when u;v,(kT_\.)>u‘;,,»(kT.) is shown in
Fig. 5.5b. New switching sequence is: 00, 01, 11, 01, 00. From this example it is clear that change of the applied
sequence appears when reference voltages change the order in the Carrier 0 band. In other words, in a multilevel

system with carriers in phase, change of the switching sequence appears when two fractional parts change their

! ‘ |5 1 : )
‘»4 1 Ay > ()‘ ., "uy
D B — ul,,. (kT)
u, (KT) u, (KT) o3 \ Ol :
|| i - 3 u, (kT) .
| s, T R == N
Pl u’ (KT)
uj (KT) u, (KT) : «=
) Ol
Il\/r‘\ /(kT\)
0 0 0 N/
u, [ ol 1|1 u, (1 olo|l 1|10l o Uy [ 0 | R
u, [ 001 u 0 p o ug [ 0| 0 L
B, 0, 0, 0, 0, 0, "0y Osp Oy Oy Oy Oy o, T 0,,0.

a.

b.

C.

Fig. 5.5: Graphical explanation of: a. and b. change of applied switching sequence, c. switching sequence
application time calculation in a general case.

96



Chapter 5 Multilevel multiphase carrier-based PWM

positions. This conclusion will be very important for comparison of carrier-based and space vector modulation
techniques.

It is also clear that only the half of the switching period can be considered. Times of application are
always defined by (5.7) for each leg. For each switching state dwell times can be easily determined as follows. If
T.,/T, of u;_ 7(kT) and u;, 7(kT,) are denoted with d4 and dz (normalised values), then d),=(1-84)/2, 62.=(8a~
88)/2, 63.=05/2 and 6,,=(1-88)/2, 6=(85—04)/2, 3y=04/2 (Fig. 5.5a and Fig. 5.5b). Since u;, r(kT,) and u;, r(kT)
have changed places, J, and dz have changed their positions too in the equations for time calculations. For the
general case of an n-phase system, Carrier 0 zone and calculation of the switching state application times are
shown in Fig. 5.5c (only the first switching half-period is shown). If leg voltages are re-ordered from the one
with maximum fractional part value in that switching period to the one with the minimum value, normalised

times of switching state applications are given with:

51 =(1‘5MAX)/2
5,=6,,-6)/2, where i, €(2.n) (5.8)
Ot = Orgy /2

Substitution of (5.7) into (5.8) enables rewriting of (5.8) as a function of the voltages:

8 = (1= tux,, (kT,))/2
8, =, ,(kT,)-u; ((KT))/2, where i,I €(2.5) (5.9)

Opu = ul.vﬂN.j(kT:r)/z

Let us now consider in more detail the fact that the change of order of the fractional parts of reference leg
voltages produces change of the switching sequence in a five-phase three-level case. At first, the signals will be
observed in a full range without reduction to the single-carrier band. Intersection of the references implies
intersection of their fractional parts, so it causes the change of the switching sequence (as in Fig. 5.5a and
Fig. 5.5b). In the five-phase case, this produces 10 basic sectors, as shown in Fig. 5.6. Also, as a consequence of
the presence of more levels, change of the switching sequence happens each time when transition to another
carrier region takes place. In the time instant when reference changes its carrier region, considering it in the
lowest Carrier 0 zone, value of that reference changes from min 0 (max 1) to max 1 (min 0) value, depending on
whether it is moving to the lower or the higher carrier zone. This instantaneous jump of fractional part of a
certain leg reference, in Carrier O region, from 0 to 1 (ie. 1 to 0) will automatically change position
(intersection) with regard to all the other reference fractional parts. The second rule for change of the switching
sequence will produce additional division of each sector into two half-sectors, as it is shown in Fig. 5.6.

From Fig. 5.5a and Fig. 5.5b it can be seen that start of both sequences is the same. Start of the sequence
remains the same at all times when reference leg voltages do not change their carrier zones (do not change their
integer parts, u15G, i (kT,)). This means that in that case there is no extra transition (no extra losses) between two
switching periods. However, if any leg reference voltage transits to the upper (lower) zone the digital value of
that leg will increase (decrease) for 1, and the first switching state of the next switching period sequence will be

different. That means that transition from one to the other carrier band produces extra switching in the leg in
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Sector:
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Fig. 5.6: Basic partitioning into sub-sectors, present for any value of the modulation index,
for the three-level five-phase case.

which transition has occurred. Positions of these transitions and additional extra switchings are highlighted in
Fig. 5.6. For example, label E-dn (E-up) means that additional switching has occurred in leg £, and that it has
decreased (increased) its level for one. After change of the carrier band all switching states in the switching
sequence will be changed.

One additional conclusion can be derived from Fig. 5.5. Say that example in Fig. 5.5 is a part of a
multiphase system, and that legs 4 and B are the only legs that changed mutual order of their fractional parts in
transition from one to the other switching period, shown in Fig. 5.5a and Fig. 5.5b. The switching sequences
before and after will differ only in one switching state, and inside that switching state only the first
(corresponding to leg 4) and the second (corresponding to leg B) state will be different. This rule can be
generalised for any other two phases which changed mutual order of fractional parts. Looking at Fig. 5.6 one can
see that two of these fractional part crossings appear for all modulation index values at the borders between
sectors. The starting switching sequence before and after remains the same, but applied sequences before and
after will differ in two switching states. Corresponding switching states will differ in positions that correspond to
the legs that intersected.

Let us now analyse references reduced to the single-carrier band and the influence of the modulation
index value on the change of the applied switching sequence. Firstly, let us try to create a graphical
interpretation. The aim is to show when additional intersections of the fractional parts appear in Carrier 0 region,
with increasing modulation index. One such process is shown through the twelve pictures in Fig. 5.7 for step-by-
step increase of the modulation index, m, for the three-level five-phase example. For better visibility it is
assumed that the signals are continuous, i.e. switching frequency is infinite. Also, because of symmetry, only the
first two sectors from Fig. 5.6 are shown.

Modulation index is defined in Chapter 3, equation (3.21). Here it is also given using the normalised

values (3.1):

V U
m = =
v,/2 (-1)/2

.

(5.10)
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Desired phase voltage is sinusoidal with amplitude V", From (5.10) it is clear that the maximum value of the
modulation index for symmetrical sinusoidal system, without any harmonic injection, is 1.

Characteristic modulation indices when new switching sequence sets appear are shown in Fig. 5.7b, d, f, h
and j (captions of these figures are underlined). The other figures are for indices in between these values. It is
very important to find the exact position of the fractional part intersections as a function of the modulation index.
These intersection points are labelled in Fig. 5.7 with vertical lines and these vertical lines represent points where
new switching sequence takes place. With increase of the modulation index, new vertical lines appear and some
disappear, i.e. some new switching sequences appear and some old ones are not in use any more. For example, as
modulation index increases from 0 value, the first change of the applied switching sequence appears when
yellow, vZ), 7(kT,), trace touches green, v;, 7(kT,), and red, v;, 7(kT}), line (Fig.5.7b). Note that these two
intersections happen in different instants of time, but for the same value of the modulation index. The

intersection conditions are:

D-A: vy (1) =v,, (1)

; ; 5.11)
D-B: vD,f(tz) =v5,/(’2)

Equations for all these curves are given at the bottom of the Fig. 5.7. Additional numbers in the sub-script

represent half-sectors where that equation is valid. Substituting these values into (5.11) one gets:

D-A4: V-cos(an,-3a)+V, /2=V-cos(ar,)

(5.12)
D-B: V-cos(ax,-3a)+V,/2=V-cos(at, - )

After dividing (5.12) by V,./2, using (5.10), and expressing modulation index m, one gets that correlation

between time and modulation index for D-4 and D-B curve crossing is determined by:

D-4: m=1/cos(ax,) - cos(ax, - 3a))

(5.13)
D-B: m=1/(cos(ax, - a)-cos(ax, - 3a))

Equation (5.13) contains two equations that must be solved separately. It can be seen form Fig. 5.7¢ that,
for example, curves D and 4 have two crossing points (denoted with vertical gray lines), i.e. equation (5.13) for
D-A has a double solution. Modulation index value shown in Fig. 5.7b represents the specific case when solution
is singular (both solutions are the same). In that point the derivative of both crossing curves will be the same.
Equating derivatives of D and A one gets: wt;=a/10+int'z, and for D and B wt,=32/10+int-w, where int is an
integer number. Since equations shown in Fig. 5.7 are valid only for the shown range 0<w<2x/5, wt, and w, are
uniquely determined. Putting these values back into (5.13), the same value of the modulation index m=0.5257 is
obtained from both equations, D-4 and D-B. This case is shown in Fig. 5.7b.

Because of the symmetry between half-sectors 1 and 4, and 2 and 3, it is enough to analyse only half-
sectors 1 and 2, i.e. sector 1 (0<wi<2#/10, or, in general case 0<wt<a/2). Further on, intersection of other
fractional parts of desired leg voltages can be written in a similar way as in (5.13), and other relevant modulation
indices in Fig. 5.7 can be calculated.

In a general case, if an n-phase system is considered, the desired I™ and J® sinusoidal leg voltages can be

described according to (5.1), as:
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Fig. 5.7: Changes of the applied switching sequence according to the modulation index for the first 1/5 of the
output period of the five-phase three-level inverter leg reference signals. Each vertical line denotes application of
a new switching sequence. Dashed lines are for signals transferred downwards from Carrier 1 band.

v; =V .cos(wt—(I-1)-a)+V, /2

i 1,J €[l,...,n] (5.14)
v, =V -cos@t—(J-1)-a)+V, /2

After normalisation (3.1) and application of the definition of the modulation index value (5.10), (5.14) becomes:

u, =l;l(m-cos(a)t—(1—1)'a)+l)
2 1,J €[l,....n] (5.15)

u, =1%l(m~cos(wt—(./—1)'a)+1)

For the determination of the change of the switching sequence, the fractional part should be considered.

So, expressing each of the desired leg voltages as ULEGULEG, inHULEG, 7 Yields:
. 1-1 ;

diy =T~(m-cos(ax—(1 -D-a)+)-u,;,

1,J€[l,...n) (5.16)

=1

By =T-(m-cos(wt—(J—l)-a)+l)—“;,,m

Equating equations in (5.16) and expressing m, it is found that the intersection of traces / and J, i.e. the

instant of change of the applied sequence, is determined in the general case with:

— & u;."ll (t) - u‘.l‘lm (’)
-1 cos(or —(I—1)-a)—cos(@ —(J —1)-a)

my (1) = ]’JE[L---"’] (5.17)

It is emphasised in (5.17) that variables are time dependent, but one should be also aware that variables are

sampled, so they take discrete values at k7 instants of time. Equation (5.17) is universal, but has to be solved
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from case to case, since the integer part changes. For the three-level case situation is somewhat simpler because
integer part is constant during the half-periods of the signal. For the five-level case, for example, instants when
reference crosses from Carrier 0 to Carrier 1 i.e. from Carrier 2 to Carrier 3 band and thus changes integer
value, is dependent on the modulation index; hence application of (5.17) is not straightforward for manual
calculation. Because of the symmetry, it is enough to analyse only the range 0<wr<a/2. As an example of using
(5.17), which is easy for manual calculation in the three-level case, let us calculate the position of vp and vg

intersection in Fig. 5.7 (yellow and violet trace, respectively). Equation (5.17) becomes:

2 . ul‘s,im (t) - u;,im (t)
-1 cos(at —4a) —cos(ax - 3a)

mED(t)=3 (5.18)

Desired leg voltage up changes integer part, i.e. Carrier™ value, between the 1¥ and the 2™ half-sectors. So its
integer value changes from 1 to 0 (here also a change of the applied sequence appears, and start of the sequence
is changed). Equation (5.18) should be considered separately in these two half-sectors 1 and 2. Intersection for

each half-sector is determined with:

0_0 ( . )
b) ]“ED 2()

- cos(wt - 4a) — cos(wt — 3a)

As can be seen from (5.19), in the second half-sector intersection is obtained for 0 modulation index at all
times. This is also clear from Fig. 5.7; for zero voltage amplitude (m=0) yellow (up) and violet (uz) line will
overlap each other in the second half-sector. However, zero voltage reference amplitude is not of interest. In the
first half-sector movement of the intersection of up with ug (Fig. 5.7}, k, 1) is defined with (5.19), and has the
same form as (5.13) that describes intersections of u,') with u; and u; in the first sector.

Fig. 5.7 and equation (5.17) reveal some similarities between carrier-based and space vector modulation
techniques. Namely, in (5.17) time dependence can be directly replaced with dependence on the angle 6=wt, so

that (5.17) can be expressed as:

2 U} ()=t} 1 (O)
_2. Lim i LJell,..., .
" O) =1 eos@—U -1)-a)—cos@- -1)-a) €lhl (5.20)

Thus (5.20) represents an equation in time domain (6=cf) that shows when the change of the switching sequence
takes place (fractional parts change mutual order). This equation is expressed as m(#), so in accordance with
space vector approach, if m-¢” is plotted it will represent position in the a-8 plane where change of the switching
sequence takes place. In space vector terminology of Chapter 4, this represents the sub-sector borders.

If (5.20) is applied to all pairs of reference leg voltages uy, u; for one period of the normalised sinusoidal
reference voltages (5.1), and if position of m-€” is plotted in the a-B plane, division of the sectors into sub-sectors
can be obtained. One such division for the five-phase three-level case with in-phase carriers is shown in Fig. 5.8.
This figure is obtained by Matlab script that in incremental steps changes angle 8 and modulation index m. Every
time when condition that fractional parts of any two reference leg voltages are the same is satisfied, the
programme plots a dot at m-¢’ ¥,./2 position. Modulation index was set to change in incremental steps from zero
to 1.2, thus a part of the overmodulation region is also covered. For better clarity, the figure from Matlab has

been re-plotted using a specialist’s drawing software. The figure looks complicated, but it contains a lot of data.
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Fig. 5.8: Change of the switching sequence, determined by intersection of the two fractional parts in time
domain, mapped into the a-f plane for pure sinusoidal references.

With thick lines intersections of the fractional part of the particular leg (determined by colour of the line) with all
the other reference fractional parts are determined. In other words, these points represent the change of the
carrier zone. There are three thick lines of the same colour that are in parallel. The line that is crossing the origin
is when the reference changes from Carrier O to Carrier 1 band, while the other two are when the reference
moves out of the linear PWM region, going into overmodulation. As already explained, at these positions change
of the starting switching state appears and that governs where additional switchings appear. If only linear
modulation region is analysed, this appears at (2k-1)-7/10, where k is an integer number. Thus position # when
this appears directly corresponds to the values in Fig. 5.6.

Position m(0):m-d”- V./2 when two reference leg voltage fractional pars intersect is denoted with two-
colour lines. Hence, position of m,z(6) for example is shown with green-red line according to the assumed
colour code. One can see that at k-7/S, where & is an integer number, two switching states are changing in a
sequence, i.e. two intersections take place. For example, at 6=7/5 both fractional parts of the reference leg
voltages A4 and B (green-red) and C and E (blue-violet line in Fig. 5.8) intersect. This corresponds to the
intersection of the mentioned reference leg voltages in Fig. 5.6 for the same angle.

This analysis reveals similarity between space vectors and carrier-based approach. Namely, one can see
that division of the sector into sub-sectors for modified five-phase three-level algorithm of 4.2.7 (Fig. 4.17), is
almost identical as the one shown in Fig. 5.8. The only difference is in the maximum modulation index range
that in Fig. 5.8 is limited to 1, while in Fig. 4.17, it is extended to 1.0515. This will be overcome by min-max

injection, as explained in the following section.
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5.3 SINUSOIDAL REFERENCES WITH MIN-MAX INJECTION

All previous explanations are general, and, for the sake of simplicity and requirements of real-world
applications, they were given for symmetrical sinusoidal reference signals. Another very useful and commonly
used signal shape for leg voltages is sinusoidal signal with min-max injection. It has a universal validity, in a
sense that it does not depend on either the number of phases or on the shape of the modulating signals [Levi et al.
(2008)]. It actually comes as a logical solution to the problem of centring signals within dc-bus rails in each
instant of time. Illustration of the centring for one switching period 7 of the reference leg voltages for the five-
phase three-level inverter is shown in Fig. 5.9. In terms of the desired leg voltages, since they should be centred

around Vac/2, this injection can be expressed as:

v,y =L Vx| Ve (5.21)

= 2 2

where v;ﬂN and V/.mx stand for the minimum and maximum value, respectively, of the reference leg voltages
(Fig. 5.9a). With this injection the linear modulation index range is extended to the maximum value for any
number of phases, since desired leg voltages are always centred in between 0 and V. (Fig. 5.9b).

Equation (5.21) is usually expressed in terms of the phase voltages, and in that case it has the form:
vmln + vmax (522)

where Vi, and Vi stand for the instantaneous minimum and maximum reference phase voltages, respectively.
In this case, the signals are centred around 0, but the value of the injection v,,, is the same as in (5.21).

In the case of symmetrical sinusoidal references this injection is of the triangular shape at » times output
frequency. This triangular signal represents injection of harmonics with frequencies equal to the odd multiples of
n times fundamental frequency. Hence, min-max injection is in literature sometimes called triangular signal
injection. Also, a commonly considered injection in the literature is the one that takes only the fundamental
component of the triangular signal, so it represents sinusoidal n" harmonic injection. One example, for the five-
phase case with min-max injection, is shown in Fig. 5.10. With min-max injection the maximum modulation

index in the five-phase system in the linear PWM region is increased to its maximum value of 1.0515.

5.3.1 CHANGE OF THE SWITCHING SEQUENCE
Rule which governs the change of the switching sequence when two fractional parts of the reference leg
Ve — Q) Vi———ag——(2)

liu/ ;

4 Cent i o S
RN Ly Tomn | sy
ittt s

A

"‘un+ Via

L I Linj
0 __I_l—_(()) 0——X—(0)
a. b.

Fig. 5.9: Centring of the desired leg voltage signals: a. sampled signals (not centred), b. with min-max injection,
centred signals between dc-bus rails. One switching period (7}) is shown.
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Fig. 5.10: Symmetrical sinusoidal leg voltage references with min-max injection.

voltages are intersecting (Fig. 5.5a and Fig. 5.5b) is general, and it will now be analysed using sinusoidal
references with min-max injection. Another principle, for determination of the switching state dwell times from
sorted fractional parts of the reference leg voltages (i.c. from the common carrier band), is also general. This rule
is expressed in Fig. 5.5¢ and equation (5.9). For the sake of explanation, the effect of change of the switching
sequence will be here shown for the three-level five-phase case with symmetrical sinusoidal references and min-
max injection, Fig. 5.10.

It can be seen from Fig. 5.10 that min-max injection in the five-phase three-level case does not change
integer part of the desired leg voltages until m=1, which represents linear modulation index range for pure
sinusoidal references. That means that in this region only the fractional parts are changed, i.e., considering
Fig. 5.5¢, a constant value injection is added to all signals. As there is no change of the integer part, this injection
does not move any of the signals out of the range 0 to 1. In that way only the values of 6, and J,., will be
changed and the difference will be for the normalised value of the injection. Also, if 0, is increased, d,.; will be
decreased for the same value and vice versa. Times of application for all the other voltages remain the same
since injected signals cancel each other in expressions for d; (5.9). The sum of times of application remains equal
to the switching period 7,. So, in the three-level five-phase case, min-max injection only changes the times of
application of the first and of the (n+1)" switching state. There is no change of the integer-part values, and no
change of the order of the fractional parts, so the switching sequences remain the same. For the modulation index
values from 1 to 1.5015, the integer parts remains the same as for m=1, so the order of the fractional parts and
the sequence in use will be the same.

It can be seen that the basic sector and half-sector sub-division remains the same as in Fig. 5.6, as it is
shown in Fig. 5.10. Let us analyse now influence of the change of the modulation index value on the change of
the switching sequences if PD is used. Considering again desired leg voltages v; and v, they will differ from
values in equations (5.14) only for a constant value. As final equation (5.17) results after equating of equations
for v, and for v), this injection will be cancelled. Since integer part is unchanged, equation (5.17), i.e. (5.20),
remains valid. That means that the change of the switching sequence appears in the same instants of time, and for

the same modulation index values as for the pure sinusoidal references. The only difference is in the value of the
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m=1.0515

Fig. 5.11: Change of the applied switching sequence for the maximum modulation index for the first 1/5 of the
output period of the five-phase three-level inverter with references consisting of sums of sinusoidal signals and
min-max injection.

maximum modulation index that is now increased by 5.15% for the five-phase case. The graphical
representation, similar to those in Fig. 5.7, is given in Fig. 5.11, for the maximum modulation index value. All
the other modulation index values for which change in the switching sequence takes place remain as in Fig. 5.7.
As in a previous section where no injection was present, m;(#) dependence can be obtained. As
explained, equation (5.20) remains valid, but the time dependence of integer parts of the reference leg voltages
will be changed for modulation indices greater than one. This has as a consequence that representation of the
change of the switching sequences from time domain in the a-f plane, for sinusoidal references with min-max
injection, for the five-phase three-level case, will be different from those shown in Fig. 5.8, but only regarding
the lines that were governing maximum modulation index value. Plot of the m-¢”- V42 values, for all pairs of the

* . . . . . . . . . .
reference leg voltages u;, uy, for one period of the normalised sinusoidal references with min-max injection, is

0.6 + =V, a-fplanc
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Fig. 5.12: Change of the switching sequence, governed by the intersection of the two fractional parts in time
domain, mapped into the a-f plane for sinusoidal references with min-max injection.
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shown in Fig. 5.12. Now, similarity with space vector division of the a-§ plane into sub-sectors for the modified
algorithm, Fig. 4.17, is much more pronounced, than it was without any injection, Fig. 5.8. Obviously, min-min
max injection has increased the maximum modulation index value. From Fig. 5.11 one can see that for the
maximum modulation index of 1.0515 two references simultaneously touch upper and lower dc-bus, i.e. when
reduced to the single carrier band these two references simultaneously touch 0 and 1. For example, at instant
#/10 reference A fractional part (uy 5 green line) reaches 1, while reference D (up 5 yellow line) touches 0. For
0=3x/10 this is the case for references B and D (red and yellow line). This simultaneous change of the carrier
zone for two references is also obvious in Fig. 5.12, where for angle of 6=/10 and m=1.0515 one can see that
there exist two thick lines, green and yellow, while for 32/10 changes of the carrier zone happen simultaneously

in legs B and D, red and yellow lines.

5.3.2 DOUBLE MIN-MAX INJECTION

This type of injection was for the first time introduced by [Lee et al. (2000)]. Later on, it was used by
[McGrath et al. (2003)] where the aim was to generate the injection that produces the same output as the
optimized space vector algorithm of [Celanovic and Boroyevich (2001)], which is widely accepted as the
reference three-phase multilevel space vector algorithm. Optimisation of the choice of the switching sequences
to minimise the number of transitions, and optimisation for space vector positions within a switching period, that
is based on the flux trajectory concept, are included in the algorithm. It is shown that for the three-phase case the
optimal space vector algorithm that leads to the minimum flux distortion is the one in which the total time of
application of the redundant switching states is equally shared between two states.

In order to increase the modulation index range the reference signals must already contain min-max
injection (5.21), which will be called here inj;. Equal sharing of redundant switching states (for optimisation of
the flux trajectory), in time domain, means that dwell times J, and 4, are equal in (5.9). Graphically,
considering Fig. 5.5c, that means that the distance from uy,y, ,(kT,) to 1 is the same as the distance from 0 to
u,‘mN, 7(kT}), or, in other words, that fractional parts of the signals are centred in 0 to 1 zone (the lowest carrier
band). Centring of signals can be done again with min-max injection, but now signals should be centred around
0.5 value (i.e. around 0.5-¥,/(/-1) in non-normalised form). So, min-max equation from (5.21), in normalised

form, for the second centring becomes:

“;.aN.f +“;¢4A’.f
. =..-—-2———+0.5 (5.23)

u
This injection will be denoted as inj,.

Finally, construction of the injection proposed in [McGrath et al. (2003)] represents sum of two min-max
injections (inf, and inj;) applied to the reference leg voltages, where the second injection is constructed after all
reference signals (that already include the first min-max injection) are shifted to the common carrier band.

Graphical interpretation of the double injection is shown in Fig. 5.13. It is very similar to the one in
Fig. 5.9, for the single min-max injection (the first centring, Fig. 5.13a and Fig. 5.13b), but it also explains the
additional two steps. Moving of all the reference signals (with one min-max injection) to the common carrier
band is shown in Fig. 5.13c, and leg reference signals after double centring are shown in Fig. 5.13d. Note that
the second centring does not change modulation index range, so that with double injection the same maximum

modulation index can be obtained.
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Fig. 5.13: Construction of the double min-max injection (n=>5, /=3): a. sampled signals (not centred), b. signals
centred between dc-bus rails, c. signals referred to the common carrier band, d. centred signals within the
common carrier band. One switching period (7)) is shown.

It can be seen that the double min-max injection is universal. It can be constructed and applied to any
shape of the reference signals, and it is also independent of the number of phases and the number of levels. There
is no evidence that this technique has ever before been applied to multiphase systems. At the moment, it is
beyond the scope to investigate whether optimal values in the three-phase case remain optimal when the same
type of injection is constructed and applied in a multiphase case, and this represents one of the directions for
future work.

One can see that the second injection does not change mutual order of the fractional parts of the reference
leg voltages that was set by the first min-max injection, Fig. 5.13¢ and Fig. 5.13d. Also, it is applied inside the
common carrier band, so it does not change the carrier zone, i.e. integer values of the references. This has as a
consequence that switching sequences and points when new sequences appear for the sinusoidal references with
the single and with double min-max injection are the same. The only thing that is changed is application time of
the first and of the last switching state that is equalised by the second injection, as already explained. Thus
Fig. 5.12 is also valid for the sinusoidal references with the double min-max injection. This injection is the most
suitable for comparison of carrier-based modulation strategies with the space vectors algorithms. The division of
the a-f plane is identical as for the modified five-phase three-level space vector algorithm in 4.2.7, Fig. 4.17.
Furthermore, equal application time of the first and the last switching state, i.c. redundant switching states, is a
typical assumption for the space vector algorithms. Eventually, in Chapter 6, it will be shown that these two

modulation strategies lead to identical performance.

5.4 SUMMARY

In this chapter some characteristics of the level-shifted disposition with in-phase triangular carrier signals,
for multilevel multiphase VSIs, were analysed. In-phase disposition of carriers was selected for easier
comparison with the space vector techniques. It is explained that multicarrier PD-PWM can be reduced in the
simple manner to the single-carrier case, using simple modulus function. The primary purpose of the min-max
injection, centring of signals between dc-bus rails, is explained. One more type, double min-max injection, that
equalises times of applications of the redundant switching states in the sequence, is also given. Very important
part of this chapter represents investigation of the switching sequences in the time domain and analysis when a

new sequence appears. This analysis is given for pure sinusoidal references and for sinusoidal references with

107



Chapter 5 Multilevel multiphase carrier-based PWM

single and with double min-max injection. The position of appearance of the new switching sequence is a
function of m(6) and its representation in the a-f plane is given for all three cases. Similarity with the space

vector algorithms is highlighted.
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Chapter 6

COMPARISON OF ANALYSED MODULATION STRATEGIES

6.1 INTRODUCTION

In this chapter a comparison of the space vector and carrier-based modulation strategies from previous
two chapters will be done. Two configurations are considered: five-phase three-level and seven-phase three-level
topology. In both configurations neutral-point clamped, NPC, inverter was used for the experimental
verification, and in both cases the load was symmetrical and star-connected. For the five-phase case experiments
induction machine was used, while for seven-phase case R-L was utilised. Five algorithms from the previous
two chapters were analysed for both topologies. From Chapter 5 three carrier-based modulation strategies using
disposition with in-phase carriers are used: with pure sinusoidal references, with min-max injection and with
double min-max injection. These strategies will be denoted here as CBPWMO0, CBPWMI1 and CBPWM2,
respectively. Analysed space vector strategies are the original and modified algorithm from Chapter 4, and will
be denoted as SVPWMI and SVPWM2.

As already mentioned before, comparison of the space vector and carrier-based techniques is very
important. Due to the simplicity for implementation, carrier-based techniques are used much more in practice.
The equivalence of performance of these two techniques has been shown for the three-phase two-level case
[Holmes (1992)], and later on, it was confirmed for some three-phase three-level and multilevel cases [Wang
(2002), McGrath et al. (2003)]. Such a proof is also available for the multiphase two-level case [Dujic et al.
(2009)]. The missing part is the analysis of a general multilevel multiphase case; hence, some comparisons and
first steps in this direction are given in this chapter.

The chapter contains the following sections. In section 6.2 a theoretical comparison of the space vector
and carrier-based modulation strategies is given. Further, in 6.3 and 6.4 the comparison is underpinned by
experimental results for the five- and seven-phase three-level cases. The content of this chapter, based on
experimental results, has been published in [Bodo et al. (2012), Dordevic et al. (2013a), Dordevic et al. (2013b)].

6.2 THEORETICAL COMPARISON OF ANALYSED STRATEGIES

Comparison between carrier-based and space vector modulation strategies can be done in two directions.
The first direction is how to produce space vector modulation strategy using a carrier-based algorithm, and the
second is how to obtain a carrier-based method using space vectors. The first direction is more important since
the carrier-based strategy is easier for practical implementation. The analysis will be given here based on the
considered CBPWM and SVPWM strategies that are aimed for sinusoidal output phase voltage. The most of the

attention will be paid to the comparison of the applied switching sequences with carrier-based and with space
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vector strategies and on division of the sectors into sub-sectors, i.e. regions of applications where these
sequences should be applied.

There is not any general multilevel multiphase space vector modulation strategy that is based on VSD, but
there are some general rules that are commonly in use with SVPWM techniques, and that were used in the
analysed modulation strategies in Chapter 4. As explained, there are common assumptions that every leg changes
its level for one level-up in the first half of the switching period, and symmetrically for one level-down in the
second half of T;. Also, time of application of the redundant switching states is usually equally shared.

If the desired output is sinusoidal, then the reference projection into the a-f plane is a circle, and in the
x-y planes it must be zero. As explained, projection onto 0-axis can be arbitrary because it is not considered by
the space vector algorithms. According to the mapping of the harmonics, 3.4.2, one can see that only multiples of
the n-th harmonics are mapped onto the 0-axis. These harmonics in time domain are the only ones that can be
injected into the sinusoidal set of the references without affecting the sinusoidal shape of the output phase
voltages. Multiples of the n-th harmonics injection will keep the symmetry of the reference leg voltages and
actually will appear as the CMV. That means that for obtaining the space vector modulation by a carrier-based
modulation strategy only the injection has to be varied.

Space vector implementation of the carrier-based algorithms with in-phase carriers can be easily done in
the following way. According to the explanations in 5.2.2 and 5.2.3, one can see that the applied switching
sequences can be obtained in a straightforward manner from the time domain using a single-carrier band in a
way as it was done in Fig. 5.5a and Fig. 5.5b and with adding the integer part on it. Then, from the applied
switching states, space vector projections can be obtained using some of the equations from (3.30) to (3.32), and
times of application can be calculated using (3.51). Because the time division for the redundant space vector is
not necessarily equal for every carrier-based algorithm, (5.9) and Fig. 5.5¢ have to be used as well in the
calculation of the application times. Equal time of application of the redundant switching states will exist if the
centring inside the common carrier band exists. It is obvious that there are a few different switching sequences
that have to be applied during the period of the fundamental. Also, if modulation index increases, different
sequences have to be applied. The process for division of the a-£ plane into sub-sectors when different switching
sequences have to be applied is explained for the three mentioned carrier-based modulation strategies in Chapter
S, and it is general. Final division for the analysed strategies was given in Fig. 5.8 for CBPWMO and in Fig. 5.12
for CBPWM1 and CBPWM2. Now, for each sub-sector, switching states, and thus space vectors, can be read
from the time domain and saved. Again, as explained for the other space vector algorithms, only the first sector
(or the first sector-pair) can be analysed, and all the other general methods for implementation, used in Chapter
4, can be applied.

Let us now compare applied switching sequences for the analysed carrier-based modulation techniques
with single and with double min-max injection for the five-phase three-level case with switching sequences used
for the modified space vector algorithm of 4.2.7. For obtaining switching sequences for the carrier-based
modulation Fig. 5.7 can be used. It is valid up to the modulation index of 1, because it is given for pure
sinusoidal references. If Fig. 5.7 were to be drawn for sinusoidal references with min-max injection, it would
increase the maximum modulation index value to the maximal one, and the order of the fractional parts would
remain the same. This is because min-max injection in the three-level case does not change the integer part

(change of the carrier zone) and it only moves all the reference fractional parts for the same value. The second
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injection does not change the order of the references inside the single carrier zone, i.e. it does not change applied
sequences. Hence Fig. 5.7 can be used for analysis of the applied switching states for all three analysed carrier-
based strategies up to m=1. This is also clear from Fig. 5.8 and Fig. 5.12, because the change of the switching
states appears for the same values of m and 6 and figures are identical for m<1. From Fig. 5.7a and Fig. 5.7b one
can see that the order of the fractional parts of the references in the first half sector, the first 18°, is: u:;, 5 u,.), 5
u;, 5 u;;, 5 u; r(blue, yellow, green, red, violet) from top to bottom. According to Fig. 5.5¢ one can say that leg C
will be the first to increase its level by one, then leg D etc. in the first half of 7. For obtaining the starting
switching state integer values of the references are important. They can be read directly from Fig. 5.6 or
Fig. 5.10 and the result is: 11001 (u;, uy and uy are in Carrier 1 zone, while ug, up, are in Carrier 0 band). Then,
as the u¢, r1s the largest fractional part it will change the state first, and the next switching state in the sequence
will be 11101 (changed leg is shown in bold), then the leg with the second largest fractional part u;‘ s will
increase its level for one, so the switching state will be 11111, then leg A will change leading to 21111, then leg
B, 22111 and finally leg E, 22112. That means that the switching sequence that will be in use for all three
analysed carrier-based algorithms for the first half-sector (first 18°) and for the modulation index up to 0.5257
(shown in Fig. 5.7b), will be: 11001-11101-11111-21111-22111-22112. If the legs are denoted with order
numbers 1 to 5 for legs 4 to E, then one simply can say that the order of the fractional parts in the first 18°, u:;_ 5
up.p Uy p up, s g, 5 can be denoted as 34125, and this will correspond to the position of the leg that changes
inside the sequence. This means that the switching sequence from the starting switching state (11001) can be
constructed as: 11001-3)-11101-4-11111-3-21111-(3)-22111-5,-22112, where numbers in brackets denote
transition in a particular leg.

Similarly in the second half-sector in Fig. 5.7a and Fig. 5.7b (from 18° to 36°), the order of the fractional
parts is: ug, 5 uc, 5 up, 5 uy, 5 us, 5 (violet, blue, yellow, green, red) or, using numerical notation of legs, the order
is 53412, and the starting switching state is: 11000 (see Fig. 5.6 or Fig. 5.10). Thus the applied switching
sequence in this zone for small m<0.5257 will be 11000-(5)-11001-3)-11101-4-11111-(;-21111-)-22111. By
simple comparison of these switching sequences with 4,4, and A4, in Table 4.5 for the modified space vector
algorithm, one can see that they are identical. This investigation can be continued further in the same manner.
However, some simplifications can be used as well. For example, when the modulation index is between 0.5257
and 0.5528, as it is for example in Fig. 5.7¢, one can see that one additional change of the switching sequence in
each 18° half-sector appears. It comes from crossing of the references 4 and D (green and yellow line). Green-
yellow border in the first 36° for 0.5257<m<0.5528 should be also noted in Fig. 5.8 and Fig. 5.12. In the first 18°
this will produce change of the order of fractional parts from uc, s up, 4 Uy, 5 U, p g, £10 UG, f, Uy p, Up, 4 Up, 5 Up. g
i.e. in numerical notation from 34125 to 31425; D and 4 change the place. This will produce change of the
switching sequence from 11001-3-11101-4)-11111-3)-21111-3)-22111-55-22112 to the switching sequence
11001-3)-11101--21101-(4-21111-2-22111-5)-22112. Hence the same starting switching state remains and the
only transition appears first in leg 4 and then in leg D. For the angle from 18° to 36°, the second half-sector in
Fig. 5.7¢c, one can see that sequence that was valid for the small modulation indices stays valid in the second
part, while in the first part of the half-sector fractional part of the reference A4 is greater than for reference D.
Considering numerical notation of the legs one can say that the fractional parts now changed order from 53142

to 53412, Hence, in the beginning of the second half-sector, the switching sequence will be 11000-5-11001-3-

111



Chapter 6 Comparison of analysed modulation strategies

11101-()-21101-4-21111--22111 and after crossing of fractional parts, of reference leg voltages 4 and D, the
switching sequence will be 11000-(5)-11001-3)11101-4-11111-;-21111-5-22111.

If compared with the modified space vector algorithm, one can see that division of the sectors into sub-
sectors in Fig. 4.17 is identical as in Fig. 5.12, as already revealed in 5.3.1. Now, it is also shown that the applied
switching sequences for sub-sectors 44, and A4,, are identical for the modified SVPWM and for the analysed
carrier-based techniques. Analysed case when 0.5257<m<0.5528 corresponds to the reference that starts in A,
sub-sector, then passes through B, (during 0°<6<18°) and then goes from B,, to 4,,, sub-sector (for 18°<6<36°),
Fig. 4.16.

In Fig. 5.12 thick line of a particular colour will change the starting switching state by changing the state
that corresponds to the colour. For example, for 4,, starting switching state is 11001, and it is separated from 4,,
by the thick violet line (leg E, position 5), thus in 4,, starting switching state will be 11000 (the starting
switching state cannot contain the maximum level, so the fifth leg decreased from 1 to 0). Also, as shown, thin
borders which contain two colours in Fig. 5.12 do not change starting switching state. Transition of the reference
through the two-colour line border, will only change in the switching sequence the place of the increase of the
legs that correspond to the line colours. For example, consider the yellow-green border that separates sub-sectors
Ay, and B, The switching sequence for 4, is determined with the starting switching state 11001 and by the
switching order (order of fractional parts) 34125. The switching sequence for B, will be determined by the same
starting switching state and by the order in which legs 4 and D (green and yellow) change positions, 31425. Note
that in this way, starting switching sequence plus the switching order, can be alternatively used for the switching
sequences labelling. Also note that for determination of the switching sequences for all 10x14 sub-sectors, it is
enough to know the starting switching sequence for one sub-sector, e.g. Ay, in the first sector. Using the
explained changes that apply in a sequence when transition to the other sub-sector in Fig. 5.8, i.e. Fig. 5.12,
appears can be used for determination of the sequences for all the other sub-sectors. These changes are
determined by the thickness and the colour(s) of the border lines, as explained.

This section gave theoretical background for comparison of the carrier-based and space vector modulation

strategies. In what follows, the equivalence of the two mentioned strategies will be confirmed by experiments.

6.3 EXPERIMENTAL COMPARISON: FIVE-PHASE THREE-LEVEL CASE

In this section experimental results for the five modulation strategies, three carrier-based (CBPWMO,
CBPWMI, CBPWM2) and two space vector modulation strategies (SVPWM1 and SVPWM2) for the five-phase
three-level VSI are compared. Experimental results for the space vector modulation strategies have been already
given in 4.2.8. Used carrier-based strategies have been analysed in Chapter 5 where only the theoretical
considerations were given, while experimental results are given here. CBPWMO strategy, with pure sinusoidal
references has been used as the reference modulation strategy.

Experimental setup for all five analysed strategies was the same, and settings have been already stated in
4.2.8. Also, some additional data regarding hardware and a photograph of the experimental setup are given in
Appendix A. However, let us recall that the five-phase induction machine with sinusoidal distribution of the
stator windings has been used, and it was supplied from the custom-built three-level NPC inverter. Some
relevant inverter parameters are: V,=600V, f=2kHz, dead time 6ps. Ratio V/f was kept constant. For the

algorithm implementation in real-time, dSpace system has been used.
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Fig. 6.1: Oscilloscope recording of the vz, v,» and iy, Fig. 6.2: Experimental results for the modulation
at m=0.4 for a. CBPWMO, b. CBPWMI, c. CBPWM2,  index m=0.4 showing phase voltage spectrum for the
d. SVPWMI, and e. SVPWM2 (M-leg voltage, analysed strategies: a. CBPWMO0, b. CBPWMI,
260V/div; Ch3-phase voltage, 250V/div; Ch4-phase ¢. CBPWM2, d. SVPWMI, and e. SVPWM2
current, 2A/div; time = 10ms/div). (n=5, I=3).

Waveforms produced by the investigated modulation strategies are very similar and become even more
similar with the increase of the modulation index value. In order to highlight the differences, a small modulation
index m=0.4 has been chosen. Simulation and experimental results for this modulation index for the SVPWMI
and SVPWM2 were already shown in Fig. 4.18 and Fig. 4.21, i.e. in Fig. 4.20a and Fig. 4.23a. Oscilloscope

waveforms of these two modulation strategies together with three analysed carrier-based strategies are given in
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Fig. 6.3: a. Phase voltage and b. motor current THD comparison for all five modulation strategies (simulations
and experiments), for the full linear range of the modulation index, m=0.05 to 1.05 (i.e. 1 for CBPWMO).

Fig. 6.1. Leg voltage, phase voltage, and motor current are shown. The differences in waveforms between
modulations are marginal.

Some characteristics of the strategies are more evident in the harmonic spectra, which are shown in
Fig. 6.2 for all considered strategies for the phase voltage (Fig. 6.2a to Fig. 6.2¢). One can see that there are a lot
of similarities between compared modulation strategies. All strategies achieve required fundamental output
voltage with hardly any low-order harmonics in the phase voltage. The observable differences that appear in the
spectra are predominantly related to the side-bands around multiples of the switching frequency. Due to the
explained theoretical identities, one expected conclusion is that two of the methods, CBPWM2 and SVPWM2,
should show identical performance; this is obvious from Fig. 6.2c and Fig. 6.2¢. This conclusion is valid for the
whole investigated linear modulation index range from 0 to 1.0515. This will be proven further by the THD
comparison. The cleanest spectra result with the CBPWMO and CBPWM1 methods.

Under ideal conditions no lower order harmonics should be present in the phase voltage spectrum.
However, in the shown experimental results in Fig. 6.2 it is evident that there are some small values of the third
harmonic (at 60Hz), caused by the inverter dead time [Jones et al. (2009)] as well as a non-negligible 15®
harmonic at 300Hz (m=0.4, f/=20Hz). This is a zero-sequence harmonic in a perfectly symmetrical machine and
its origin are discussed in (Bodo (2013)].

Study of the type shown in Fig. 6.2 has been conducted, using both experiments and simulations, for the
whole linear PWM region. Simulation model for the carrier-based techniques is developed in Simulink block-set
and diagram from Fig. 5.4 has been used in the realisation. The same inverter and machine PLECS block-set
models, with the same parameters, already used in simulations with SVPWMI and SVPWM2 in 4.2.8, were
used. For the CBPWMO method the linear region is up to m=1, while it is up to 1.0515 for all the other
modulation strategies. Simulations were done for the modulation index values from 0.05 up to 1.05 (i.e. 1 for
CBPWMO), with the step of 0.025, while experiments were done with the doubled step, 0.05. On the basis of the
FFT results, THD has been calculated up to 21kHz, according to (4.9).

Comparison of the simulation and experimental THD resuilts, for all five analysed strategies, for the phase
voltage and current THDs, is given in Fig. 6.3. Note that the same curves for SVPWMI and SVPWM2 were
already given in Fig. 4.24b and Fig. 4.24d. From Fig. 6.3a it can be seen that for the given modulation index
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Fig. 6.4: Zoomed extracts from phase voltage and current spectra: experimental results for CBPWM1, m=0.4.
a. Phase voltage spectrum. b. Motor current spectrum.,

range all modulation strategies produce essentially the same phase voltage THD value. Also, very good
agreement between simulation and experimental results is visible. The small difference between simulation and
experimental results for low modulation indices is believed to originate from inaccurate knowledge of the dead
time, which impacts on the results more in the low modulation index region.

Current THD analysis, illustrated in Fig. 6.3b, confirms again that the CBPWM2 and SVPWM2 yield
identical performance. Experimental results show, in general, somewhat higher current THD than simulations.
This is caused by the assumption that leakage inductances are constant and equal at all frequencies in the
simulations, which is in reality not satisfied [Jones et al. (2011b)]. However, regardless of the differences in the
numerical values (which are, it should be stressed, rather small), the trend of all curves and their mutual position
is the same in both simulations and experiments. The noticeable difference between strategies exists for the
medium to high modulation index values; clearly, CBPWM2 and SVPWM2 can be characterised as being the
best. These two strategies equally share redundant vector application time, and in the three-phase case they were
proven as optimal according to the flux harmonic distortion [Lee et al. (2000), McGrath et al. (2003)]. The
findings reported here prove that these PWM strategies offer the lowest current THD in the five-phase case as
well.

Consider now the operation with the modulation index of 7=0.4 from Fig. 6.2. A five-phase system is
characterised with two planes and the voltage/current harmonics map into one of the two planes, according to the
rules given in Fig. 3.7a. The mapping of the harmonics is very important since the equivalent impedance is not
the same in the two planes. Equivalent inductances in the first (torque/flux producing) and the second (non-
flux/torque producing) plane are governed by (L,+L;) and Ly, respectively, where the symbols stand for the
stator and rotor leakage inductances, [Jones et al. (2011b)]. CBPWM1 strategy is taken as an example for further
analysis. Phase voltage spectrum of Fig. 6.2b and current spectrum, obtained experimentally, are shown in
Fig. 6.4 (note the y-axis scaling). Mapping of the significant harmonics is defined with numbers ‘1’ and “2’.
Number ‘1" stands for harmonics that map into the a-f plane, while ‘2* denotes harmonics that map into the x;-y,
plane, Fig. 6.4a and Fig. 6.4b. For all five compared modulation strategies, the most significant harmonics of the

phase voltage in the second side-band are greater than the most significant harmonics in the first side-band
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(Fig. 6.2). However, according to the mapping of the harmonics and Fig. 6.4, one can sec that the most
significant harmonics in the first side-band map into the second plane (that has lower impedance), while those
highest in the second side-band map into the first plane (that has higher impedance). This means that, in the
current spectrum, the highest harmonics from the second side-band will have much smaller influence than those
from the first side-band (Fig. 6.4a and Fig. 6.4b). In Fig. 6.2a to Fig. 6.2¢ the smallest harmonics in the first side-
band are present for the CBPWM2 and SVPWM2 modulation strategies (Fig. 6.2¢ and Fig. 6.2¢), while those in
the second side-band are all similar. It is therefore obvious that these two modulation strategics have a smaller
current THD value than the other strategies, as confirmed by the THD in Fig. 6.3b for the considered modulation
index of m=0.4.

One can see in Fig. 6.4b that small amounts of harmonics are present at low frequencies 3™, 7™ etc.) in
the phase current spectrum. This is a consequence of the dead-time effect [Jones et al. (2009)], which in the
current hardware is around 6ps, and which is not compensated. The drive is controlled in an open-loop manner,
without closed current control loops, leading to the appearance of these small current harmonics.

Variation of the CMV has been at first analysed by examining the amount of the fifth harmonic in it as a
function of the modulation index, for all PWM techniques. This is illustrated in Fig. 6.5. As expected, CBPWMO
has practically zero value of the fifth harmonic throughout the linear modulation region. For CBPWMI the 5t
harmonic magnitude increases with the modulation index m practically linearly. Other modulation strategies
have different dependences, as is evident in Fig. 6.5. One can see that the SYPWM2 modulation strategy is
characterised with a smaller 5™ harmonic, when compared to SVPWM 1, in the whole modulation index range,
and this was the basic idea in 4.2.7 for developing the SVPWM2,

Harmonic distortion of the CMV is analysed as well. Expression (4.9) has been used for the calculation.
All modulation strategies have very similar CMV HD values, as can be seen in Fig. 6.6. It is interesting to note
that the SVPWM?2 modulation strategy, which was originally developed to reduce CMV variations and which
has the lower fifth harmonic value than the SVPWM1 (Fig. 6.5), has actually higher HD in the whole modulation
index range.

Complexity of the algorithms has been analysed by comparing the estimated number of different

operations per switching cycle and through the measurement of the execution time on the dSpace, using dSpace
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Table 6.1: An approximate algorithm complexity comparison by the number of operations.

Method + % S sin or Memory (integer /
cos real variables)
CBPWMO0 8 8 0 5 -
CBPWMI 14 9 8 S -
CBPWM2 21 10 16 5 -
SVPWMI 54 52 11 7 600/500
SVPWM2 55 51 11 6 840/700

Profiler tool. Comparison of the arithmetic operation number is shown in Table 6.1 (logical operations are not
included) up to the stage at which the reference leg voltages are created. The data in Table 6.1 correspond to how
the algorithms have been implemented and should not be taken as benchmark values, since different ways of
realisation may result in a different number of operations. Nevertheless, it is obvious from the given data that the
algorithm complexity increases in the order in which the PWM techniques are listed.

The same conclusion is arrived at by measuring the algorithm execution time on the real-time hardware
dSpace ds1006 with Profiler tool. The execution time of all carrier-based strategies is very similar and is around
0.7us in each switching period. Execution time for the two SVPWM strategies is also similar, around 1.65us.
Thus the analysed SVPWM strategies ask for around 2.3 times higher execution time than CBPWM, on average.
Another important issue is the memory consumption. Carrier-based strategies do not require any memory
storage. On the other hand, SVPWM1 and SVPWM2 strategies require 600 integer (2 sectors x 10 sub-sectors *
6 five-phase switching states, data from Table 4.2 and Table 4.3) and 500 real variables (pre-calculated 5x5
inverted matrix from (4.5) for space vectors that correspond to the saved switching sequences), and 840 integer
(2 sectors x 14 sub-sectors x 6 five-phase switching states, data from Table 4.5 and corresponding data for the
second sector) and 700 real variables (pre-calculated inverse matrices), respectively, to be stored in the memory.
Because time of application of redundant switching states is equally shared, the number of saved real variables is
5/6 times lower than for integer values. As mentioned in Chapter 4, in the actual realisation of the SVPWM
algorithms, the memory consumption was deliberately sacrificed, by saving data for the first two sectors instead
only for the first one, to achieve a reduction in the computation time of the algorithms.

Finally, Table 6.2 provides a comparison of the major characteristics of all the considered modulation
strategies. As expected, carrier-based techniques are more favourable for the real-world implementation. Also,
an extension to higher numbers of levels and phases is straightforward, which is in huge contrast to the SVPWM
strategies where each pair of the number of levels and number of phases has to be considered separately.

As already mentioned, the other possibility for obtaining multilevel operation is use of dual-sided supply

Table 6.2: Main characteristics of the compared five-phase three-level modulation strategies.

CBPWMO | CBPWMI | CBPWM2 | SVPWMI SVPWM2
PD- PD- PD- VSD- VSD-
Lo CBPWM | CBPWM | CBPWM | SVPWM | SVPWM
Offline complexity none none none very high very high
Complexity for implementation simple simple simple medium medium
Memory requirement none none none high high
Execution time on dSpace ds1006 ~0.7us ~0.7us ~0.7us ~1.65us ~1.65us
State redundancy yes yes yes yes yes
Extension to higher numbers of easy casy casy difficult difficult
phases and levels
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topology. A comparative analysis of some of the results from this section and dual-inverter supply in the open-
end winding topology using two two-level VSIs for a five-phase induction motor drive is reported in [Bodo et al.
(2012)]. For practical purposes carrier-based modulation strategy with min-max injection has been chosen. It is
shown, using extensive experimental and simulation investigation, that the overall performance of the two drive

topologies is in essence identical.

6.4 EXPERIMENTAL COMPARISON: SEVEN-PHASE THREE-LEVEL CASE

A similar comparison as in the previous section has been done for the seven-phase three-level modulation
strategies. The same three carrier-based modulation strategies CBPWMO0, CBPWMI1 and CBPWM2, but now
applied to the seven-phase case, have been analysed. Two space vector methods are the original (SVWPM1) and
modified (SVPWM2) algorithms from 4.3. Some of the results for space vector algorithms have already been
given in 4.3.8 and will be used here again and compared with the listed carrier-based techniques.

The main difference in the hardware configuration, compared to the five-phase case, is that seven-phase
star-connected passive R—-L load had to be used, due to unavailability of the machine. This has no impact on any
voltage-related considerations and affects only the current ripple analysis. Parameters of hardware that have also
been used in simulations are as in 4.3.8. For forming the seven-phase inverter, two six-phase NPC inverters with
the common dc-link have been used. More explanations regarding the used hardware and software, including the
setup photograph, are given in Appendix A. Once more, V=600V, dead time is 6ys, f;,=2kHz, and ¥/f=const law
were used, where the 300V (peak value) and 50Hz have been chosen as the nominal values.

Very similar conclusions as for the five-phase case can be given. Again, with an increase of the
modulation index value, modulation strategies become more and more similar. Also, because of the higher
number of phases and more frequent change of the sub-sectors, similarity between modulation strategies is
generally higher than in the five-phase case. Let us take the same modulation index of 0.4, as for the five-phase
case, as an example. Time domain waveforms for all five modulation strategies for the leg voltage, phase
voltage, and current are shown in Fig. 6.7. Any difference is hardly noticeable. For highlighting some differences
phase voltage spectrum has been calculated for all five analysed modulation strategies. Phase voltage spectrum is
given in Fig. 6.8, in parallel to the corresponding time waveforms in Fig. 6.7. Again, as in the five-phase case,
the cleanest spectrum is for CBPWMO0 and CBPWM 1. All strategies easily achieve required fundamental value
that is a bit lower than in the five-phase case because of the dead-time effect that is more expressed in the seven-
phase case, as mentioned in 4.3.8. In the seven-phase case 14 inverter leg transitions occur during one switching
period and thus 14 dead times take the part in the reduction of the fundamental value. No dead-time
compensation has been applied. Of course, voltage is additionally reduced, compared to the theoretical values,
because of the voltage drop on the switching components. From Fig. 6.8c and Fig. 6.8¢, one can see again that
for the seven-phase three-level case CBPWM2 and SVPWM2 modulation strategies yield identical performance.
Because of the increased number of sub-sectors, the difference between these two strategies and SVPWMI,
Fig. 6.8d, is hardly noticeable.

To validate the algorithms and prove the equivalence of the CBPWM2 and SVPWM2, and to highlight
their difference compared to the other three strategies, total harmonic distortion THD has been calculated again
for the full linear modulation index range. Maximum modulation index for the seven-phase case is 1.0257, as

already stated in 4.3.8, and it is achievable by all the modulation strategies apart from CBPWMO, where it is
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Fig. 6.7: Oscilloscope recording of the vz, v, and i, Fig. 6.8: Experimental results for the modulation
at m=0.4 for a. CBPWMO, b. CBPWMI, ¢. CBPWM2,  index m=0.4 showing phase voltage spectrum for the
d. SVPWMI, and e. SVPWM2 (M-leg voltage, analysed strategies: a. CBPWMO, b. CBPWMI,
260V/div; Ch3-phase voltage, 250V/div; Ch4-phase c¢. CBPWM2, d. SVPWMI, and e. SVPWM2
current, 250mA/div; time = 10ms/div). (n=17, I=3).

limited to 1. Simulations and experiments are done for the modulation indices from 0.05 up to 1, with the step of
0.05 and additionally for m=1.025 (for all the modulation strategies apart from CBPWMO0). THD is computed,
on the basis of the FFT results, according to (4.9), taking all the harmonics up to 21kHz. Simulation and
experimental results for obtained phase voltage and current THD are shown in Fig. 6.9. One can see that phase

voltage THD values for all five strategies are identical, and the same values are obtained by simulations and by
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Fig. 6.9: a. Phase voltage and b. current THD comparison for all five modulation strategies (simulations and
experiments), for the full linear range of the modulation index, m=0.05 to 1.025 (i.e. 1 for CBPWMO).

experiments, Fig. 6.9a. From the current THD, Fig. 6.9b, the difference between strategies is more obvious,
although it should be noted that the range for THD is quite narrow and the values are quite small. It can be seen
that the two PWM methods CBPWM2 and SVPWM2 yield in essence identical current ripple (i.e. THD)
behaviour, which means that the same switching harmonic related side-bands are produced and are mapped in
the three planes in the same manner. Due to the hugely variable impedance of the load, some disagreement
between simulation and experimental results at the low modulation indices appears. However, one can say that
for the modulation indices higher than 0.2, simulation and experimental results are in a good agreement. The
mutual position of the curves and the shape are the same in experiments and simulations. Slightly lower values in
simulation results are believed to be the consequence of the wrong parameter estimation, and the assumption that
they are constant. However, this difference is quite small. Also, note again that the two modulation strategies
CBPWM?2 and SVPWM2, that equally share the time of application of the redundant switching states, have the
minimum current THD in almost whole modulation index range.

Finally, the complexity of the algorithms has been compared by measuring the algorithm execution time
on the dSpace using dSpace Profiler tool. The execution time of the applied carrier-based method is around
1.06ps, while the execution time of the space vector algorithm is around 2.25ps. Recall that in the five-phase
case, in section 6.3, these values were 0.7ps and 1.65us. A relatively small difference in the processor time
consumption of the compared algorithms is due to the particular realisation of the space vector algorithm, which
requires a lot of memory. The consumed memory by the original SVPWM1 space vector algorithm is 2016
integer values for storage of the switching sequences (18 sub-sectors x 8 seven-phase switching states data from
Table 4.7, and the same for the second sector) and 1764 real variables (for pre-calculated inverted 7x7 matrices
from (4.10) for all 18 sub-sectors for each of the first two sectors). For the modified algorithm, because the
number of sub-sectors is increased from 18 to 24 per sector, these values are 2688 integer (data for the first
sector are given in Table 4.9) and 2352 real variables. Note that the carrier-based methods do not require any
memory, which with an increased number of phases obviously becomes an important factor. Thus, use of the
specific realisation from Fig. 4.39 only slightly, roughly linearly, increases execution time of the space vector
algorithms, however the memory requirement is much higher (more than 7/5 times) than in the five-phase case.

Comparing space vector to carrier-based strategies, note also that the carrier-based strategies do not need any
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off-line calculations, while the space vector algorithms, as demonstrated in 4.3, require a very involved off-line
procedure. Thus, for the practical implementation carrier-based realisation will always be the first choice. The
same conclusion was given for the five-phase case, and with increased number of phases the complexity of space
vector algorithms becomes more pronounced. However, the importance of the SVPWM should not be
underestimated, since it gives a much better insight into the switching behaviour of the inverter and the mapping
of the harmonics into different planes. It should be noted that there are situations where only the space vector
approach can be used to explain physically the working of the system: this applies to, for example, independent
control of series-connected multiphase multi-motor drive systems [Levi et al. (2004)], where no insight can be
gained from time (or, equivalently, carrier-based) domain, while complex space vector domain makes analysis

not only clear but also easy to understand.

6.5 SUMMARY

In this chapter the comparison of the carrier-based and space vector modulation strategies for multilevel
multiphase case has been given. The first part of analysis was given through the theoretical comparison of the
applied switching sequences for the carrier-based and space vector algorithms. More specifically, CBPWM2 and
SVPWM?2 modulation strategies were compared and it was shown that they use the same switching states, and
also that those switching states are applied in the same regions, i.e. sub-sectors. Thus, the identity of these two
strategies has been shown. Further, these two strategies together with all the other modulation strategies were
analysed according to the obtained simulation and experimental results for the five-phase and seven-phase three-
level VSI supplying star-connected load. For each case two space vector and three carrier-based modulation
strategies were elaborated. Simulation and experimental results are shown to be in good agreement. An identical
output characteristic was shown for the carrier-based, CBPWM2, and space vector modulation strategy,
SVPWM2, experimentally confirming theoretical considerations. The identity is shown for both the five- and
seven-phase case. However, the execution time of the space vector strategy, even after minimisation of the
number of calculations by storing as many as possible data in the memory, is still more than two times higher
than for the carrier-based method for both cases. In both cases, five- and seven-phase case, all analysed strategies
are characterised with the same phase voltage THD in the whole linear modulation index range. Comparison of
the current THD shows that the two already mentioned modulation strategies, CBPWM2 and SVPWM2 (that
equally share the time of application of the redundant space vector), have the smallest current THD for both

examined cases. Hence, taking all relevant aspects into consideration, CBPWM?2 is the best for real-world

applications.
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Chapter 7

ANALYTICAL FORMULAE FOR LEG AND PHASE VOLTAGE RMS
AND THD

7.1 INTRODUCTION

So far, the analysis of the PWM techniques that can be used for the control of multilevel multiphase
inverters has been given. It can be seen that a lot of the analysis has been based on the comparison of the total
harmonic distortion results. THD was calculated by application of the Fourier transformation and by taking a
limited number of harmonics into the consideration. In this chapter derivation of analytical formulae for the leg
and phase voltage total harmonic distortion THD will be presented. The considered system is again a
symmetrical multiphase star-connected load, supplied from a multilevel pulse width modulated voltage source
inverter. The solution is based on the Parseval’s theorem, which links frequency spectrum and time domain
through the average power (i.e. RMS squared value) of the signal. The assumption throughout the derivations is
that the ratio of the switching to fundamental frequency is high ( f,/f — ). Derivations are based on the
integration of the power of the PWM signal in a single switching period over the fundamental period of the
signal. Only ideal sinusoidal reference leg voltages are analysed, and no injection of any type is considered; this
therefore corresponds to the CBPWMO. Analytical expressions for the leg voltage THD are given for any
number of levels. Formulae for phase voltage THD for any number of phases are derived for two- and three-level
cases, for the most commonly used carrier-based methods. Comparison of the analytically obtained curves with
simulation and experimental results shows a high level of agreement and validates the analysis and derivations.

The chapter is organised as follows. First, a survey of the existing knowledge is given in 7.2. In section
7.3 a review of the basic definitions of the signal power and THD is given. The next section 7.4 considers
average power (and THD) of the PWM signal obtained by an /-level inverter for the constant reference signal. In
7.5 results of the previous section 7.4 are used and applied to the sample-by-sample constant parts of the
sinusoidal reference signal. Hence, analytical formulae for the average power and THD of the produced PWM
leg voltage by an [level inverter, for ideal sinusoidal reference signal, are derived. In 7.6 correlation of the
average power of the leg voltages and phase voltages is shown and the analytical formulae for phase voltage
signal power and THD are given. Considered cases are a two-level inverter with carrier-based PWM and three-
level case with in-phase disposition of carriers (PD-PWM) and with carriers in phase opposition disposition
(POD), which is for the three-level case identical to the alternative phase opposition disposition (APOD)
[Carrara et al. (1992)]. In 7.7 analytical results are compared with simulation and experimental result, where
THD calculation is based on the numerical calculations and on frequency domain with limited number of

harmonics, respectively. Conclusions are given in the last section 7.8.
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7.2 REVIEW OF THE RELEVANT ISSUES

The most common way of evaluating the total harmonic distortion (THD) in practice is by using the
numerical approach, based on calculation of the Fourier transformation (FFT) of the signal. However, THD can
be also calculated analytically, and the aim in this chapter is to develop analytical formulae for the leg and phase
voltage THD. Considered system is an n-phase symmetrical star-connected load (e.g. induction machine)
supplied from the multilevel (/-level) voltage source inverter (VSI). The inverter output voltage is obtained by
means of the pulse width modulation (PWM).

The importance of the THD as a measure of the waveform quality is highlighted in [Holmes and Lipo
(2003)]. In [Holmes and Lipo (2003)], the risk of taking a THD indiscriminately as a figure of merit is also
emphasised. It is shown, using a simple example, that two completely different square-waveforms can result in
the same THD although the distribution of the energy in the spectrum is totally different. The emphasis in
[Holmes and Lipo (2003)] is on the weighted THD (WTHD), which is more appropriate for the current THD and
is thus useful as an indicator of the additional motor losses. However, the illustrations in [Holmes and Lipo
(2003)] are not given for PWM signals; quasi-square-wave signals were considered instead.

Similar non-PWM based modulation strategies with the same methods of integration, as the one shown in
[Holmes and Lipo (2003)], were used in [Farokhnia et al. (2011a), Farokhnia et al. (2011b), Yousefpoor et al.
(2012)]. In [Farokhnia et al. (2011b)] leg-to-leg staircase waveform, produced by a multilevel three-phase
inverter with unequal dc-bus voltages, was analysed. Depending on the mutual position of the switching angles
that appear in the two considered phases, whose leg-to-leg voltage is examined, nine different zones for the five-
level case were analysed. Analytical formula for each region is given. The difference between the use of
analytical formula and commonly used formula that takes into account e.g. the first 49, 63 etc. harmonics is
highlighted. In [Yousefpoor et al. (2012)] THD of the line-to-line (leg-to-leg) voltage is minimised by direct
determination of the switching angles of cascaded H-bridge (CHB) units for a staircase waveform operation.
Considered case is a seven-level three-phase CHB inverter and genetic algorithm (GA) was used for the
minimisation purposes. It is proven that minimisation of the leg voltage THD does not lead to the minimal leg-
to-leg voltage THD, and that optimisation algorithm has to be applied directly to the leg-to-leg voltages. In
[Farokhnia et al. (2011a)] variation of the dc-bus voltages is also included as an additional parameter in relation
to the work described in [Yousefpoor et al. (2012)]. A genetic algorithm was used again. As expected, it is
shown that reduction of the dc-bus voltages for small modulation indices will improve the THD. Of course, this
can only be applied in systems where variable dc sources are available and where high dynamics are not a
primary concern.

The case considered in this chapter is PWM operation rather than the quasi-square-wave modulation. The
first aim here, analytical calculation of the PWM modulated multilevel inverter leg voltage THD, has already
been considered in [Van Der Broeck (2003), Leon et al. (2004)]. The solution given in [Van Der Broeck (2003)]
is analytical and is given for the leg voltage THD and for the WTHD. The solution has been developed for the
most typical numbers of levels, two, three and five, individually for each. The research of [Van Der Broeck
(2003)] was extended in [Leon et al. (2004)] with an attempt at generalisation for an arbitrary number of levels.
However, the generalisation is given in a piece-wise integral form and the integrals are not solved analytically,
since this is a difficult problem due to the dependence of the borders of integration on the modulation index

value. Numerical solution of the problem is rather simple, so it appears that the curves given for the multilevel
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cases in [Leon et al. (2004)] were obtained by a computer program that does the integration. In this chapter, the
research of [Leon et al. (2004)] is advanced and the integrals are solved analytically. General analytical formulae
for the leg voltage and also, for the first time, for the phase voltage THD are given. Circumstances when results
are valid are explained. The same idea of integration and for obtaining general formulae has been used in
[Ruderman and Reznikov (2010a), Ruderman and Reznikov (2010b), Ruderman et al. (2013)]. However, the

results in these two papers are actually not valid for the shape of voltage that they are aimed for.

7.3 SIGNAL POWER AND DEFINITION OF THD

All signals in practice are continuous signals and after measurement they become discrete. Physical
signals are usually sampled with the devices (such as an oscilloscope) with the constant time step A, and
samples are stored in a memory of the device. Only periodical signals are of interest, so it will be assumed that
sampled signal represents one period of the periodical signal. Finite number of signal samples is convenient for
computer signal processing. It is assumed that sampling time A is constant. The discrete representation of the
continuous signal x(¢) is x(kA) (or x{k]), where k is an integer value that identifies sample number, If period
of the signal is T, then the number of samples per period is K = LT/AJ.

One of the common approaches in signal processing is to obtain spectrum of the signal and then perform
analysis in the frequency domain. For obtaining spectrum, Fourier analysis is commonly in use. Discrete Fourier
transformation (DFT) is a transform for Fourier analysis of the finite-domain discrete-time functions, so it can be
applied for the samples within one period of the signal. This transformation is sometimes called discrete time
Fourier series (DTFS), because it transforms discrete and periodic time signal into discrete and periodic
spectrum. DFT is usually calculated using fast Fourier transformation (FFT) algorithm that can be applied if the
number of samples is a power of 2. The number of harmonic components in the spectrum of the signal x(kA),
calculated using DFT algorithms, is equal to the number of samples in time domain, K [Oppenheim and Schafer
(2009)).

Fourier transformation is closely related to the definition of the energy and the power of the signal. The
instantaneous power p(f) and the energy W of the continuous signal x(¢) can be defined as [Oppenheim et al.
(1997)]:

W= f p()dt = j |x(o)|” de 1.1

f I

The equation equivalent to (7.1) for discrete time signals is:

k, k,
w=3 ptky=3 k1’ (12)
k, K

In(7.1) and (7.2) ¢, and ¢,, i.e. k| and k,, represent instants in time between which the energy is calculated.
For obtaining total energy of the signal #{ —-—c0 and ¢, — +c0.
For periodical signals it is very useful to define average power per signal period. The average (active)

power of the continuous and discrete periodical signal is defined as:

1t S
P=—[xf'd P=—1-Z|x[k]2 (13)
T 0 K k=|
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Since x(#) and x[k] are real values (measured signal), symbol for magnitude “I I * in equations (7.1) to (7.3)
can be omitted and it will not be used further on.
Note that the average power in (7.3) represents the mean squared value of the signal. Thus the RMS value

of signal can be defined as:

_ Lt g =
X, = ’Tlx(t) dr=JP (7.4)

or, in other words, average power P can be defined as RMS?.
The equation that links energy in the time and in the frequency domain is known as the Parseval’s
theorem. The Parseval’s theorem for the periodical signal states that the energy in one period of the signal x(¢)

(i.e. the average power P), is equal to the energy (power) in the spectrum [Oppenheim et al. (1997)]:

T

1 430
=z [x(0?ar= ;J,LF (7.5)

[
In discrete domain (7.5) becomes:
1 X ) K- 2
=E§x[k] = h%],xhl (7.6)
where X, are complex values of the Fourier transformation (complex series) of the signal x(r) in (7.5), i.e.
x{k] in (7.6). Indices in the spectrum are chosen to start from 0, hence X, =X, is the zero component (that is,
mean or dc value) of the signal x(r),i.e. x{k], during the fundamental period T.

If signal x(r) (i.e. x{k]) is real, the spectrum will be conjugate-symmetrical [Oppenheim and Schafer
(2009)]. Both real periodical signals, continuous and discontinuous, will produce a symmetrical discrete
spectrum, but in the first case it will be aperiodic, while in the second it will be periodic, with K samples per
period. Conjugate-symmetrical spectrum of a discrete periodical signal means that the magnitudes of the 1* and
(K —1)", 2 and 0.4 —2)"" harmonic etc. are identical, while they are in counter phase. Since all the measured
signals in practice are real values, it is common that equal halves of symmetrical (two-sided, bilateral) spectrum
(1% and (K-1)" 2" and (K -2)™ harmonic etc.) are overlapped forming asymmetrical (single-sided, one-
sided, unilateral) spectrum. Recall that the same has been done for the transformation in 3.3 that in essence is
Fourier transformation. The only unpaired spectrum components are the zero component (0™ harmonic) and K/2
(i.e. (K/2)™ harmonic) if X is even. These unpaired components are the only pure real values in the spectrum; the
others are complex. The number of components in the asymmetrical spectrum is equal to 1+|_K/2J.

When symmetrical sides of the spectrum are overlapped to form an asymmetrical spectrum, there are two
main ways for new magnitude representation. Magnitudes of all the symmetrical components that are overlapped
can be multiplied by 2, while unpaired components (0™ and (K/2)" harmonic) remain the same as in the
symmetrical spectrum, In this case magnitudes represent peak values of the harmonics (sinusoidal waves with

corresponding frequencies and phases that should be summed for reconstruction of the original signal). In this
| x/2]
hw(

This way is convenient for the space vectors and has been used in section 3.3. The other option is to represent

2 . .
way power of the spectrum ( Z |§ ,,I ) is changed, hence it represents power variant asymmetrical spectrum.

magnitudes of the asymmetrical spectrum by RMS values of the harmonics (magnitudes of the overlapped

components from the first solution divided by V2). In this case power of the spectrum (Zt"_fJX:_,_,,) remains
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unchanged (note that the RMS of the real, dc values, 0™ and (K/2)™ harmonic, that exist for even K , remain the
same and should not be divided by J2 ). If this representation of asymmetrical spectrum is in use, then (7.6) can
be used, but | X, | should be replaced by the RMS values X, 5, and the upper limit of the corresponding sum
becomes |_K/2_|

The usual way for THD calculation in practice is based on the signal spectrum and on the DFT
calculation. Although there are two main formulae for THD, used definition in this thesis is in agreement with
the one used in [Holmes and Lipo (2003)]. THD is defined as a distortion of the harmonics compared to the
harmonic that is of interest (useful harmonic). In that case dc value of the signal is usually excluded from
calculation (it is not considered as distortion), and this will also be assumed here. For example, THD of an

arbitrary real but periodic signal x{k] (with period T') can be calculated as:

K- 2 lx/2] ¢ 2
Xh - an' h
THIXX) = JZh:j— | - Jﬁ h=2 o (7'7)

2]£|l2 szmt,l

where | X, | and X, 5 TEpresent magnitude in the symmetrical, i.e. RMS value in the single-sided
(asymmetrical), spectrum of the K" component, respectively. One can see that the THD is a square root from the
ratio of the distorting power over the useful power. Note that, if symmetrical form is used, the useful signal
components (at the fundamental frequency) are the 1* and the symmetrical one, the (X-1)*, component (the
same frequency, counter phase), hence factor 2 in denominator in (7.7).

The sampling frequency 1/A of A/D converting devices is limited. This means that the number of
samples of a periodic signal and the number of samples in one period of the spectrum are also limited to
K =l_T/A_|. Nevertheless, the number of harmonics that are taken into consideration for THD calculation is
usually smaller in practice and is limited to a certain value. The reason for that is that the system naturally filters
higher order harmonics, so they are not of interest. The other reason can be a simpler calculation. However, one
should notice that in this case use of the term THD is not entirely correct, because not all harmonics are taken
into consideration in the calculation. This also means that the calculated value is always smaller than the actual
total harmonic distortion. As it has already been mentioned, THD is a common measure-of-quality parameter
and in the area of electrical machines it is commonly calculated for leg and phase voltages as has been
demonstrated in the previous parts of the thesis. If the machine is supplied from the pulse widt.h modulated
(PWM) inverter, then the non-negligible harmonics are present at the very high frequencies, and a limitation of
the sum for THD calculation in (7.7) can significantly affect the result. This will be shown later in section 7.7,
where theoretical curves are compared with experimental results, with the THD calculated for a limited number
of harmonics. Formula (4.9) that has been used in previous chapters is of the same form as (7.7) but not all
harmonics are taken into account. Only harmonics up to 21kHz were encompassed.

THD in (7.7) can be expressed in a different way. If Parseval’s theorem (7.6) for RMS values of the
asymmetrical spectrum and the fact that X, = JP from (7.4) are applied, (7.7) becomes:

Xow =Xy = Xl

X

THID(x) = \/ (1.8)
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From (7.8) THD can be easily numerically calculated from the time domain without full spectrum
calculation. X, is the average value of the signal samples x{k], X, 2 is the average value of the squared

samples (7.3), and the first harmonic can be calculated using a part of the DFT transformation:

1 X
Xy = J2. EZ(x[k]cos(kA) +jx[k]sin(kA))‘ (7.9)

k=1

Note that x{k] in (7.9) is actually x{kA].

7.4 AVERAGE POWER AND THD OF THE PWM SIGNAL OBTAINED BY
L-LEVEL PWM VSI FOR CONSTANT REFERENCE SIGNAL

In this section, using the Parseval’s theorem and the idea from [Ruderman and Reznikov (2010b),
Ruderman and Reznikov (2010a)], the average power of the obtained pulse width modulated (PWM) signal for a
constant reference will be calculated. The simplest case of the two-level PWM is considered first. Normalisation
will be used, but it will be changed in this chapter, so that the signal is in the range from 0 to 1 (0 to ¥,). In this
way comparison of obtained results will be easier. The difference with respect to the previously used
normalisation (3.1) is in the (/—1) factor. The switching period used for PWM is denoted as T, . A signal x o,
that is constant during the switching period T, of the normalised value D (0<D<1), is shown in Fig. 7.1.

The PWM signal is continuous but takes discrete values in time and is denoted as x{f]. The aim of the
PWM is that obtained signal x[t] has the same average value, during each switching period T, as the sampled
reference signal x'(kT,) . One can see that in Fig. 7.1 averaging (PWM) has been obtained using symmetrical
triangular carrier signal. It is clear that the averaging can be obtained in any other way but it will only change the
position of the DT pulse inside the switching period T, . Of course, PWM can be obtained using more pulses
during the switching period, but it will be assumed here that during one switching period only one pulse inside
the switching period T, exists, i.e. one up and one down transitions occur. Signal x{f] represents scaled output

leg voltage of the inverter and, in practice, minimisation of the number of the transitions is desirable to minimise

b — x{/]
DT,
D x(9)
1=Dy 1-Df
2 2
00 T

s

Fig. 7.1: Reference signal x'(t)=D and obtained two-level PWM signal x[¢].
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Fig. 7.2: Graphical determination of the active power of the PWM signal x[¢].
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inverter switching losses.
The average power of the PWM signal x{¢] during the switching period 7, can be calculated using the

integration in time as in (7.3). One gets that the average power of the PWM signal x{¢], which corresponds to

the dc signal x‘(t) =D, is:

T,
P () = - [P dr =D (7.10)
s 0

The process of integration is represented graphically in Fig. 7.2.

The average power of the reference dc signal x‘(t) =D is equal to Pr'(x'(t)) =D”. The difference
between these two powers D-D? is the cost, i.e. the power of the additional harmonics that exist in the
spectrum of the square waveform x[f] to produce average value D . Terminology used in [Ruderman and
Reznikov (2010b), Ruderman and Reznikov (2010a)] 1s somewhat different, so for average power the notion
used is the normalised mean square (NMS). Hence the calculated difference of the power of the produced PWM
signal and the reference signal represents ripple voltage NMS. Spectra of x*(t) and x{t] for D=0.4 and
7. =0.5ms are shown in Fig. 7.3, where presence of the additional harmonics in the spectrum of the PWM
signal is obvious.

Note that the average power of the two-level PWM signal P, (x[]) is independent of the PWM strategy,
1.e. position and number of pulses inside 7 . .‘

Consider next the case when the PWM output is obtained using multilevel modulator with | levels. A
signal x'(l) of the normalised value D (0<D<1) and pulse-width modulated signal x{t] are shown in
Fig. 7.4.

The average power of the multilevel PWM signal x{¢] during the switching period 7. can be calculated

again using (7.3). One gets that the average power of the signal x{7] is:

a.
2 04ip
g P, (x(1))=0.16
e
<
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=3
«
=
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Harmonic order
b. -
= 0.4}
E P, (x{1)-0.4
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°
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0 ” LHDDD ool Oanno
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Harmonic order

Fig. 7.3: a. Spectrum of the constant signal x'(1)=0.4, b. spectrum of the corresponding
two-level PWM signal x|¢].
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2i+lD_ 1(x+12
1-1 (-1

T,
P, (x[t]):—Tl— fatra= (.11)
s 0

where integer value i is level counter and is in the range from O up to /-2. PWM is here obtained using two
adjacent voltage levels, so the value of i can be determined as i =|DI(1/¢-1))]. PWM signal x{t] can be
created also using non-adjacent levels. However, in such a case inverter switching losses would be higher and
the higher power of the PWM signal would be needed (that means that more power would be wasted, as will be
explained later); a higher dv/ds in the output leg voltage would also be generated. Note that two-level case of
(7.10) is also covered by (7.11). In this case /=2, and the only value for i is i =0, that leads to PTs th=D.
Again, the position and number of pulses can be different inside the switching period T, . This will not affect the
value of the average power PTs (x[]) . The process of integration is represented graphically in Fig. 7.5.

The difference between the average power PTs (x{t]) of the multilevel PWM produced signal x{f] in
(7.11) and the average power PT’ (x' ()= D? of the reference dc signal x (£)=D gives an additional power,
contained in the multilevel PWM signal x{f], to obtain on average value of D . This additional power is variable
and depends on the value of D, but is always lower than in the two-level case (in the two-level case this
difference was D—D?). To prove this, consider the same example as in the two-level case (D =0.4 and
T, = 0.5ms) but now the PWM signal x[f] is obtained using e.g. a five-level inverter. Spectra and powers of the
reference x‘(t) and of the PWM signal x{¢] obtained using five-level modulator are shown in Fig. 7.6.

One can see that the power of the additional harmonics is 0.175-0.16=0.015, which is much lower than
in the two-level case, 0.4-0.16=0.24. If with a five-level inverter non-adjacent levels are used, the shape of
two-level PWM signal could be easily obtained by four-level transitions. From the previous example it is clear
that in this case more additional harmonics will be produced. This is one of the reasons and an explanation of the
previous statement why only adjacent levels are used in the multilevel inverters. More pulses per switching

period can be used but that will increase inverter switching losses; hence, this is out of the scope of
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Fig. 7.4: Multilevel pulse width modulated constant signal x'(2)=D.
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Fig. 7.5: Graphical determination of the active power of the multilevel PWM signal x[¢).
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Fig. 7.6: a. Spectrum of the constant signal x'(1)=0.4, b. spectrum of the corresponding PWM signal x[¢] obtained
using a five-level modulator.

considerations here. Recall that only adjacent levels were used in all the analysed strategies in the thesis. The
variation of the average power of the multilevel (2, 3, 4 and 5 level) PWM produced signal x{f], using adjacent
levels, for dc signal x.(I) in the range 0< D <I, is shown in Fig. 7.7. The average power of the reference
signal x‘(l) is shown with thick gray dashed line.

Fig. 7.8 shows additional power, contained in the multilevel PWM signal to obtain average value of D,
for 2, 3, 4 and S level cases. One can see that when the reference value is equal to some of the inverter levels,
there is no need for PWM, hence the additional required power is 0. The values in Fig. 7.8 represent values from
Fig. 7.7, reduced by D? (the average power of the reference dc signal D). Values from the previous example
(from Fig. 7.3 and Fig. 7.6) for D= 0.4 are highlighted in Fig. 7.7 and in Fig. 7.8. Local maximum values in
Fig. 7.8 are 0.25/{ -1 )* [Ruderman and Reznikov (2010a)], and can be obtained by equating the first derivative
of Pr (d1))~Pr, (x"(1)) to zero.

Total harmonic distortion is defined with reference to the useful signal that is in this case dc value of the
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Fig. 7.7: The average power of the signal x[7] obtained using multilevel PWM, whose average value is x '(£)=D.
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Fig. 7.8: The additional power, contained in the signal x[7], produced by the multilevel PWM, to obtain dc value
of D on average.
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Fig. 7.9: The THD of the multilevel PWM signal x[¢] whose average value is x '(f)=D.

obtained signal, rather than the first harmonic. Thus it can be calculated as:

2i+1 i(i+1)
]‘Dz (1.12)

J&umr&uv»_ﬂfﬁ"a4y
D - D

Plot of THD;, (x[¢]) versus reference signal, i.e. average value D, is shown in Fig. 7.9.

THD, (1)) =

7.5 AVERAGE POWER AND THD OF THE PWM SIGNAL OBTAINED BY L-
LEVEL PWM VSI FOR SINUSOIDAL REFERENCE SIGNAL

The assumed reference in this section is sinusoidal signal and the results from the previous section will be
used for determination of the average power of the PWM generated sinusoidal signal. As in the previous section,
output leg voltage is examined, but now the whole fundamental period of the sinusoidal reference, rather than
just one switching period in which reference is constant, is considered. Average power is obtained by integration

of the PWM signal squared value from one switching period, throughout the whole fundamental period. The
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same 1dea and the same result as in this section have already been shown in [Van Der Broeck (2003)]
individually for 2, 3 and 5 level single-phase PWM inverter. As noted, the work of [Van Der Broeck (2003)] was
extended and generalised in [Leon et al. (2004)]. However, the final integrals were actually not solved
analytically, in contrast to the situation here. Hence the analytical results obtained in this section are much more
convenient for use and they also encompass results of [Van Der Broeck (2003)] in a generalised manner.

The sinusoidal signal is taken as x ()= Acos(a¥ — ), w=27T . Since it is assumed that the inverter
levels are from 0 to 1 (in normalised form), that means that value of 4 must be in the range from 0 to 0.5. Also,
it is assumed that the signal is centred between levels 0 and 1 during the signal period of T ; that means that dc
value of 0.5 should be added to x‘(t) . Since the phase delay of the signal is not important for these calculations,
it will be assumed that @ =0. Next, if modulation index m 1s defined as the ratio of the first harmonic of the
reference over the half-distance of the maximum output level of the inverter (as in (3.21)), then 4= m/2. The
correlation between real reference leg voltage VZE(; (f) and normalised reference leg voltage is
Uy (1) =V, (£)/ V. (normalisation from (3.1) is not used in this chapter). Finally, normalised leg voltage, used

as the reference for production of the PWM signal, is defined as:

: 1
ulﬂ;(t)=5+%cos(ax) (7.13)

For PWM generation of the signal symmetrical regular sampling will be used. This means that produced
PWM signal u,z;[t] will have the same average value during each switching period as the sample quG (kT))
taken at the beginning of that switching period. Reference leg voltage u;_EG (1), sampled reference voltage
uZEG (kT), and produced leg voltage u,;[t] are shown in Fig. 7.10a. Since the signal is constant during cach
switching period 7, the average power of the PWM sinusoidal signal (obtained leg voltage Uy [t]), during
fundamental period 7', can be calculated as an average value of the average powers of the dc signals from each

switching period 7 . In other words, results from the previous section can be used here, with the value of ) in
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Fig. 7.10: a. Normalised reference leg voltage u; o(f) and /-level VSI generated output leg voltage u;z5(1].
b. Graphical determination of the average power of the obtained leg voltage.
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each switching period determined as D(k) = uZEG (kTs).

Hence the average power of the produced leg voltage during one period of the fundamental T is:

K
Py ol = 2, (hzs KT, ) (114

where K is the number of samples during one period of the signal, K = [_T/T:J. Calculation of Pr(upg;[t]) is

graphically represented in Fig. 7.10b. Replacing the value of Py (”LEG [kTs]) with (7.11), and taking into account
s

that D(k) = u i (KT,) =1/2 + (m/2)cos(akT, ) , one gets:

ﬂ(um[t])ﬁkz(%%uzm (*T,)- (f’ *1;)] (.15)
=] - -

where | is governed with i = LuZEG TN/ —l))J. This expression covers both two-level and multilevel cases.
If the sampling period T, is much smaller than the period of the signal T, then formulae (7.14) and (7.15) can

be written in integral form:

(7.16)

241 . ii+])
i (1-1)2}1’

T T

Pr<u,m[z])=% [ B, Guusslinpar =% | (

=0 =0
where reference leg voltage u;EG (t) is as in (7.13) and integer value i = |_u;£G &/Qn —l))_l.

Since integer value of i is dependent on u,,, (f), equation (7.16) has to be solved piece-wise. Note also
that (7.16) is valid for any shape of the reference leg voltage u,.(f) whose PWM signal u,.;[r] is obtained
using adjacent levels, as explained in the section 7.4, Based on the results of the previous section one can see that
the position of the pulse inside the switching period T, is still unimportant. This practically means that if in an
I-level inverter modulation strategy uses only adjacent voltage levels to switch, and if the step of the output
voltage is constant, then power of the obtained leg voltage will be the same regardless of the particular applied
modulation strategy. For example, if carrier-based methods are considered, this means that PD, POD, APOD will
have the same P, (u,.;[¢]). Of course, this only holds true if the ratio of f,/f is high.

The analytical solution of (7.16) can be easily obtained for pure sinusoidal signal and for 2 and 3 levels.
For the two-level case (! =2) the value of i is constant during the whole period 0 < ax <27, and is equal to 0.
In the three-level case (I =23) the value of i is constant during the specific intervals: i=1 for 0Sa¥ <72,
i=0 for 72<ax <372 and i=1 for 372 <ax <2z . Analytical solutions of (7.16) for the two- and three-

level cases are:

Pr(uwa.ztrl)=§

1 m

Pr(“wa.s[’])=z+;

For more than three-levels value of i and intervals of integration in (7.16) become dependent on the value

(117

of m and finding analytical solution becomes more difficult. Thus (7.16) has to be evaluated part-by-part, with
the borders of integration being dependent on m. If | is an odd number, the borders between these integration
segments, for example in 7-level case, are when modulation index becomes greater than m; =1/3 and when it
becomes greater than m, = 2/3. Generally, this means that these borders for odd | appear at m; =2k/(I-1),

and similarly for even / at m, =(2k—1)/¢ -1). Value of index k is in the range from k=1 to |_I/2_]—l.
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After individual evaluation of (7.16) for the average power of the PWM signal, obtained for sinusoidal
reference signal with multilevel inverter with odd (/= 3, 5, 7, and 9) number of levels, and with even (/= 2, 4,
6, and 8) number of levels, a generalised expression was formulated. The following variables are introduced

first:

{1/4+m/(7r(l—1)) forodd /

_ 2
12-1(1-2)(4@-1)*) forevenl (7.18)

-1

-(msint, —m, ;)

where 7, =arcco{m,/m) and where sinz, can be expressed using a basic trigonometry as ,/1 —(m/m)? . One
finds that after using values defined in (7.18), Pr(wy [¢]) (or, shortly, just Py 1z ) for any number of levels !

can be expressed as:

er 0<m<m,
A, + A4 m <m<m,
<m<
Prug={%t4+4 T 2 (1.19)

Ay + 4, +...+AliJ_l

! mlLJ_ISmSI

L 2

The analytical solutions for two- and three-level case (7.17) are also covered by (7.19). Plot of the
Py (v [t]) for sinusoidal reference voltage (7.13) versus m obtained by analytical formula (7.19) is given in
Fig. 7.11.

As an example of using (7.19), a seven-level case, not shown in Fig. 7.11, is addressed. Variable k is in
the range k=1 to |_7/2J—l =2, and values of m, =2k/(7-1) are: m; =1/3 and m, =2/3. Thus (7.19) for the

seven-level case becomes:

4, 0<m<1/3
Pr(upg tD=4 Ay +4 1/3<m<2/3 (7.20)
Ay+A4,+4, 2/3sm<1
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Fig. 7.11: Average power of the leg voltage ul_b:c[t], obtained by an ideal PWM /-level VSI, for sinusoidal
reference u p(f)=1/2+m/2cos(wt).
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where variables 4,, 4, and A4, are determined by (7.18) as:

1 m

0 +
4 7(1-1)

2
4= 2 m 1—(——1—) —larcco{-l-J
z(7-1) 3m 3 Im

2 2 )’ 2 { 2 )
A4, = | m|1-| — | ——arccoy —
7(7-1) 3m 3 3m

This confirms that the expression (7.19) is general and applicable to any number of levels. This is in

contrast to [Van Der Broeck (2003)] where only particular solutions for two, three and five levels were given. In
[Leon et al. (2004)] the analytical derivations finished with integral equation (7.16), with defined borders for
piece-wise integration 7, so that no general analytical expression of the form of (7.19) was derived. Thus the
equations (7.18)-(7.19) describe the generalised solution, that is exposed here for the first time.

Note that, for an even number of levels /, the term 4, that represents Py (u,z; ,[t]) for small modulation
index values (less than m, =1/(/-1)) is independent of m . This is expected since the signal stays in the two-
level zone, and, as shown for the two-level case, it has the constant value of 1/2. The value in multilevel case is
1/2 minus a certain value (see A, in (7.18) for even /), because this zone represents two-level operation part of
the multilevel inverter and operating levels are closer than in the two-level case.

The average power of the sinusoidal reference leg voltage u.;(f) can be obtained using the same
principle as in (7.16), i.e. by integration of the average powers of the dc signal in one switching period (equal to
Dz) throughout fundamental period T, Prluye())=1/T _[:)D2 (Hdt. Alternatively, it can be directly
calculated by using (7.1). One gets that:

2
Pr(upee (1) = %+% (7.21)

Average power of the reference sinusoidal signal (7.21) versus modulation index m is also shown in Fig. 7.11.
The difference between the average power of the pulse width modulated signal (7.19) and the average power of
the reference sinusoidal signal (7.21), Pr(uzg[¢])—-Pr (uEEG (£)) (“wasted power”) for /=2 to 5 is shown in
Fig. 7.12.

Now, the first component of the spectrum U, i.e. the sinusoidal signal with phase ax, should be
considered as the useful signal, so the total harmonic distortion can be defined with reference to U, . Also, dc
component is related to the point of referencing and it will not therefore be considered in the THD as a
“distorting” component. The fundamental and the dc component form the power of the reference signal

Py (uZEG (1) asin (7.21). Similarly as in (7.12), the THD can now be defined as:

JPT(MLEG[’])_PT(u;EG ) (7.22)

UU:‘G.m A

THD, (u5501]) =

where  Upzg o, represents the RMS value of the fundamental component in the spectrum,
Uik, rm) = 12 (m/2). Plot of THD; (u;;[t]) versus modulation index m is shown in Fig. 7.13.
Results for the additional power cost, that is a necessity in the PWM process, shown in Fig. 7.12, and for

THD (Fig. 7.13), are in very good agreement with those presented in [Van Der Broeck (2003)] and [Leon et al.
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Fig. 7.12: Additional power, contained in the u;z5[#] produced by an ideal PWM /-level VSI, to obtain
urs{H)=1/2+m/2cos(wf) on average.
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Fig. 7.13: THD of the leg voltage u;zq,[?], generz.xted by an ideal PWM I-level VSI, for sinusoidal reference leg
voltage u;g(H)=1/2+m/2cos(wt).

(2004)]. Note that values in Fig. 7.12 are 1/4 of KU factor calculated in [Leon et al. (2004)] because of the
assumed ¥, dc-bus voltage notation, instead of 0 to ¥, that is used here. Since this factor cancels in THD
calculation, corresponding values for the THD are identical.

The five-level case for different carrier-based modulation strategies was covered in [Agelidis and Calais
(1998)]. The THD values given in [Agelidis and Calais (1998)] are slightly lower than in Fig. 7.13, which could
be a consequence of not taking all the harmonics into consideration. Also, a low f/f ratio was analysed, so for
some values of f,/f the difference between analysed leg voltage THDs appear. However, it is confirmed here
that if the ratio of f,/f is high enough, then the analysed carrier based methods (PD, POD, APOD, etc.) will
produce the same Pr(47;(1]) and thus the same THD. It should be noted here that with PD, POD, and APOD
carrier dispositions some broader sets of carriers may be considered. More specifically, it is not necessary that
falling and rising slope of the carrier have the same duration. For PD-PWM all carriers must be in phase and just
be shified by a level. That means that sawtooth carrier can be used as well (although it will not, because of the
multiple leg switchings on the vertical edge). For POD and APOD, carriers that are in anti-phase must represent

mirror images, and slope duration division is not important.
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7.6 MULTIPHASE TWO- AND THREE-LEVEL PHASE VOLTAGE AVERAGE
POWER AND THD

In this section multiphase (including three-phase) case will be considered. The results from the previous
section and the general formula (7.19) will be used to obtain a general expression for the average power and
THD of the phase voltages, produced by the PWM multilevel multiphase inverter. As mentioned, for the sake of
generalisation, voltage values normalised with respect to the dc-bus voltage will be used, w=v/V, . Normalised

reference voltages are assumed to be a symmetrical set of n (7 being the phase number) sinusoidal signals:

Wi (1) =%co{a)t—27”(k—l))
) (7.23)

u;m(t)=%+%co{wt—znz(k—l)

where ph= a, b, c, ..., n, LEG stands for the correspondingleg LEG= A, B, C, ..., N,and k is the
phase/leg index k= 1 to ». Position of the pulse inside the switching period was not important until now.
However, since the phase voltages are obtained by combination of a number of leg voltages, the pulse position
now becomes important, as it will be shown later on for the PD, POD and APOD cases. Due to the already
mentioned reasons, further analysis will be given only for the PWM methods that use two adjacent levels for
creating leg voltages.

Considered topology is a star-connected symmetrical load. Because the load is the same in all phases,
phase voltages can be expressed as in (3.7), i.e. as:

ZulEG [

uph[tlzulEG[t]—_—n_=ulEG[t]—uCMV[t] (7.24)

Leg voltages u,g;[t] are obtained from reference leg voltages “ZEG (t), by application of a particular PWM
technique.
Calculation of the average power of a signal requires the signal’s squared value. To obtain the average

power of the phase voltage (7.24), general expression (7.3) can be used:

1 7 1z
Pl =7 j uplldr = j (Uhs6 — W is6Ucry + Uiy YAt (1.25)

It can be shown that if the produced leg voltages form a symmetrical n-phase system (identical waveforms in all
legs, with only the difference in the phase shift of 22/n between consecutive legs), then 1/T I:u welow dt
=1/ Tj:)rué,wdt ; this term is denoted further on as Py (u(y, [¢]). The first part of the integral in (7.25) represents
Py (u55[1]) and it can be calculated using (7.19). This leads to:

Pr(uph[t])=Pr(uwc[t])'PT(“CMV Q) (7.26)
which represents an expected result.
Since Pp(uyz[t]) is determined by (7.19), the problem of finding Py.(u ,[f]) according to (7.26) can be

reduced to calculation of the Py (g, [t]). For calculation of Pp(ug, [t]) the starting point is again (7.3):

u u; + u.u

15 1 T( 1) 114 1 o Uy

PT(uCMV[t])-"?Iu(z;MVdt=—j-—2—dt=FJ" 4 IJ=Alz) dr (727)
]

0 TO
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Since obtained leg voltages are symmetrical, then P (u,) =1/ TIOT u;dt is the same for every I and represents
P (uy[1]), so that it can be calculated with (7.19). Also, because of symmetry, values of
P.(uu,)=1/T IOT u,u,dr are identical for the same angular span between phases. If the phase angle between
phases 27/n is denoted with « , then the angle span between phases /,J (#.J) can take discrete values of
Aa, where A= 1,2,...,|_n/2J. Finally this means that the values of P, (u,u,) are mutually equal for the same
A . For example, in the five-phase case for A=1, Pp(uuy)= Pr(uzu,)= Pp(uguc)= ... = Pp(uu,,1) and
for A=2, Pr(uuc)= Pr(ucu,)= Ppugup)= ... = Pr(uu,;,2). For each A there are exactly 2n pairs of
1,J that have the same Pj(u,u,,A) except for the last A=n/2 for even n, for which there are n pairs of
1,J with the same value of P, (u,u,,n/2). Graphical proof of this statement for the five- and six-phase cases

(odd and even n) is shown in Fig. 7.14. Taking this into account, (7.27) can be rewritten as:

n

P () = Prluge)+ A:KAP,(u,uJ,A) (7.28)
Coefficient K, in(7.28) is equal to 2 for every 1< A <n/2, while for A= n/2 (that exists only for even ») it
is equal to K,, =1. Generally, K, can be expressed e.g. as K, =1+[_|sin Aaﬂ. With the introduced
parameter A one can say that P, (u,z;) canbe written as P, (u,u,,0). This can be used for further simplification
of (7.28) to only the second term where the start of the sum should be changed to A=0, and where Ky=1.

However, use of value A=0 will be avoided in what follows.

Substituting (7.28) into equation for the phase voltage average power (7.26), one gets:

Pr) = ﬁ;—IPT(uwG)—%EKAPT(u,uJ,A> G2
This means that the problem of calculation of the phase voltage and CMV average powers is reduced now to
calculation of the P, (u,u,), i.e. calculation of P, (u,u,,A).

Value of P,(u,u,) can be calculated in a similar manner as used for the average power calculation of the
sinusoidal signal in 7.5. Because u; and u; are PWM leg voltage square-waveform signals (Fig. 7.15a,
Fig. 7.16a and Fig. 7.16c¢), this means that the process will start again with a switching period and progress with
further integration throughout the whole fundamental period. The area under the product of two switching

signals has to be calculated; thus position of the pulses inside switching period 7, now becomes important. The

u
JU Uy U U, U

u,uj Uy Uy Uc Uy Uy N .
uPo) Pu| Pa|Pa|Pu| (P} Pu|Pe|Po] P | Py
" p,,l P, P.|P.| wu, P,_| p,|p.lP.P,
uc| P, Py Pm P,| u|P,|P, Pm P.P,,
up| P | P PulPNPL| PP | P, PT_, P,
U | Py | P | P | Py u | PPl Po | PP P,
P, =P (uu,AN)= lT_‘.‘;l,u,dt Uy | Pry| Py | P Py | Py

a. b.

Fig. 7.14: Graphical representation of (7.27) for the a. five- and b. six-phase case. P(ucry{t]) is equal to the sum
of all the elements in table.
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Fig. 7.15: Graphical interpretation of the calculation of Py (uu;) if carriers are in phase. a. Reference signals and
produced PWM signals. b. Product of the produced reference signals. One switching period T, is shown.

most typical dispositions of the carriers are PD, POD and APOD. However, for calculation of P, (u,u;) the
only important issue is the mutual disposition of the carriers ¢; and ¢, in a particular switchings period T,
with which the reference signals u; and u_', , respectively, are compared. The case when ¢, and ¢, are in phase
is shown in Fig. 7.15, while Fig. 7.16 illustrates situation when they are in counter-phase. One switching period
T, is shown.

Graphical process of calculation of PTs (u;u;) during one switching period T, when ¢; and ¢, are in

phase is shown in Fig. 7.15b. Values of i,, f; and i,, f, are defined as:

. uy ,(kT,)
LA TN
_ u, ,(kT,) =i, /(I ~1)

i -1

Integer parameter i, , takes values 0,1,2,...,(/-2), while fractional part is in the range 0< f; ;, <1.

(7.30)

The shaded area has to be calculated next. For the sake of calculation, shaded blocks can be rearranged in
the order: Sy, S, 83, S3, S3. The value of P,, (u,u,) can be calculated as the total shaded area divided by the

switching period Ty :

Py (u,u,)=(25,+28, + )T, (1.31)
where:
25, ==,
a-1)
28, =%’f;—“):—)(f,—f1)T,
: =(i,«(+113(1i;2+1)f17,,
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Fig. 7.16: Graphical interpretation of calculation of Pr(uu,;) when carriers are in counter-phase. a. Reference

signals and produced PWM signals and b. product of the produced reference signals, if f+f/<1; c. Reference
signals and produced PWM signals and d. product of the produced reference signals, if f+f>1. One switching
period 7, is shown.

After simplification of (7.31) one gets:

Pr (uu,)= q l) G, +i fy+i, i+ 1) (1.32)

In the given example in Fig. 7.15 the signal u,.(kT,) has a smaller fractional part ( f; < f, ). Because of that, the
last term in the sum in brackets in (7.32) is f; . If one wants to generalise (7.32), then it can be rewritten as:

Pr: (wu,)= a- l) ——— (i, +i, [+ i, [+ foiter) (7.33)
where f, .. =min(f;,f;).

Similarly as in section 7.5, Pp(u,u;) during one fundamental period can be obtained as integral of

P,’ (u,u;) . Integrals of i, f, and i, f; during the fundamental period are the same because of the symmetry, so

that one gets:

17 2%, 1§ 1 C oA
Pr(uu,) = =17 (;!’1‘ dt+?!'l/:ldt+?.!fm1erdi]=m(1)ﬁ+2Plf+])j_‘) (7.34)

Thus Pr(uu;) can be determined by calculation of three integrals P,, , Pf and ,': in (7.34). Primed
symbol is used as a reminder that these values have to be divided by the factor (/~1).

The situation when carriers ¢; and ¢, are in counter-phase in a particular switching period is shown in
Fig. 7.16. Values of i, , and f;, remain as in (3.30). Graphical calculation of PTJ (u,u;) is shown in
Fig. 7.16b and Fig. 7.16d. One can see that two cases have to be considered, when f; + f; <1 (Fig. 7.16a and
Fig. 7.16b) and when f; + f; >1 (Fig. 7.16¢c and Fig. 7.16d). Similarly as in (7.31), the area of 2§, +2§, +53

can be calculated. One gets that:
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0 <
Ji+ s <l] (1.35)

Si+fi-t fi+f>1

Form of (7.35) is very similar to the one of (7.33), the only difference being in the last term of the summation in

1 L. ,
PT_' (u,u,)) =(l__172'[’1’1 +i f,+i,f; +{

brackets. As when the carriers are in phase, the expression (7.35) has to be integrated during the fundamental
period to obtain the average power of the product of the PWM signals u, and u, (Pr(u;u,)). Here some care
has to be exercised. Most frequently signals u; and u_‘, do not belong to the carriers that are in counter-phase
during the whole fundamental period. This means that in some intervals, when references belong to the carriers
that are in phase, or to the same carrier, f, ., has to be integrated as the last term in the summation in brackets.
When references are compared with carriers that are in counter-phase and if f; + f; <1, the last term is 0, i.e.
if f;+f,>1,(f;+f,-1)has to be integrated as the last term in (7.34). This will be explained using the three-
level case as an example, with carriers in POD, i.e. in APOD (these two are equivalent in the three-level case).

From the previous analysis one can see that the position of pulses inside the switching period T, becomes
important. For different position of pulses different area under u,u, curve, i.e. Pr, (u;u;), will be obtained, see
(7.33) and (7.35). If the carriers are in phase (Fig. 7.15), then the area, i.e. the value of Pr (uuy), is greater
than if the carriers are in counter-phase, Fig. 7.16 (proof: min(f;,f;)> f; +f; -1 for 0< £, f, <1). A
consequence of this is that after integration over the fundamental period the obtained value of Pr(u;u;) will be
greater for PD-PWM than for POD- or APOD-PWM for any pair of I and J. Referring this back to (7.29),
where these terms appear with minus sign, this means that PD-PWM will produce phase voltages that contain
less power than those produced by POD and APOD carrier dispositions. This is in agreement with conclusions of
[Carrara et al. (1992)]. In [Carrara et al. (1992)] double Fourier transformation analysis of the leg voltages has
been done. It was shown that PD-PWM localises high amount of energy at the multiples of the switching
frequency and, since those harmonics cancel in phase voltages, PD-PWM has been proposed as superior when
compared to the POD and APOD. The same conclusion is obtained here through the time domain analysis, and
through the spectral analysis in [Carrara et al. (1992)], thanks to the Parseval’s theorem (7.6) that links a signal
power in the time and in spectral domains.

Functions i, , are of the square-wave shape and for more than three levels are dependent on the
modulation index value. Variables f; , are also time and modulation index dependent. This makes calculation
of the integrals in Pr(u;u;) , in (7.34), more difficult for a general /-level case. However, the situation is simpler

for two- and three-level cases, which will be analysed in more detail in the following sub-sections.

7.6.1 TWO-LEVEL CASE

For the two-level case values of i;; are 0 at all times, so the first two integrals in (7.34) are zero (P,=0
and P, =0). Since only one carrier exists, carriers ¢, and c, for any two considered phases I and J are
always in phase. Thus the third integral can be calculated easily by integration of the f, . during the whole

fundamental period. One gets that:

P =l[n-2msini‘£) (1.36)
s 27 n

An analytical solution for the phase and CMV voltage, for the two-level case and any number of phases,
is obtained in this way. Pr(u,;) is given with (7.29) where Pr(u;g;) is defined by (7.19), which for the two-
level case equals Ay(/ =2)=1/2, see (7.17), and Pp(u;uy,A) is equal to the value in (7.36) since the multiplier
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1/(¢-1)* in (7.34) for I=2 is | and the other two integrals are equal to zero. Also note here that for A=0,
Py (u;u;,0)=1/2, which corresponds to Py (u; g ) - Finally, (7.29) for the two-level case becomes:

2

Py(u,)= Z Nk, sin Az (737
nz &3 n

where K, =2 for every A, ie. K, =1 if A=n/2 that exists only if n is an even number. The value of

Pr(ucyy) can be expressed in a very similar way using (7.28), or simply by substituting (7.17) for the two-level

case and (7.37) into (7.26).

7.6.2 THREE-LEVEL PD-PWM CASE

For a three-level case the situation is somewhat more involved. Calculation of P, (u,u,) depends on the
carrier disposition. Thus PD-PWM disposition will be analysed first; this will be foliow:ed by the consideration
for POD, which is in the three-level case equivalent to APOD, in the following sub-section.

For PD-PWM, for any set of I and J carriers, ¢, and ¢, are in phase. Hence PT: (uyuy) will be
calculated as in Fig. 7.15, i.e. using (7.33) and Pr(u;u;) will be calculated by integration of (7.33) over the
whole fundamental period, as in (7.34). As an illustration, Fig. 7.17, which is given for the three-level five-phase
case for A=1 and for ; =u, and u; =ug, will be used.

The value of the first integral in (7.34) is independent of the modulation index value and carrier

disposition and is equal to:

! 1 A
P_=_____
=5 (.39

Graphically, this value represents area S ,, in Fig. 7.17b divided by the period of the signal T, i.e. by 2x.
This can be easily calculated since reference u; has integer value of | from a¥=-72+27k to #2427
(where k is an integer number), otherwise it is zero. References u; and u('; have the integer value 1 from
wt=Aa-72+2nk to Aa+a2+27k, otherwise they are zero. For A=1, value of i iz is | from
at =la-n2+27k to A/2+27k, and for A=2, value of e =i i, is | from 2a-72+2nk to #2+27k .
That means that i g is 1 for interval 7—1la, and i i is | for 7—2a, or in general case 7—Aa . Thus the
average value of 1/ TIOT i;i,dt is 1/(27)(m - Aa), that represents (7.38).

The second integral can also be easily determined since the limits of integration remain constant in the
three-level case for any modulation index value and for any value of I and J . This term exists and is equal for
both dispositions of carriers, i.e. ¢; and ¢, in phase or ¢; and ¢, in counter-phase. As a graphical illustration
for calculation of P,} , Fig. 7.17¢ can be used (P,} = S,}/(Z/t) ). As an example, in the five-phase case, let us
consider f4ig and fyic,ie. A=l and A=2, which includes the whole set of A values for the five-phase
case. References u; and ué have integer value | from a¥ = Aa—#2+27k to Aa+2+ 27k, otherwise they
are zero. Hence, only the integral of f, between these borders (when iz, i.e. i is 1) should be calculated.
Note that f, has a value of (I -1)Xm/2)cod(ax), i.e. mcogax) (since [=3), for -2+ 21k < et < 72+ 27k,

while in the other half-period it is 14+ mcos(ax) . One can see that all the borders of integration are constant, so

that (r=ax):
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Fig. 7.17: a. Leg voltage reference signals u; and uy (A=1) with fractional (f1, /5, 1=3) and integer (i,, i) parts.
b. i,ip product. c. f4ig product. Calculation of Py term of (7.34) for PD-PWM: d. /,aser for 0<m<1/m, and

€. .;'Irmllyr f()r l/m‘<mS] s

ol Aa+£
2 2
P'/=i J. mcostdr + I (1+mcosr)dr (7.39)
Aa-Z £
2 2

In a general case, for any value of A, one gets:

P, = —(Aa +2mcos(Aa)) (7.40)

2
2r

Calculation of the third integral in (7.34) is the most complicated. Integration of f,, ., that has to be
used for PD-PWM for calculation of Pf’x is graphically represented in Fig. 7.17d and Fig. 7.17e. One can see
that borders of integration for the small modulation index values are constant, as it is illustrated in Fig. 7.17d.

However, when the modulation index exceeds a certain value m_ some borders of integration (T‘: +kr and
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7, +kr) become dependent on the modulation index m, Fig. 7.17¢. Substitution 7=a¥ will be used for the
sake of simplicity in calculations. Values of 7y, and 7, in Fig. 7.17e can be determined as the crossing points
of the lines u#, and uz—0.5, or, in a general case for any A, using the condition
0.5+ (m/2)cos(r) = (m/2) cod(r — Aar) . This leads to:

) ( Aa) 1
sin 7, — - [= ————
2 Aa (7.41)

2msin —
2

Value of m, corresponds to a¥ =7, that is determined with 7, =7, . The value of 7, can be obtained in a

straightforward manner from Fig. 7.17e since it is in the middle of the span from 72 to 72+ A« , where the

reference leg voltages cross horizontal line of 0.5; thus 7z, =7#/2+ Aa/2. Substituting Txl,r with 7, in (7.41)

one gets m, =1/(2sin(Aa/2)) . Taking this into account and by using (7.41), values of 7, and 7, , as a
xl x’ ’

function of m, in Fig. 7.17¢ can be expressed as:

T, = Aa +arcsin—==7_%F arccos—"l’-‘—
% =7y m x m (7.42)

The value of the integral Pf"_, when 0<m<m, can be calculated according to the graphical
interpretation shown in Fig. 7.17d, i.e. by dividing area of S'f”l by 27. Due to the symmetry the value of the

integral can be calculated as:

' 2 —’25 -”—+Aa A_a*”
Fla=sr AJ'mcosrdr+ jmcos(r—Aa)dH j(1+mcosr)dz (7.43)
T 3 %-n\a
One gets that:
. 2m . Aa 1 Aa
=2 1-sin=—=-cosAa [+=—-—
P, ”( sin—>=~cos a) > (7.44)

where 0<m<m,.

For the higher modulation index values m, <m <1 value of the integral Pf" .2 can be calculated directly
by integration of the area S'f"2 in Fig. 7.17e, and by dividing by 2z. However, it can be also calculated in a
simpler way using previously obtained expression (7.44). One can see from Fig. 7.17e that S,fs’z = S'fs" _2S'fs’A
i.. after dividing by 27, that P, ,=F; ,~2F; ,. Here, P, , =l/(27r)J:’ (fz=f,)dr and P, | is as in (7.44),
but now calculated for m, <m<1. Values of 7, and 7, are given by (7.42). Thus, only the value of P; , has

to be additionally calculated. For any value of A (e.g. in the five-phase case A=1 and A =2):

, 1%
Fa=5o [ (mcodr - Aa)-(1+mcodr))dr (7.45)

After calculation of the integral one gets:

2
. 1 m
P, == -1-
f“A 4 (m‘r]

Finally, to complete the set of equations, one recalls that:

arccos—2
m (7.46)
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P, ,=P, ,-2F,, (1.47)

where Pf" 1 is determined by (7.44), Pf" . is given by (7.46), while m, <m <1 (m_=1/(2sin(Aa/2))).

For determination of Py (u,u,,A) in (7.34) values of P,, . P,} and Pf'. should be replaced by values from
(7.38), (7.40) and (7.44) for 0<m<m,,i.e. (7.47) for m, <m<1, respectively. After all the substitutions one
gets (m_ =1/(2sin(Ax/n))):

0<m<m,

(7.48)

n 2
z\\m;

P,(u,u,)=—(l__l—l)2 1+27m(1—sinM]+ __2_[ m’ _1-

mx
arccos—= | m, <mg<l
m

An analytical solution can be obtained now for phase and CMV voltage for the three-level case with PD-
PWM for any number of phases. Pr(u,,) is given by (7.29) where P, (u,z;) is defined by (7.19), which for the
three-level case equals A4,(/ =3)= l/4+m/(zr(3—1)) (as given in (7.17)), and ‘PT(u,u ,»A) is given by (7.48).
Finally, after all the substitutions into (7.29), Pr(u,,) for the three-level n-phase PD-PWM case becomes:

@ Y 0<m<m,

1 . Ar P

P = A7

7 (U n) o L Kymsin ==+ KA[ ™ _1-farcco s% ] m <m<l (7.49)

where m =1/(2sin(Ax/n)), K, =2 for ISA<n/2,ie. K, =1 for A=n/2 (this exists only for even n),
and A =1,2,...,|_n/ 2. Note that m, depends on the value of A ; thus each value in the summation has to be
calculated first. It should also be noted that the value of m, for some values of n and A can be greater than I,
e.g. for n=7 and A=1, thus in that case the second term in the summation of (7.49) is zero for the whole
range 0<m<1.

Using (7.28) Pr(ucpy ) can be determined in a very similar way, if it is of interest. Also, Pr(ucyy ) can
be obtained as Pr(ucyp) = Pr(uipg)—Pr(u,,), see (7.26), where used values are defined by (7.17) and

(7.49), respectively.

7.6.3 THREE-LEVEL (A)POD-PWM CASE

The POD, i.e. APOD, PWM will be analysed in this sub-section. As already mentioned, by comparing the
formulae for PT’ (u,u,) for the carriers in phase and in counter-phase (equations (7.33) and (7.35), respectively)
one can see that the only difference is in the last term in the summation. Hence the integrals of i,i, and of the
irfy.ie i;f;, P,, and P,} during the fundamental period are determined again by (7.38) and (7.40). From
Fig. 7.18 it is obvious that in some zones during the fundamental period carriers ¢; and ¢; (¢, and ¢, in the
example shown; phases 4 and B are chosen, / = A, J=B) are in phase while in some zones they are in
counter-phase.

Let us recall that ¢, is the carrier intersected by the reference signal u; . This means that for calculation
of Pr(uyu;) for (A)POD, formulae (7.33) and (7.35) have to be combined during the fundamental period. It is
very important to note that in those zones where carriers are in counter-phase and where (7.35) should be used,
the condition f; + f, >1 is satisfied only in the first half of that interval, Fig. 7.18. This means that in zones

where carries are in counter-phase in the first half of the interval the second condition in (7.35) should be used,
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Fig. 7.18: a. Leg voltage reference signals uy and uy (A=1) with fractional (f;, fz, /=3) and integer (i,, i) parts.
b. Calculation of P/ represents a combination of (7.33) and (7.35) when carriers are in phase and in counter

phase.

while in the second half the first condition should be applied. In the example shown in Fig. 7.18 shaded area

represents the last integral, and, because of symmetry, it can be calculated as:

) 1 T, £} Ts
P, =2>— Ifm,,”dﬁ j(/, +f,—1)z+ J‘fw,,wdr (7.50)

where 7, =0.27, 7,=0.57, 7, =0.77, 7, =0.97 and 7, =1.27. One can see that the borders of integration
(,,75,...,Ty) are not changing with the increase of the modulation index m. This simplifies integration. In
general, since Pr(u;u,) is the same for every pair /,J for the same A, it is enough to calculate Py (u u ;)
(I = A) and J = B,C etc. until all possible values of A are covered for the considered number of phases ».

Equation (7.50) in the general case becomes:

n r Aa Aa
2 277 "2
p/’ _2 Imcosrdr+ I((l+mcosr)+mcos(r—/\a)—l)dr+ J'(l+mcosr)dr (7.51)
' 4 Aa n n
== = —+Aa
2 2 2

After calculation of the integral for the general case one gets:

oA cosﬁ.i—sinM—(:05/\0:]4—1—M 752
I 2 2 2 2 (7.52)

As already mentioned, there is no change of the borders of integration, so (7.52) is valid for the whole
modulation index range of m from 0 to 1. Similarity of (7.52) with the corresponding expression (7.44) for the
PD-PWM is obvious.

The value of P,(uu,,A), forany A, for (A)POD-PWM case can be calculated next. It is determined by
a sum of terms, as in (7.34), where P,, and P,, are given with (7.38) and (7.40), respectively, and P;, 1S NOW

defined by (7.52). After substitutions one gets:
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1 2 A . A
PT(u,u_,) =U_—l)z[l+—;n-(COST”—Sln—n£J} (753)

An analytical solution can be now obtained for phase and CMV voltage for the three-level case with
(A)POD carrier disposition, for an n-phase system. Again, Pr(u ph) is given with (7.29) where Pr(u;gz) is
defined by (7.19) (which is for the three-level case equal to A4,(/ =3)=1/4+ m/(;r(3—1)), in accordance with
(7.17)), and Pr(usu;,A) is given by (7.53). After these substitutions into (7.29), Pr(up,) for the three-level

n-phase case with carriers in (A)POD becomes:

Ln/ZJ A A
Py(u,)= 2—’:;(;1 -1~ gKA(cosT” —sin —”n (7.54)

n

where K, =2 for 1<A<n?2,ie. K, =1 for A=n/2 (which exists only for even »), and A=1,2, ...,
I_n/ 2_!. Note that the power of the produced phase voltage is linearly proportional to the value of the modulation
index m, with the coefficient of proportionality being different for the different numbers of phases n. Linear
dependence was also present in the two-level case (7.37), while in the three-level case with PD-PWM the
dependence was more complex.

If of interest, substitution of (7.17) and (7.54) into (7.26) yields Pr(ucyy ).

7.6.4 GRAPHICAL REPRESENTATION OF PHASE VOLTAGE POWER AND THD

Phase voltage power, according to the analytical expressions (7.37), (7.49) and (7.54) for the two- and
three-level case with PD and (A)POD carrier dispositions, respectively, and for phase numbers »=3,5,6 and
7 is shown graphically in Fig. 7.19. Power of the reference phase voltages, given with (7.23), can be easily
calculated using (7.3) and is also shown in Fig. 7.19 (gray dashed line, Pr(u,;)=m"/8).

Fig. 7.19 clarifies the previously given statement, that the phase voltage produced by the PD-PWM has a
smaller average power (smaller higher order harmonics) than the voltage produced by the (A)POD-PWM for the
same number of phases. Of course, phase voltage produced by the (A)POD-PWM has a smaller average power

than the one produced by the two-level PWM inverter. An interesting fact to be noted is that the phase voltage
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Fig. 7.19: Analytical curves plotted using (7.37), (7.49) and (7.54): the average power during the fundamental
period of the phase voltage generated by two- and three-level PWM multiphase inverters with PD and (A)POD
carriers, Pr(uip).
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produced by a three-phase inverter has smaller power than those produced by inverters with higher numbers of
phases. For the two-level case and for three-level case with PD-PWM this can be generalised into a statement
that power of the phase voltage increases with the phase number n; however, for (A)POD this is not the case.

Note that the values for the three-level PD-PWM in Fig. 7.19 are twice smaller than for the two-level case
for the given number of phases, for small modulation index values. This is also obvious from equations (7.37)
and (7.49). The maximum value of the modulation index m up to which this applies is determined by the
smallest value of m, for a particular n, i.e. by min(/(2sin(Az/n))). Thus for the three-phase case this is true
up to the modulation index of 0.5774, for the five-phase case up to 0.5257, for the six-phase case up to 0.5, and
for the seven-phase case up to 0.5129.

Operation of the three-level inverter with PD carrier disposition for small modulation index values is
similar to the operation of the two-level VSI with halved dc-bus voltage, since the same space vectors are used.
The power curves in Fig. 7.19 are for the normalised voltages, so that they have to be multiplied with Vito
calculate the power in physical units. This justifies used normalisation, because power curves for the normalised
voltages are directly comparable without any additional scaling. Thus, at the first sight, it appears that the power
at small modulation indices for the three-level case should be four times smaller than for the equivalent two-level
inverter with halved dc-bus voltage, because normalised value for the two-level case from Fig. 7.19 has to be
multiplied with (V. / 2)? . However, if the dc-bus voltage is halved that means that corresponding modulation
index for the two-level inverter is doubled. Hence, if a small modulation index, say m=0.4, is taken as an
example, the power of the three-level PD-PWM produced phase voltage is equal to the value from Fig. 7.19
multiplied by V, dzc . This value is actually equal to the value obtained with the two-level inverter with halved dc-
bus voltage, which is the value in Fig. 7.19 for m=0.8 multiplied by (V. / 2)2 . For the same reference signal
the dc-bus voltage is halved so the corresponding modulation index is doubled and amounts to 7 =0.8. Because
of the linear dependence on the modulation index value for the two-level case, this finally confirms that
normalised values for the phase voltage power produced by the three-level inverter with PD carriers, in zone of
small modulation index values, are actually two (rather than four) times smaller than the normalised values for
the two-level case.

From the point of view of the space vectors and sub-sectors, used space vectors for sub-sectors of the
three-level case are identical for the small modulation index values as for the two-level case with halved dc-bus
value. Maximum modulation index in the linear modulation region for an n-phase system, for odd numbers of
phases, is given with m,,, =1/cos(r/(2n)) [Levi et al. (2008)], and it is obtained with min-max zero-sequence
injection. For even numbers of phases m,,=1 and linear region cannot be extended. Particular values of the
modulation index m,, up to which the power of the phase voltage obtained with the two-level inverter is twice
more than the power obtained with the three-level inverter (0.5774, 0.5257, etc.), are equal to m,,,/2 for any
particular number of phases. This result can look unexpected because the reference signals analysed here are
pure sinusoidal signals without any injection. However, the min-max injection is not reflected in the phase
voltages and sub-sector division for phase voltage space vectors is the same for pure sinusoidal reference signals
and for sinusoidal signals with added min-max injection; the only difference is in the maximum achievable
modulation index in the linear PWM region, as explained in 5.3.1.

By using analytical expressions (7.37), (7.49) and (7.54) for the phase voltage average power obtained
with two- and three-level multiphase PWM inverter with PD and (A)POD carriers, and by using (7.8), THD
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values of the phase voltages can be obtained. Note that, according to (7.4), RMS values of the phase voltages can
be calculated as U, ,, =,[P,(u )+ As in section 7.5, where leg voltage THD is defined with (7.22), total
harmonic distortion is defined with reference to the fundamental (first harmonic) of the output. The fundamental
value of the generated phase voltages, since dead time is not taken into consideration and due to the assumption
of high switching frequency, is equal to the reference magnitude, i.e. its RMS value is equal in per unit to
Ut = m/(2\[2-). The dc component of the output voltage is U, .=0. The power of the reference phase
voltage is P; (u;,,) =m?/8, as already explained. Actually, the first harmonic and the dc components (if any)
form the power of the reference signal, i.e. Py (u;,,,) = Uf,,,m_, + Uf,,‘ & - Substituting these expressions into (7.8),

an equation similar to the one for THD of the leg voltage (7.22), can be written as:

VP ()~ Prluy) _ [8Pr(u,) . (1.55)

2
UP,,_,,,,,.l m

THD, (u,,) =

where Pr(u,,) is given by (7.37), (7.49) and (7.54) for the considered cases of the two-level and three-level
PWM with PD and (A)POD carriers, respectively, and m is the modulation index value 0 <m<1.

Additional power that is contained in the created phase voltages, in excess of the power of the ideal
sinusoidal signal, is Pp(u,,) - Py (u;,,) . It is shown in Fig. 7.20. This is in essence difference between the values
in Fig. 7.19 and m’/8.

Curves that represent THD of the phase voltages, for the two-level and three-level PWM with PD and
with (A)POD carriers, are generated according to the analytical expression (7.55) for various phase numbers and
are shown in Fig. 7.21.

A comparison of Fig. 7.20 with Fig. 7.12 for leg voltages (curves for the two and three-level case) shows
that the difference between the “wasted” power in the leg and in the phase voltage for the three-level case for
(A)POD is very small. The comparison can be also done directly by comparing Fig. 7.19 and Fig. 7.11. In this
case one should be aware that the power of the reference leg voltages in Fig. 7.11 contains an additional offset of
0.25, since leg reference voltages contain dc-value of 0.5 (see (7.13)), that keeps them centred between dc-bus
rails. According to (7.26) this means that for (A)POD in the three-level case very little energy goes into non-dc

harmonics in the CMV, If this parameter is of interest, than the (A)POD represents the best choice. Further, one
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Fig. 7.20: Power in excess of the power of the ideal sinusoidal signal, contained in the generated phase voltages
with two- and three-level multiphase inverters.
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Fig. 7.21: THD, as given by the analytical expressions (7.55), for the generated output phase voltage of the two-
and three-level PWM multiphase inverters, THD{(u,).

can see that (7.54) for even numbers of phases n becomes equal to Pr(u,,)=m/(27). Comparing this result
with the power of the leg voltage (7.17), for the three-level case, one can see that the only difference is in the
constant term 1/4. This means that for an even n and for the three-level inverters with carriers in (A)POD the
CMV does not contain any ripple and is a pure dc-value or zero, depending on the point to which it is referenced.
Because of the mirror-symmetry around the time axis, this conclusion can be generalised to any even number of
phases with an odd number of levels, and to both POD and APOD carriers.

Calculation of the phase voltage and CMV power and of the phase voltage THD for any other number of
levels can be executed in the same manner. However, due to complex analytical calculations and due to the
simplicity of finding the problem solution numerically, full solution for only the most common cases in practice,
two-level and three-level PD and (A)POD PWM, was given here. Numerical calculation of the THD does not
necessarily mean calculation by finding the spectrum first; THD can be also calculated numerically in time
domain, as explained at the end of section 7.3. Some results for the phase voltage THD, for the three-phase load
supplied from the five, seven and nine-level inverter with different carrier-based strategies, are given in [Calais
et al. (2001)], where the region of overmodulation is also covered. The method of THD calculation in [Calais et
al. (2001)] was obviously numerical, by means of the spectrum determination; however the number of harmonics

taken into consideration is not given.

7.6.5 A DIFFERENT VIEW ON CALCULATION OF THE LEG VOLTAGE POWER

Derivation of the power of the PWM produced leg voltage by an /-level inverter was given in section 7.5.
The final equation for the Pr(u#,5;) is given by (7.19). This equation was derived by integration of the power of
the signal from one switching period, Py (u.c), governed by (7.11). The same principle was used for
calculation of the power of the product of two PWM signals. Average power of the product of two signals during
one switching period, Py (u,u,), for carriers in PD, is given by (7.33). As already mentioned, for A=0,
By, (uu,) = B, (uu;) represents P (uyz). It is worth recalling here the definitions used, namely:
P, () = UT, [ upu,dt, while Py (uye) = 1T, ["uledr (rather than 1T, ["u,z6dr). This means that
equations (7.11) and (7.33) for A=0 are the same.

For A=0, (7.33) becomes:

150



Chapter 7 Analytical formulae for leg and phase voltage RMS and THD

Py )= G 420 ) (7.56)

where index [ is omitted; note that £, ., =min(f;, f;) equals f;,ie. f. Also note that integer index i in
(7.11) corresponds to definition of i in (7.30). If in (7.11) D is replaced with (i+ f)/(/—1), the identity with

(7.33), i.e. (7.56), becomes obvious. This expression can be alternatively written as:

Sa-1 _ J(a-1)

1 . 2 .
Pr,(uwo)=(1—_—l7((t+f) +f-fH)=D"+ = Pp () + (1) (1.57)

(¢-1)
Equation (7.57) is identical to (7.11) but it is clearer in the meaning, because it directly shows that the power of
the produced leg voltage during one switching period is equal to the sum of the power of the reference leg
voltage plus part that comes from switching between two adjacent levels. Using this formula for THD, equation

(7.12) becomes simpler:

/a-5n
(-1D

where D= u,:EG (kT,). By integration of (7.57) across the whole fundamental period, as in section 7.5, the

THDy (u5c[1]) = (7.58)

general equation (7.19) can be derived in the same form.

7.7 COMPARISON OF THE THEORETICAL CURVES WITH SIMULATION AND
EXPERIMENTAL RESULTS

To validate the theoretically obtained analytical results, simulations and experiments have been done.
Simulation software PLECS block-set has been used. Scope in this software has a built-in function for RMS and
THD calculation. The built-in functions use exact numerical approach as the one described in section 7.3, but are
also adapted to work with a variable simulation step time [Allmeling and Hammer (2012)]. According to (7.4)
average power of the signals is calculated as a squared value of the RMS value from the PLECS scope. This way
of calculation is very precise and that is the reason why this software has been used for proper simulation
verification of analytical results.

Theoretical curves for the leg voltage THD, shown in Fig. 7.13 for the two- to five-level cases for pure
sinusoidal references, are compared in Fig. 7.22 with the values obtained by simulation using PLECS scope.

Simulations are done for the constant V/f ratio (m/f =1/50), for V,=1V (for easier comparison of
power curves, when needed), and for the switching frequency of f, =2kHz. Excellent agreement between
simulation and analytical results is obvious. This means that the used switching frequency, i.e. ratio f,/f, is
high enough for all the modulation indices. Also, one can see that the different carrier-based dispositions (PD,
POD and APOD) do produce the same THD in a leg voltage, as long as the single-level transitions are used,
output voltage steps are equal, carriers are centred, and f, is high enough. This conclusion has been given after
theoretical considerations in 7.5 after (7.16).

Theoretical (analytical) curves for the leg voltage THD of Fig.7.13 are compared next with the
experimentally obtained THD values in Fig. 7.23 for the two-level and three-level cases.

Experimental THD values for leg voltages in Fig. 7.23 apply to the experimental rig with the five-phase
induction machine, but voltage THD is of course independent of the load. As in simulations, ¥/f ratio was kept

constant and equal to m/f =1/50. Custom-made two-level and three-level inverter of the neutral-point clamped
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Fig. 7.22: Comparison of the analytical curves for leg voltage THD of Fig. 7.13 (solid and dashed lines) with
simulation results from PLECS scope (values shown with markers).

(NPC) type were supplied from Sorensen SGI 600/25 dc source (as also used for the other experimental results
in this thesis). Dc bus voltage was set to 600V. To obtain the THD from the experimental results, spectrum has
been calculated first. The length of the spectrum varies because the number of samples from the oscilloscope
inside one switching period varies (¥/f has been used, and time scale was adjusted for each measurement). The
THDs when full spectrum has been used and when only components from the first ten side-bands (up to 21kHz)
are taken into consideration (according to (4.9)), were calculated and are shown in Fig. 7.23. Recall that this way
of calculation was used in all the previous chapters of this thesis. Because of the lack of availability of the
hardware for more than three-level operation, only results for the two-level and three-level cases are shown. One
can see that, because of the dead time, which is 6ps in the implementation for both inverters, the THD from the
experiments is very slightly higher (worse) than the one predicted by the theoretical curves. This is visible in
Fig. 7.23 only for low modulation indices, where the dead-time effect is more pronounced. The influence of the

finite switching frequency is obviously not very important, as can be seen in Fig. 7.22 where the same switching
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Fig. 7.23: Comparison of the analytical curves for the leg voltage THD of Fig. 7.13 (continuous lines) with
experimental results using full and up to 21kHz spectrum for the THD calculation (discrete values labelled with
corresponding markers) for the two-level and three-level operation.
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Fig. 7.24: Comparison of the analytical curves for the average power of the phase voltage generated by two- and
three-level PWM multiphase inverter (Fig. 7.19; continuous lines) with simulation results from PLECS scope
RMS? (discrete values, identified with markers).

frequency of 2kHz was used, but where dead time was neglected. Also, if the finite number of samples is taken
into consideration (the value used here is 21kHz and is much higher than many that are usually in use in
practice), the calculated THD can be easily lower than the correct analytical value, see Fig. 7.23. This problem is
well known and also has been analysed in [Farokhnia et al. (2011a), Farokhnia et al. (2011b)].

Theoretical analytical curves for power of the generated output phase voltage of Fig. 7.19 are compared
with simulation values from PLECS scope (RMS?) in Fig. 7.24. A corresponding comparison of the analytical
THD traces with simulation results, which are the values read from the PLECS scope, is shown in Fig. 7.25.

By inspecting Fig. 7.24 and Fig. 7.25 one can see an excellent agreement between the results obtained
using analytical expressions and simulation results for both power and THD of the obtained phase voltages,
similar to the agreement achieved for the leg voltages.

The experiments have been done using three-, five-, and six-phase symmetrical induction machines and

for symmetrical seven-phase R— L load. Dc voltage, provided from Sorensen SGI 600/25 dc source, was 600V
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Fig. 7.25; Comparison of the analytical curves for phase voltage THD (Fig. 7.21; continuous lines) with
simulation results from PLECS scope (discrete values, identified with markers).
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Fig. 7.26: Comparison of the analytical curves (continuous lines) for the phase voltage THD (Fig. 7.21) with
experimental results using the full and up to 21kHz spectrum for THD calculation (discrete values labelled with
corresponding markers), for a. three-, b. five-, c. six- and d. seven-phase configuration.

in all the cases, except for the six-phase machine where it had to be lowered to 250V due to the limitation
imposed by the voltage rating of the machine. The same procedure and the same settings as before apply here as
well. As for leg voltages, THD was calculated using Fourier transformation and the harmonic spectrum was
limited at 2 1kHz, see (4.9). Comparison of theoretical analytical curves and experimental results for the THD is
given in Fig. 7.26.

The effect of truncating the spectrum at 21kHz is evident in Fig. 7.26, since all the experimental THD
values are slightly lower than the theoretically predicted values. It should be noted in this context that the THD
in experiments is actually slightly increased because of the dead-time induced harmonics; hence the values

calculated using full spectrum appear above analytical curves. The same was the case for the obtained leg

voltages, Fig. 7.23.

7.8 CONCLUSION

Analytical expressions for the average power and THD for the PWM produced leg and phase voltage are
derived in this chapter. Considered reference voltage is purely sinusoidal. Derived analytical formulae for the leg
voltage average power and THD are for any number of levels. Phase voltage is further analysed for star-
connected symmetrical load. Due to the difficulties encountered in the analytical derivation, and simultaneous

simplicity in obtaining the results numerically, only two- and three-level n-phase cases were analysed. However,
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the principle used is general and it can be applied to any number of levels and phases. For the three-level case
PD-PWM and POD (i.e. APOD) PWM are covered. The superiority of the PD-PWM is confirmed once again by
the time domain power analysis here. Analytical curves are compared with simulation and experimental results,

and an excellent agreement is demonstrated.
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Chapter 8

CONCLUSION

8.1 SUMMARY AND CONCLUSIONS

In this thesis, an analysis of PWM techniques that can be used for control of multilevel VSI supplied
multiphase machines is given. Analysed machines are with the sinusoidal distribution of windings, so the aim of
the PWM algorithms is always to produce sinusoidal output. Five-phase and seven-phase three-level structures
are covered in detail. Also, an effort has been made to present all the algorithms in a general form, so that the
introduced algorithms can be applied to an arbitrary number of phases and an arbitrary number of levels.
Research is concentrated more on the space vector algorithms since carrier-based ones are universal and easy to
extend. Carrier-based algorithms are used in this research as a reference point, and all the space vector
techniques are compared with them. The comparison in the research is based on the time domain waveforms,
produced by particular strategies, and on their spectra. Commonly used in practice global figure of merit, THD,
has been also used for comparison purposes. Analytical formulae for leg and phase voltage THD for different
types of modulation strategies are developed, so that the additional consequences of the PWM schemes on the
inverter and machine operation under the diffcrent conditions can be investigated. In this research proper
functioning of developed modulation strategies has been confirmed by experimental results using a five-phase
induction machine in open-loop operation and using a passive R-L load for the seven-phase case, in conjunction
with a custom-built NPC three-level VSIs.

The thesis starts with the literature survey of modulation strategies relevant for the research topic. It gives
a review of carrier-based and space vector PWM techniques. As the starting point, a survey of the carrier-based
techniques for multilevel inverters is given. Modulation strategies for other drive topologies that are related to
the analysed multilevel single-sided supply of multiphase machines using voltage source inverters are covered.
At first, the main works on space vector techniques for three-phase multilevel inverters are addressed. Next, a
reference review of space vector techniques for multiphase two-level inverters is given. Some of the first
modulation techniques for open-end winding configurations, as an alternative for multilevel operation, are
surveyed. The survey of the multilevel multiphase voltage source inverters shows that only a few papers can be
considered as ‘real’ space vector algorithms, according to the space vectors definition used in this thesis. Among
them only one method is considered as a proper space vector one, since it considers all the planes in the vector
space decomposition approach. A survey of some non-VSD based multilevel multiphase algorithms was
included as well. The existence of only one proper space vector algorithm, based on the VSD approach, has
confirmed that there is enough space for investigation in this field. Some of the aims are therefore set as the
extension to higher number of phases and possible generalisation. Also, a comparison of the space vector
algorithms with the carrier-based algorithms was set as one of the main objectives, because of much easier

implementation of the carrier-based techniques.
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Before explanation of the specific algorithms, in Chapter 3, a general structure of a single-sided inverter
fed induction machine is discussed and some general equations are given. The process of digitalisation with extra
requirement for averaging in each switching period is explained. A lot of attention is devoted to the
transformations, to the explanation of the space vectors, and to the vector space decomposition approach
analysis. The definition of space vectors does not appear to be uniform and, through the literature survey, one
can note that different authors assume different definitions of it. In this thesis the VSD has been assumed as the
only space vectors approach because it strictly defines the space, it defines vectors in that space, and it
decomposes and analyses 2-D projections of the vectors. Also, the VSD approach has been used in the majority
of existing papers, and, most importantly, it has been used for the two-level multiphase algorithms where more
than one 2-D plane is present and has to be considered. A simple method for plotting of the space vector
projections is shown as well, as a supporting tool for an easier analysis of the space vectors,

Space vector algorithms have been analysed in Chapter 4. Space vector techniques consider signals in
decomposed space after transformation. The number of switching states and space vectors rapidly increases with
higher numbers of phases and levels of the inverter. All spaces have to be analysed simultaneously. This makes
the task very difficult for realisation for any particular case and especially for generalisation. The first analysed
technique in Chapter 4, for the five-phase three-level case, includes an in-depth analysis of the existing algorithm
that gives the complete VSD algorithm solution for this particular case. A lot of steps of this algorithm are
explained in a different manner, to facilitate the development of the algorithm for the seven-phase three-level
case and to make it easier for the generalisation. One modification of the original algorithm, which aims at
reduction of the magnitude of the main (the fifth) harmonic in the CMV and that increases symmetry of the
sector sub-division, is developed. The algorithm for the seven-phase three-level case is developed next for the
first time and this is undoubtedly one of the main contributions of this thesis. The same modification of the
original algorithm, as in five-phase case, is also applied to the seven-phase algorithm. Proper functioning of the
all four space vector algorithms has been confirmed through the simulations and experiments. A general form of
the algorithm is also given. The reduction of the number of switching states from the total of 243 to 113 in the
five-phase, i.e. from 2187 to an acceptable 297 in the seven-phase case, is obtained by the application of the
order-per-sector law from the time domain. Correlation between leg state (level) transitions in the time domain
and in the a-f plane is explained, and a method for determination of the switching sequences, by finding the
closed n-angle patterns, is presented. Partitioning of the sectors into sub-sectors, by limiting the time of
application of each vector to the 0 to T, interval and requiring cancellation (on average) of voltages in the x-y
planes, is done. Final sequences are chosen to minimise losses and also to contain the maximum number of
‘ones’, for the better dc-bus capacitor voltage balancing in the three-level case. Sub-sector determination is
realised by a simple comparison of the reference voltage projections with constant values.

In Chapter § carrier-based techniques are introduced in a manner convenient for comparison with the
space vector techniques. Chosen carrier disposition is the level-shifted one, of PD type (all carriers are in phase),
since it is the only type that produces increasing transitions in the first half of the switching period and
decreasing transitions in the second half, as it is assumed in the SVPWM algorithms. Pure sinusoidal references
are analysed at first. Reduction of the PD-PWM to the single carrier band has been used for simpler
implementation and for explanation of the change of the switching sequences that appear in time domain. The

change of the switching sequence is explained in detail and is reduced to the simple rule that it appears when two
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reference leg voltage fractional parts change mutual order. Conditions when the starting switching state of the
new sequence changes are explained. Influence of the modulation index on change of the mutual order of
fractional parts, i.e. on the change of the applied sequences, is analysed. Plots that show this dependence in the
a-f plane are given. The same analysis is repeated for the sinusoidal references with min-max injection as an
option for extension of the linear modulation index range. Double min-max injection, that additionally centres
fractional parts of the reference leg voltages inside the common carrier band is also analysed. The second
centring of the signals provides equal times of application for the redundant switching states, which is a common
assumption in the space vector algorithms.

In Chapter 6 comparative analysis of the presented space vector and carrier-based modulation strategies is
given. The first part of the analysis is theoretical, and is based on a comparison of the switching sequences and
on sub-sector division that defines regions of applicability of these sequences. Five-phase three-level case is used
as the example. It is highlighted that sub-division of the a-f plane into sub-sectors of the modified space vector
algorithm and of the carrier-based algorithm with min-max, i.e. double min-max, injection are identical. Also,
for a few sub-sectors it is proven that the same switching sequences are used. Finally, double min-max injection
will equally distribute times of application of the redundant switching states, so the equivalence of this algorithm
with the modified space vector algorithm is theoretically demonstrated. The second part of the analysis of the
presented modulation strategies for the five- and seven-phase three-level case is given through the comparison of
experimental results. Three carrier-based (with pure sinusoidal references, with min-max injection and with
double min-max injection) and two space-vector (original and modified) PWM methods are encompassed by the
experimental comparison, for both topologies. It is shown that, while all methods have the same maximum
modulation index (apart from CBPWMO) in the linear region and yicld essentially the same phase voltage and
current output, differences exist in the spectra of the phase voltage, common mode voltage and current. Two of
the methods, carrier-based with double min-max injection (CBPWM?2), and modified space vector algorithm
(SVPWM2) are characterised with identical voltage spectra for all modulation index values, confirming the
theoretical analysis. Phase voltage THD is found to be the same for all methods, although the individual
harmonics differ in magnitudes. With regard to the harmonic distortion of the CMV, the best performance in the
low to medium modulation index range is obtained with carrier-based technique with the single min-max
injection (CBPWM1). The best current THD is obtained with strategies that equally share the time of application
of the redundant switching states, CBPWM2 i.e. SVPWM2. These conclusions are valid for both five- and
seven-phase topologies. With respect to the complexity and memory consumption it is shown that the carrier-
based algorithms are much more efficient and are thus favourable for practical implementation.

Analytical considerations regarding leg and phase voltage power and THD are given in Chapter 7. Pure
sinusoidal refcrences are analysed. Parasitic effects, such as dead-time, were not considered. The analysis is
based on the integration of the values from a single switching period throughout the fundamental period. Thus
the analysis is given in the time domain. The analysis is valid as long as the ratio of f/f is high enough.
Analytical equations for leg voltage power and THD, obtained by an l-level inverter, are derived. It is shown
theoretically and later confirmed experimentally that all the analysed carrier-based modulation strategies (PD,
POD, APOD) will produce the same leg voltage power, i.e. THD. This conclusion can be generalised to all
modulation strategics that have one up and one down leg transition during the switching period, and that apply

only adjacent levels. It is also important that output leg voltage step is equal and constant. Analytical equations
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for the power and THD of the phase voltage, generated by two- and three-level inverters with an arbitrary
number of phases are also derived. These equations are derived for the first time in this thesis and will be a
subject of further publications. In the three-level case, PB- and POD-, i.e. APOD-, PWM are analysed. It is
shown that the phase voltage obtained with the three-level PD-PWM contains less power than the phase voltage
yielded by (A)POD. This conclusion is in agreement with the existing conclusion, obtained by the spectral
analysis of the three-phase case. Of course, this power is lower than the power of the phase voltage generated by
the two-level inverter. If the aim is reduction of the power that goes into the CMV, with the possibility of
elimination of the CMV, then (A)POD is to be favoured. Minimum power means minimum additional power in
addition to the power of the ideal sinusoidal output, leading to the minimum THD. Thus PD-PWM is proven to
have the lowest phase voltage THD among the analysed cases. Used principle for analytical calculation is
straightforward for numerical implementation. Analytical curves are checked by simulations and by numerical
methods for the power and THD calculation. An excellent agreement is demonstrated. THDs for experimental
results of the leg voltage and the phase voltage, generated by the two- and three-level inverters with three-, five-,
six- and seven-phase symmetrical load (induction machines were used, except for the seven-phase case where an
R-L load has been utilised), have been calculated and compared with the theoretical curves. It is shown that, by
limiting the number of harmonics to the first ten side-bands (the method that has been used in this thesis), the
obtained THD is slightly below theoretical curves. When the THD is calculated for the full spectrum the values

are slightly above the theoretical curves, which proves an increase of the THD when dead time is present.

8.2 FUTURE WORK

The work presented in this thesis brings some considerable new knowledge in the area of space vector
control of multilevel multiphase VSIs. A number of very important facts for the comparison of the space vector
and carrier-based modulation strategies are presentcd. However, the investigation here was narrowed to some
specific cases, e.g. only machines with sinusoidally distributed windings were analysed, and only lincar
modulation index range was investigated. The analysed space vector modulation strategies are based on the VSD
approach and have been compared with the carrier-based approaches. However, there are more modulation
strategies that can be applied to a multilevel multiphase VSI. Some of them are mentioned in the initial review,
such as matrix approach or single-phase modulators, and they are characterised here as a different description of
the carrier-based approaches. However, it would be wise to confirm this identity by experimental results. All of
this gives a lot of scope for the new research that can be done. Some of the topics for the future work could be:

o Extension of the presented space-vector modulation techniques to overmodulation range.

e Realisation of the original space vector algorithm by using the carricr-based approach, i.c.

construction of the specific injection,

e Application of the presented space vector algorithms for multi-frequency output.

e Investigation if optimality according to the flux ripple, which characterises the CBPWM2 in the

three-phase case remains valid in the multiphase case.

e  Experimental comparison of the presented modulation stratcgics with the matrix approach based ones

and the single-phase modulators.

e Detailed investigation of the influence of the used modulation strategies on the capacitor voltage

balancing.
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e Development of the space vector modulation technique for the nine-phase three-level case.
e Additional comparison with open-end winding structures.
e Derivation of the analytical expressions for leg and phase voltage power and THD when the

references are with min-max injection.
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Appendix A

DESCRIPTION OF THE EXPERIMENTAL SETUP

A description of the used hardware for the experimental work in this thesis is given here. The main
hardware units used are the two-level eight-phase and three-level six-phase custom made inverters and they were
controlled by dSpace ds1006 real-time system. The software code that was running on ds1006 processor board
was automatically generated and loaded from the Matlab/Simulink. Utilised machines in the experiments were
symmetrical three-, five- and six-phase induction machines. Due to the unavailability of a seven-phase machine,
a static R-L load was used for obtaining the experimental results. In what follows, each of the hardware

components and used software are briefly discussed.

A.1 CUSTOM-BUILT INVERTERS

The main inverter in this research was the three-level neutral-point clamped (NPC) inverter. The basic
topology of this inverter is as in Fig. 3.8, Fig. 4.1 and Fig. 4.25. For the purposes of experimental testing, two
six-phase three-level inverters of NPC type have been built. They can be seen in Fig. A.1 and Fig. A.2. For some
experimental results in Chapter 7, a two-level inverter has been used as well. All the inverters share the same
control board for connection to the dSpace system, so they have the same protection features and a very similar
interface.

The three-level NPC inverters have six output legs. As can be seen from Fig. 3.8a, each leg contains four
IGBTs. The IGBTs are Semikron SKMS50GB12T4 modules with two transistors with back-to-back diodes in the
package. The maximum ¥V voltage is 1200V, and the nominal current is 50A. Each leg is controlled by two
TTL signals, while gating signals for the second complementary switch are provided internally by the circuit that
produces complementary signal and that implements dead time. The dead time is configurable in the hardware
and is set to 6pus. If TTL signals that control each leg are denoted by S1 and S2, then the control logic for
obtaining three-level output in the actual inverters is as in Table 3.2. Twelve TTL signals from dSpace PWM
unit ds5101 are used for control of all six legs. Additional TTL input is required for enabling output of the
inverter that is AND-ed with hardware ENABLE switch on the inverter. The inverters can be supplied from the
three-phase mains or by the external dc source, which can be selected by MAIN POWER switch at front panel of
the inverters. If mains supply is used, internal three-phase diode bridge rectifics the voltage. Equivalent values of
the dc-bus bulk capacitors, using notation from Fig. 4.1 and Fig. 4.25, are C,,=C=3mF. For the soft start dc-
bus capacitors are charged through the 22Q high-power resistor that should be shorted by SOFTSTART switch
by putting it into RUN position after capacitors are fully charged. During all experiments an external dec-supply,
Sorensen SGI 600/25, has been used rather than the mains. The rated power of the inverters is governed by the
heat sink parameters, and if no additional cooling is provided it is about 17.8kVA. Inverters have built-in

overvoltage, overcurrent and overtemperature protections. Dynamic braking resistor for the overvoltage
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Fig. A.1: Experimental setup used for the analysed five-phase three-level algorithms.

protection enables selection of a few ranges for the limits. Inverters have feedback for measured currents and for
measured dc-bus voltage. However, these values have not been utilised in the experiments in this thesis. All
experiments have been done with no closed-loop control, so no feedback has been used.

The seven-phase inverter is obtained by connection of two six-phase inverter units in parallel, as
demonstrated in Fig. A.2. The negative rail, mid-point and positive rail of the dc-circuits of the inverters are
connected each one to the other. Had the mains and the internal rectifier been used, the connection of two
inverters would have been more complicated. This is the main reason why the external dc supply was used. Two
TTL signals that have not been used for control of the legs of the first inverter are taken out and connected to
appropriate pins of the second inverter to control leg A, that is used as the seventh leg of the system (i.e. leg G in
Fig. 4.25).

The two-level inverters have up to 8 output legs. One such inverter has been used for the experiments
with three-, five-, six-phase induction machine and with the seven-phase symmetrical R-L load. These results are
used in Chapter 7 for obtaining the leg and phase voltage THD plots (Fig. 7.23 and Fig. 7.26). Used switches
inside the two-level inverters are three six-pack Infineon modules FSSOR12KE3. This provides 9 legs with two
transistors per-leg. Eight legs are used for providing output voltage, while one transistor from the ninth leg is
used for the dynamic breaking. Equivalent dc-bus bulk capacitance is 1.5SmF. Modes of supply and protections
are the same as for the three-level inverters. This inverter was, again, supplied from the external dc-source

Sorensen SGI 600/25.

A.2 DATA OF THE FIVE-PHASE MACHINE AND STATIC LOAD

Several machines were used in the experiments in this thesis. However, more detailed analysis, including

current analysis, is only shown for the five-phase case. Other used machines, three- and six-phase, were used for
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Three-level B
NPC in'cncrs

Fig. A.2: Experimental setup used for the analysed seven-phase three-level algorithms.

obtaining leg and phase voltage power and THD results for comparison with analytical curves in Chapter 7. For
this analysis, exact parameters of the machine are not important, and the only relevant factor is that machine/load
is symmetrical. It should be mentioned that the six-phase machine has a lower nominal phase voltage, hence to
avoid saturation dc-bus voltage during the experiments was lowered to 250V. In all other cases dc-bus voltage
was kept at 600V. For the seven-phase case a symmetrical R-L load, consisting of chokes and light bulbs, were
used. The seven-phase R-L load can be seen in Fig. A.2. For these reasons, only parameters of the five-phase
induction machine and the seven-phase R-L load will be given here.

The five-phase machine was obtained by cutting new stator laminations with 40 slots for a machine that
was originally a three-phase one. The five-phase machine’s winding is single-layer, with 4 poles (two pole
pairs). The winding has 2 slots per phase per pole, and the winding pitch is 10 slots. Each phase winding consists
of two half-windings that can be connected either in series or in parallel. During all tests half-windings were
connected in series.

Parameters of the five-phase induction machine are given in Table A.1 and are assumed as a being

constant at all times. A more detailed discussion, related to the estimation of the parameters of this machine, is

Table A.1: Five-phase induction machine parameters.

Parameter Symbol Value
Stator resistance R, 3Q
Rotor resistance R, 3Q
Stator leakage inductance Ly 45mH
Rotor leakage inductance L, 15mH
Magnetising inductance Ly 515mH
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Table A.2: Static seven-phase R-L load parameters.

m 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
R[Q] 150 238 295 342 380 413 e 472 499 522

The inductance was practically constant for all modulation indices. Estimated value is: 360mH.

available in [Riveros et al. (2012), Yepes et al. (2012)].
Parameters of the static R-L load are given in Table A.2. These parameters have been estimated by

voltage, current and power measurement for the first harmonic.

A.3 DESCRIPTION OF THE SOFTWARE AND MEASUREMENTS

All simulation results have been obtained using Matlab/Simulink and PLECS Block-Set software. The
initial model of the multiphase machine has been developed in [Pordevi¢ et al. (2010)]. This was further
extended to a new model, developed in PLECS Block-Set using electrical components, and this model has been
used for obtaining all the simulation results shown in this thesis.

A few programmes have been developed for the fast measurement data collection and for fast data
processing. All signals were recorded by the mixed signal oscilloscope Tektronix MSO2014. For measurement
of the high voltages, voltage dividers with the ratio of 1/52 (10k€/(10kQ+510k€2)) were used. Three such
dividers were connected between the output of the inverter and the ground, star of the load and the ground and
negative dc rail and the ground. The resulting low voltages were measured on channels 1 to 3, respectively.
Finally, leg voltage was determined as (Ch1-Ch3)-52, phase voltage was determined as (Chl1-Ch2)-52 and
common mode voltage was determined as (Ch2-Ch3)-52, where Chl to Ch3 represent voltages measured on the
oscilloscope. Channel 4 was always used for the current measurement, using the current probe Tektronix
TCP0030. The oscilloscope is a deep memory scope and all the measurements were done by saving 125000
samples per channel. For the fast collection of the data, Python script for control of the oscilloscope from the PC
and for fast data collection has been developed. With this script all settings of the oscilloscope for each
modulation index are adjusted automatically, and also time for saving the data to the PC is reduced roughly 8
times.

As already mentioned in 4.2.8, Matlab script has been developed for the fast processing of the data. This
script produces final reports with leg, phase, and common mode voltage, and current waveforms for each
modulation index, and also another file that contains the THD via modulation index data in tabular form, for all
the measured waveforms. Script searches for the sample when the angle of the leg voltage fundamental is zero,
and takes one period of the signals starting from that point. In this way all leg voltages start as a cosine function,
thus all shown results in the thesis are represented in the same manner. The same script has been used for
processing data from simulations. This provides an easy comparison of all shown results.

The software used together with the dSpace system are Matlab/Simulink, Control Desk and dSpace
Profiler tool. Matlab and Simulink were used for creating the model and programming of the dSpace by
incremental building of the developed model. Control Desk has been used for creating graphical user interface
for control of the particular Simulink variables and for their visualisation. Profiler tool is the dSpace tool for time

measurements, and it has been used for control algorithm execution time measurements in the complexity

comparison of developed modulation strategies.
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