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ABSTRACT

Aims. We present the rst public release of high-quality data products (DR1) from Hi-GALH#rschelinfrared Galactic Plane Survey. Hi-GAL

is the keystone of a suite of continuum Galactic plane surveys from the near-IR to the radio and covers ve wavebands at 70, 160, 250, 350 a
500 m, encompassing the peak of the spectral energy distribution of cold dus&fdr 8 50 K. This rst Hi-GAL data release covers the inner

Milky Way in the longitude range 68> ~ > 70 inajbj 1 latitude strip.

Methods. Photometric maps have been produced with the ROMAGAL pipeline, which optimally capitalizes on the excellent sensitivity and
stability of the bolometer arrays of thderschelPACS and SPIRE photometric cameras. It delivers images of exquisite quality and dynamical
range, absolutely calibrated wiRlanckand IRAS, and recovers extended emission at all wavelengths and all spatial scales, from the point-spreac
function to the size of an entire 2 2 “tile” that is the unit observing block of the survey. The compact source catalogues were generated with the
CuTEx algorithm, which was speci cally developed to optimise source detection and extraction in the extreme conditions of intense and spatiall
varying background that are found in the Galactic plane in the thermal infrared.

Results. Hi-GAL DR1 images are cirrus noise limited and reach therfins predicted by thelerschelTime Estimators for parallel-mode obser-
vations at 68Ps * scanning speed in relatively low cirrus emission regions. Hi-GAL DR1 images will be accessible through a dedicated web-base
image cutout service. The DR1 Compact Source Catalogues are delivered as single-band photometric lists containing, in addition to source p
tion, peak, and integrated ux and source sizes, a variety of parameters useful to assess the quality and reliability of the extracted sources. Cav
and hints to help in this assessment are provided. Flux completeness limits in all bands are determined from extensive synthetic source experim
and greatly depend on the speci ¢ line of sight along the Galactic plane because the background strongly varies as a function of Galactic longituc
Hi-GAL DR1 catalogues contain 123210, 308509, 280685, 160972, and 85460 compact sources in the ve bands.

Key words. dust, extinction — infrared: ISM — stars: formation — Galaxy: disk — methods: data analysis — techniques: photometric

1. Introduction molecular clumps toward the onset of gravitational collapse and

. . the formation of stars and planetary systems, much remains hid-
The Milky Way Galaxy, our home, is a complex ecosystem ifen_ we do not know the relative importance of gravity, turbu-

which a cyclical transformation process bringsue baryonic |ance, or the perturbation from spiral arms in assembling the
matter into dense, unstable condensations to form stars. The siar§se and mostly atomic Galactic ISM into dense, molecular
produce radiant energy for billions of years before releasingnentary structures and compact clumps. We do not know
chemically enriched material back into the interstellar mediupyy turbulence gravity, and magnetic elds interact onei
(ISM) in their nal stages of evolution. _ ent spatial scales to bring a dise cloud on the verge of star
Although considerable progress has been made in the gagtnation. We still do not have a comprehensive quantitative un-
two decades in understanding the evolution of isolated denggstanding of the relative importance of external triggers in the
process, although available evidence suggests that triggering is
? Herschels an ESA space observatory with science instruments piigot g major pathway for star formation (Thompson et al. 2012;
vided by European-led Principal Investigator consortia and with impQéendrew et al. 2012). We do not know how the relative roles
tant participation from NASA. played by these dierent agents changes from extreme environ-

?? The images and the catalogues are only available at the CDS vi . . . .
anonymous ftp tedsarc.u-strasbg.fr  (130.79.128.5 ) or via ments like the Galactic centre to the quiet neighbourhoods of the

http://cdsarc.u-strasbg.fr/viz-bin/qcat?J/A+A/591/A149 Galaxy beyond the solar circle.

Article published by EDP Sciences A149, page 1 of 33


http://dx.doi.org/10.1051/0004-6361/201526380
http://www.aanda.org
http://cdsarc.u-strasbg.fr
130.79.128.5
http://cdsarc.u-strasbg.fr/viz-bin/qcat?J/A+A/591/A149
http://www.edpsciences.org

A&A 591, A149 (2016)

Today, it is possible for the rst time to engage with thigraced by the thermal emission from cool dust can also be traced
ambitious challenge, thanks to a new suite of modern Milky Waising molecular-line emission. The Galactic Ring Survey (GRS;
surveys that provide homogenous coverage of the entire Galadtickson et al. 2006), at ¥esolution, uses the FCRAO 14 m
plane (hereafter GP) and that have already started to transf@mtenna to map thé’CO (J = 1 0) transition in the range
the view of our Galaxy as a global star-formation engine (s&& < ° < 56 . The JCMT COHRS survey (Dempsey et al.
Molinari et al. 2014 for a recent review). 2013) covers essentially the same longitude range as the GRS,

The UKIDSS Galactic Plane Survey (Lucas et al. 2008) dout in the CO § = 3 2) line and at a spatial resolution of%4
the 4m UK Infrared Telescope on Hawaii covered the three near- Additional extensions to the GRS, in the rst and second
IR photometric bandsJ{ H and K) to eighteenth magnitude, quadrants, toward the Galactic anticentre, alsd?@0 (J =
producing catalogues of over a billion stars. The unprecedenfed), have been carried out with the FCRAO (Heyer et al. 1998;
depth ( fteenth mag) and resolution {® of the NASA Spitzer Brunt et al., in prep.). The International Galactic Plane Survey
satellite's GLIMPSE survey was the rst to deliver a new globallGPS) has combined three interferometric 21 cm HI surveys at
view of the Galaxy at wavelengths of 3.6, 4.5, 5.8, and 80 45-6(°resolution. This combination provides an ideal tool to
(Benjamin et al. 2005), until then only partially accessible fromstudy the transformation of atomic into molecular gas in the spi-
the ground and with imaging capabilities limited to resolutional arms (e.g. McClure-Griths et al. 2001).
of a few arcminutes, at best. The resulting catalogue of 49 mil- The coverage of the third and fourth quadrants in molecular
lion sources is dominated by stars and, to a lesser extent, by pirees is more sparse and less systematic. Together with targeted-
main-sequence young stellar objects (YSOs), with the &o0- source line surveys like MALT90 (Jackson et al. 2013), unbi-
channel also showing strong extended emission that probesdbed coverage of the plane is limited to the NANTEN survey
interaction between the UV radiation from hot stars and moledig.g. Mizuno & Fukui 2004), which is currently being improved
lar clouds. TheSpitzerMIPSGAL survey at 24 m (Carey et al. with the NANTEN2NASCO project, which still has limited
2009) enables much deeper penetration of the dense molec(ildf) spatial resolution, however. Recent unbiased surveys with
clouds to reveal nascent intermediate and high-mass stars. ThlRséMopra antenna in Australia (Burton et al. 2013; Jones et al.
surveys were limited to the inner third of the Milky Way GR2012) are starting to |l the gap with the data quality of the CO
and were complemented by GLIMPSES360, which uSgitzer surveys in the northern portion of the GP. The SEDIGISM survey
in its warm mission to complete the coverage of the entire GPisitcurrently being executed to map the fourth quadrant between
3.6 and 4.5 m, and by theWISEsatellite (Wright et al. 2010), > = +18 and’ = 60 in 3CO and G80 (J = 2 1) with the
which, as part of its all-sky survey, is covering the entire GP (aAPEX telescope.
though at lower resolution thaBpitze) between 3 and 25m. The Methanol Multi-Beam survey (e.g. Green et al. 2012) is

At far-infrared and millimetre wavelengths, AKARI sur-searching the plane for 6.7 GHz methanol maser emission us-
veyed the entire sky between 65 and 160 m in 2006—-2007. ing the Parkes and ATCA telescopes. Methanol maser emission
Its spatial resolution of betwee and £5 (Doi et al. 2016) rep- is characteristic of the early formation stage of massive stars;
resented an improvement by a factd over that of IRAS, al- its association with cool dense clumps is a signpost for ongoing
though still a factor 5 larger tharHerschel The Plancksatel- formation of massive stars and associated protoclusters in such
lite (Planck Collaboration | 2011) also surveyed the entire slopjects. A more complete compilation of GP Surveys from the
at wavelengths between 35@1 and 1cm, but with a resolutionnear-IR to the radio is provided in the review of Molinari et al.
>5% which is insu cient to resolve the complexity of the ther{2014).
mal dust emission in star-forming clouds. The Herschel infrared Galactic Plane Survey (Hi-GAL,

Only ground-based facilities can at the moment achieve redgelinari et al. 2010b,a), carried out with thgerschel Space
lutions below ?in the millimetre regime. The ATLASGAL sur- Observatory (Pilbratt et al. 2010), is the keystone in the arch
vey (Schuller et al. 2009) has used the 12 m APEX telescopeoinGP continuum surveys. With a full plane coverage of the
Chile to map the portion of the GP at longitudes between roughhermal far-IR and submillimetre continuum in ve bands be-
+60 and 60 at 870 m, the JPS survey (Moore et al. 2015)tween 70 m and 500 m, ideally covering the peak of the
using the JCMT antenna in Hawaii, gives deeper coveragespectral energy distribution (SED) of dust in the temperature
somewhat higher resolution in the northern part of this same range 8K T 50K, Hi-GAL delivers a complete census
gion at 850 m, while the Bolocam GPS covers the rst quadrandf structures containing cold dust, from the central molecu-
at 1.1 mm (Aguirre et al. 2011). These (sub-)millimetre surveysr zone to the outskirts of the Galaxy, enabling self-consistent
provide a census of the cold and compact dust condensatidetermination of dust temperatures and masses. Thanks to its
that harbour star-formation; mass estimates require assumptispace-borne platform, thderschelcameras do not ser from
about dust temperatures that the single-band survey data théhe-rapid atmospheric variabilities that limit ground-based sub-
selves cannot constrain, however. millimetre facilities. This allows full exploitation of the excel-

Radio-wavelength  continuum  observations  provident sensitivity and stability of the infrared bolometric arrays
extinction-free views of bremsstrahlung radiation frorto deliver exquisite-quality images that recover extended emis-
ultra-compact HIl (UCHII) regions and the ionised ISM irsion from dust on all spatial scales. The abilitytdérschelto
general. The % resolution, 6 cm CORNISH survey used theecover multi-wavelength extended emission from theude
Very Large Array telescope to map the +10 to +65 section ISM, through dense lamentary structures, down to compact and
of the GP at resolutions of1%°to  10°° (Purcell et al. 2013). point-like sources (Molinari et al. 2010a; André et al. 2010) are
The CORNISH-South extension of the project, carried oahd will remain unparalleled in the coming decades.
with the ATCA array, will complement this information for the  Hi-GAL is delivering a transformational view of the com-
corresponding region of the fourth quadrant, augmented wistete evolutionary path that brings cold and ae interstellar
imaging in radio recombination lines. material to condense into clouds and laments that then fragment

This suite of continuum GP surveys is ideally complementéato protocluster-forming dense clumps. More than 50 papers
by a family of spectroscopic surveys of molecular and atomi@ave been published by the Hi-GAL consortium to date, based
emission lines. Kinematic information on the same dense cloums Hi-GAL images and preliminary source catalogues, from
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studies of the diuse ISM (e.g. Bernard et al. 2010; Paradis et @he sky, slight oversizing of the individual observing tiles was
2010; Compiégne et al. 2010; Tra cante et al. 2014, Elia et aleeded to ensure that a 22 area was covered in all ve pho-
2014) to dense, large-scale laments (Molinari et al. 2010&metric bands.
Schisano et al. 2014; Wang et al. 2015), dust in HIl regions As the bolometers that constitute the elemental pixels of the
(e.g. Paladini et al. 2012; Tibbs et al. 2012), clumps and m@ACS and SPIRE arrays are érential detectors known to be
sive star formation (e.g. Elia et al. 2010, 2013; Bally et al. 2018; ected by slow thermal drifts with typical=f frequency be-
Battersby etal. 2011; Mottram & Brunt 2012; Wilcock et alhaviour, each tile was observed in two independent passes with
2012; Veneziani et al. 2013; Beltrdn et al. 2013; Strafella et alearly orthogonal scanning directions. Individual astronomical
2015; Tra cante et al. 2015), Galactic central molecular zorabservation requests (AORs) were concatenated ikgrschel
studies (Molinari et al. 2011a; Longmore et al. 2012), triggeretbservation planning tool (HSpot) so that the two scanning
star formation (Zavagno et al. 2010), and nally dust aroungasses were executed immediately one after the other for each
post-main-sequence objects (Umana et al. 2012; Martinavatite. This strategy was chosen so that a given position in the sky
Armengol et al., in prep.). More papers are in preparation yas observed by as many pixels as possible and ierdnt scan-
the Hi-GAL Consortium. Although basic Hi-GAL data have alning directions, producing the degree of redundancy needed to
ways been open for public access throughhieeschelScience beat down the correlated and uncorrelated hoise of single
Archive, we are now providing access for the larger commdetectors, thereby allowing recovery of all the emission at the
nity to the high-quality data products (maps and source catalogsjest possible spatial scales. The approach was also designed to
used internally by the Hi-GAL consortium. perfectly couple to the data processing and map-making pipeline
In this paper we present the rst public release of Hi-GAlspeci cally developed for the Hi-GAL project (see Sect. 3).
data products (DR1). DR1 is limited to the inner Milky Way The satellite scan speed in pMode was set to its maximum
in the longitude range-68 ) 70 and latitude range value of 60°°per second, with a detector sampling rate of 40 Hz
1 b 1,andconsists of calibrated and astrometrically refor PACS and 10 Hz for SPIRE. The spatial sampling is there-
istered images at 70, 160, 250, 350, and 501 plus compact- fore 1.%%nd 6.6%or PACS and SPIRE, respectively, enough to
source catalogues, delivered via an image cutout service pXyquist sample all the nominal diaction-limit beams'([6.0,
vided by the ASI Science Data Cerltewe present and discuss12.0, 18.0, 24.0, 35.8at [70,160, 250, 350, 500] m, respec-
the production methods and characterisation of the images &mdly). However, because of the limited transmission bandwidth,
catalogues considered according to their band-speci ¢ prop#te PACS data were co-added on-bobietsche] with a com-
ties. A full systematic analysis of the physical properties giression of eight and four consecutive frames at 70 and 160
dense, star-forming and potentially star-forming condensatign®ducing an eective spatial sampling of $#2and 6°at 70 and
(reconstructed from the band-merged Hi-GAL photometric cek60 m respectively. Therefore, in pMode, the PACS beams are
alogues with augmented SED coverage from ancillary survayst Nyquist sampled and the resulting point-spread functions
from the mid-IR to the millimetre) will be presented in Elia et al.(PSFs) are elongated along the scan direction with a measured
(inprep.). A rst systematic analysis of far-IR properties of possize of 58%° 12:1%and 114 13:4%at 70 m and 160 m,
main-sequence objects based on the Hi-GAL catalogues is pespectively (Lutz 2013).

sented in Martinavarro-Armengol et al. (in prep.). Table C.1 summarizes a few details of the observations. Col-
umn 1 is an assigned eld name for each tile, Cols52eport
2. Observations the approximate coordinates of the tile centre, Cols. 6 and 7 in-

-~ ; ; icate the date of the observation for each tile, both in standard
The motivations and observing strategy adopted for the Hi-G Ica ; : i
Survey are described in detail in Molinari et al. (2010b). ThHermat and in OD number (observation day, starting from date

complete survey was assembled in three instalments of obsféé—anuonrgmélcaﬂg'oilh% rgﬁ(;?ts?:nséﬁgc%rgﬁ ((slé-(l;)boeflct)r\;ve) tﬂ)e :anther
ing time granted in open time competition in each of the thr 9 » t0g

calls issued during thelerschelproject lifetime. Because of aWr;tih lire]f ﬁf’:ccﬁztde?Ooetg'cehr\g;%no'gggrt\'/;ﬁggn (OBSID) number
clerical inconsistency in determining the duration time of the qSPll)?\/’E was used in bright-source mode.in the three tiles of
observations, a longitude range of aboutréextent in the outer e survey closest to the Gglactic centre (roughly centred at lon-
Galaxy could not be executed in the observing time formal études+2 "0 and 2 ). This was done to avoid the widespread
granted for the complete plane coverage, and director's disc¥e; = .. . Lo e

saturation and non-linearities in the detector response that are

tionary time was additionally granted to obtain the 380de herwise likely to occur on the extraordinarily strong back-
coverage. The total observing time amounted to slightly moPs y y 9

than 900 h, making the full Hi-GAL survey the largest obser\5lround emission in that region. In this observing mode, the lim-
: ' : ited 12-bit dynamical range of the analog-to-digital converters in
ing program carried out bierschel

The Hi-GAL observations were acquired by subdividing thtré;ﬁtd\?;?fégr m'hqz @;en;;etﬂrg;%%nciish;%gieéggagt-r;ﬁ;nlggétcg;-
surveyed area into square tiles o2:2 in size, to obtain com- ' Y,

o . : greatly decreased sensitivity. In bright-source mode SPIRE is
plete coverage ofoj 1 strip of the Galactic plane at 70, 160, uch less capable of detecting intermediate and low- ux com-

250, 350, and 500m simultaneously. Each tile was observed' )
with the PACS (Poglitsch et al. 2010) and SPIRE (Grietal, Pact sources (see Fig. 20, last three panels).

2010) cameras in parallel mode (pMode), speci cally designed

to optimise data acquisition for large-area multi-wavelength sy- proquction of the photometric maps

veys. In pMode the PACS and SPIRE cameras are used simulta-

neously, e ectively makingHerschela ve-band imaging cam- The data reduction was carried out using the ROMAGAL
era spanning a decade in wavelength. Since the elds of viewdsta-processing software described in detail in Tra cante et al.
the PACS and SPIRE cameras areset by 2Pin the plane of (2011). In short, the pipeline uses standbietschelinteractive

1 Accessible from the VIALACTEA project portal ahttp:/ 2 http://herschel.esac.esa.int/twiki/pub/Public/
vialactea.iaps.inaf.it PacsCalibrationWeb/bolopsf_20.pdf
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Fig. 1. Three-colour image (blue 70m, green 160 m, red 350 m) of a three-tile mosaic eld around 336 *~ < 335.

processing environment (HIPE) (Ott 2010) processing up to lelsnds and with 2.66 pixels in the PACS bands. Saturated pixels
0.5, where the signal from individual detectors is photometiin the maps are a consequence of signal saturation for all TODs
cally calibrated and each detector has its sky position assignealering the speci c pixel, which is due to the necessary limita-
Subsequent steps in the data reduction were carried out usirgas in the dynamical range of DAC converters at the detection
dedicated pipeline written by the Hi-GAL consortium. Fast angtage. A list of locations where saturation is reached is reported
slow detector glitches arising from particle hits onto the deteicr Appendix B.
tors are identi ed and the acted portions of the data are agged It is clearly not possible to report even in electronic form
in each detector's time ordered data (TOD). Slow detector driftse complete list of images for all wavelengths and all the tiles
arising from f noise are estimated and subtracted; for PAC8f Table C.1 in this paper. We choose here to show only one
the drifts are estimated at subarray level as each 16 array gure (Fig. 1) as a three-colour image of a three-tile mosaic in
matrix shares the same readout electronics. The core of the ntap-longitude range 330< ° < 335 to set the framework for
making implements a generalised least-squares (GLS) algorittita subsequent sections (see Sects. 4 and 5.1), describing the
that is ideally designed to use redundancy to minimise resjtoperties of the compact-source catalogues. The maps deliver a
ual uncorrelated 4f detector noise by Itering in Fourier spacestunning view of the GP at all Hi-GAL wavelengths with a detail
(Natoli et al. 2001). To deliver optimal results, the code (i.e. eatfiat is unattainable from any ground-based millimetre-wave fa-
GLS-based code) requires that the detector noise propertiesdig now and in the foreseeable future. Extended emission with
regularly sampled in time over the entire duration of the obsext least two orders of magnitude dynamical range in intensity is
vations. For this reason, we implemented a pre-processing stegjgeved at all spatial scales from the most compact objects to
where the sections of the TOD agged as bad data (e.g. duethe extent of the entire tile. We show in the next sections that
a glitch removal or signal saturation) are replaced with arti ciadlompact sources within these multiple complex, extended struc-
samples in which the data are set to 0, but where the noiséures have a very low peak-to-background contrast ratio (gener-
added using a constrained noise realisation using the noise &y below 1). This makes the detection and ux computation of
guency properties estimated from valid data immediately befarempact sources an extremely complex task, where it is in par-
and after the agged section. ticular di cult to identify a gure of merit that can be used to
The pixel sizes of the ROMAGAL maps account for thenambiguously distinguish reliable from unreliable sources.
larger-than-nominal PACS PSFs and are setto [3.2, 4.5, 6.0, 8.0,The pipeline is augmented with a module speci cally devel-
11.5PCat [70, 160, 250, 350, 500]m respectively. This choice oped by the Hi-GAL team to compensate for the high-frequency
represents a good compromise between the need to sampleattefacts that the GLS map-making technique used in ROMA-
PSF as also determined for point-like objects in Hi-GAL mapSAL (as in many other approaches, like MadMap or Scanamor-
with at least three pixels, while avoiding (for PACS 76 and phos) is known to introduce to the maps, namely crosses and
160 m) excessively small pixels in which the hit statistics détripes corresponding to the brightest sources. The left panel in
the detector sampling are too low, resulting in increased pix&lig. 2 shows a typical example of these features that are intro-
to-pixel noise. For the PACS bands this arises becausdehe duced by the noise Iter deconvolution carried out by the GLS
schelscanning strategy in pMode implements an on-board frammap-maker in Fourier space when the ux is strongly varying
co-adding (see Sect. 2), resulting in areetive decrease in sam-with position, as is the case for point-like sources. We nd that
pling rate. The pixel size of the images is therefore such that titre minimum within a negative cross feature is proportional to
beam FWHM is sampled with three pixels for the three SPIREe peak brightness of the source and amount2t6% of this
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Fig. 2. Left panel particulars of a point source as reconstructed by the

ROMAGAL map-making for PACS at 70m; the typical cross feature (-~ 1L 0guso
introduced by the GLS map-maker when performing the noise Iter de- : { Ceso
convolution in Fourier space over strongly varying signal (as is the case | | |

for point-like sources) is clearly seen (image in log scale). The mini- £ J Caseo
mum within the negative cross scales &5% of the peak source ux. po " P 5 Y,

Right panel same as left panel with the same scale and colour stretch, Galactic Longitude (deg)

but after applying the correction devised by Piazzo et al. (2012). The

angular extent of the region imaged i§°  4°. Fig. 3. Distribution as a function of Galactic longitude of the median

brightness (full lines) and its rms (dashed lines) in regions within each
Hi-GAL tile where the brightness levels are below the 10 percentiles of
the brightness distribution for that tile. Hi-GAL bands are colour-coded
| It is theref t t ti inciole. but it as follows: blue for PACS 70m, cyan for PACS 160 m, green for

value. ILIS thereiore not a strong €ct in principle, but It €an gppe 550 m, yellow for SPIRE 350 m, and red for SPIRE 500m.

be quite annoying for relatively faint nearby objects and for th&e\s on the right margin of the gure mark the values of the theoret-

determination of the surrounding dise emission; it is also aes+cal sensitivities predicted by the @ial PACISPIRE time estimator

thetically undesirable. (available in HSpot) for observations in pMode with°&0! scanning

To correct for these eects, which are particularly visible in speed.
the PACS 70-m, and to a lesser extent, in the 16@+images, a
weighted post-processing of the GLS maps (WGLS, Piazzo et al.

2012) was applied to nally obtain images from which thestémperatures 16i¢ T < 20K, as determined by Paradis et al.
artefacts are removed (r|ght pane| in F|g 2) (2010) from detailed mOdeI“ng of Hi-GAL data in selected re-

gions of the GP.
) ) ) It should be noted that the Hi-GAL ROMAGAL pipeline
3.1. Noise properties of the Hi-GAL maps used for DR1 is successfully delivering the PACS and SPIRE

. . . . redicted sensitivities with the very bright and complex ISM
To characterise the noise properties of the Hi-GAL DR1 ma| ission on the GP, while preserving in the data processing

we con5|dered_all the tiles in each banq, 'OC"’!“”Q and anqus%in the signal at all spatial scales with no spatial scale Itering.
those map regions where the lowest signal is found. This was

done by computing the pixel brightness distribution and select-

ing pixels where the brightness was below the lowest 10 p@r2. Astrometric corrections

centiles. We subsequently considered always for each tile and _ ) ) )
each band separately only those pixels that formed connecfddnough the map-making algorithm was run for each tile using
areas with at least 100 pixels each. In these we computed i@ same projection centre for all bands, the PACS and SPIRE
median of the brightness and the mean of its rms. These quaf@ps are slightly misaligned, possibly due to a residual uncal-
ties are reported in Fig. 3 as full and dashed lines as a functiffated e ect in the basic astrometric calibration that is carried
of Galactic longitude. The gure reports for each band the digut in the HIPE environment. Excellent map alignment is es-
tribution of the lowest brightness levels and the correspondiggmIal to generate products such as column-density maps (e.g.
rms found in each tile. The coloured ticks on the right margin &fla et al. 2013) or to positionally match source counterparts at
the gure represent the 1brightness sensitivities in Mdsr pre- di erent wavelengths.

dicted by the PACS and SPIRE time estimator for the Hi-GAL As the images obtained with the same instrument (PACS
observing strategy, with two independent orthogonal scans taksrSPIRE) are internally aligned, we initially aligned the PACS
in parallel mode at a scanning speed of%0" . 70 mimages to match the astrometry of BgitzefMIPSGAL

Brightness levels are always well above the instrument seri§iages at 24 m. This has the advantage that the two instru-
tivities, showing that even in the faintest regions mapped by Fq_peniwavelength comblnatlons deliver the same s.patlal resQIu-
GAL, we are limited by cirrus brightness and cirrus noise emifon. The astrometric accuracy of the MIPSGAL images with
sion by big grains (Desert et al. 1990) for 160 m, except 'eSpectto higher resolution IRAC and 2MASS is better tha#?
perhaps at the outskirts of the Hi-GAL DR1 longitude rang@n average (Carey et al. 2009).
where the minimum signal rms is close or equal to the predicted For each tile, we visually selected a number of sources across
detector noise. An exception is the 76 emission, where the the maps (typically more than six) that appear relatively isolated
brightness of the diuse cirrus that dominates at longer waveand compact both at 24 and 7én. The implicit assumption is
lengths drops signi cantly (Bernard et al. 2010). The #@- that the two counterparts are the same physical source. This is
brightness levels reach (or cross) the respective rms values miggsonable as long as we avoid selecting sources in relatively
earlier, moving away from the Galactic centre, than in the otheiowded star-forming regions where sources inedent evolu-
bands. The fact that the most intense emission is reachedi@iary stages (and hence intrinsically dient SED shapes) are
160 m and then decreases toward 500 is in excellent agree- generally found. We extracted the selected sources in both im-
ment with expectations for duse, optically thin cirrus dust atages and determined an averdgke b] shift to minimize the
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0 sets between the positions of the selected sources in the24- Y/ R B I B B
and 70- m maps. This mean shift correction was then applied to I N T
the astrometric keywords in the FITS headers of the PACS maps. T T

The SPIRE maps were aligned by bootstrapping from the 2 T -
aligned PACS images. For each tile we selected a number AL
of sources that appeared compact and isolated both in PACS AN
160 m and SPIRE 250m. In a similar way to the alignment 0 ‘:L‘_\ A
of the 70- m PACS images, we extracted the selected sources in_ T a
both maps and compared the source positions in the two ban
to determine an average shift that minimizes the positional dif(o —2
ferences. This average shift was then applied to correct the agy ——

-—

trometric keywords in the FITS headers of all SPIRE maps. % ! 4 :”Hu AR ‘ﬁ :

The corrections estimated for each tile are shown in Fig. 42 —4 [ A THEREE ol . ]
for PACS (cross signs) and SPIRE (triangles) images, taking the L ey 1 DN —
SpitzefMIPSGAL images as a reference. Corrections can be as Lo AT A :
large as Bin absolute terms, meaning they are particularly sig- -6r + - T
ni cant for the PACS 70-m band where they can reach about I S 1A ]
two-thirds of the image reconstructed FWHM beam width. The
outlier point at the top right corner of the plot corresponds to the -8l
tile centred at = 299, which was taken during theerschel —6 —4 -2 0 2 4 6
performance veri cation phase. Thterschelastrometric accu- "

0 delta GLON ()

racy evolved throughout the mission because sources of errors

in the star trackers and in general in the pointing reconstruction 5 prererer e e 20 [ e e e
have been isolated and recovered. One of the main problems up

to OD 320 were the speed bumps that caused large variations in

the scanning speed of the telescope. These bumps occurred when
a tracking star passed over bad pixels of the optical telecope's '3[
CCD. This e ect was corrected for by lowering the operational§

temperature of the tracking telescopes. In general, the astromét-
ric accuracy up to OD 320 was better than 2 arcsec, but outlieis
at more than 8 arcsec were observed (for a detailed report on the
Herschelastrometric accuracy see Sanchez-Portal et al. 2014) £

The error bars in Fig. 4 represent the rms of the source c&
ordinates used to estimate theset corrections with respect to 5f
their mean value. The distribution of these values is reported in
the lower panels of Fig. 4; they are centred around the median -
values [ GLON, GLAT] = [0%9, (¥8] for the PACS images o Ao UL
(lower left panel of Fig. 4), and p¥, 19%] for the SPIRE im- 0 1 5 3 4
ages (lower right panel), and may be considered an estimate of rms[delta GLON] () rms[delta GLAT] ()
the typical residual uncertainty of the source coordinates. These
amountto 10% of the PSF FWHM as estimated from compadig. 4. Top panel astrometry shifts in Galactic longitude éxis) and
sources in the images. It is interesting to note that there are a fatijude § axis), estimated for each tile in arcseconds. Crosses are for
outliers in the distributions, particularly apparent for the PACRACS tiles while triangles are for SPIRE tiles. The error bars represent
shifts, but even for their maximum values they are below half %h”:;8:;gt‘?osfh“gi‘;erg:;ég{{\‘/aeter:e”;neS;%ngﬁ%‘;;i?;ﬁgg;ﬁg%‘:
the PACS bea”? .at 70m. As mentloned_ at the beginning of theof the rms of the longitude (full lines) and latitude (dashed lines) shifts
section, an additional averag®ancertainty should be added iNastimated for PACSI€ft pane) and SPIRE fght pane).

quadrature to account for the MIPSGAL pointing accuracy.

i
58
+ |

ﬁ:%
\
|

i =

P PRI B B RPN BT BRI

Number of Tiles

Hi-GAL maps are compared with the IRIS amanckall-sky
3.3. Map photometric offset calibration maps (hereafter called “model”).

Although the PACS and SPIRE images are calibrated intern%;ﬁ;?xaraek;msfr:)nn?dtﬁle’ Vgiglszev?/etgesi%gr?dThae%ﬁa%rglﬁr(]:;epi Into

in Jy/pixel and Jybeam, respectively, their zero point level igp 51 in Planck Collaboration IX (2011). Since tHersche)

not. To bring the images to a common calibrated zero level, gl and IRAS photometric channels are dent, the com-
0 set was therefore applied to the maps. The photometric arison requires frequency interpolation with diential colour

sets of the Hi-GAL maps were determined through a comparis Wrection and the use of a model. We -

. ; . predicted the shape of
between the Hi-GAL data and tfi@lanckand IRIS (improved o omission spectrum in each pixel using the Dustffdde
reprocessing of 'the lRAS survey) all-sky maps, following th ompiégne et al. 2011), computed for an intensity of the ra-
ﬂgﬁsecﬂgrig[?ssgll:r?g(:Iganr?]:)nr?Egs%tlL?:i.o(nZg%?gé\Ilgnissg;?;r:gid iGtion eld best matching the dust temperature, derived from
high-frequency maps ofBind projected them into the HEALPixthe combination of the IRIS 100m and thePlanck 857-GHz
pixelisation scheme (Gorski et al. 2005) following the drizzling http://cade.irap.omp.eu
procedure described in Paradis et al. (2012), which preseryeseehttp://dustemwrap.irap.omp.eu/ andhttp://www.ias.
the photometric accuracy of the input maps. These smoothedsud.fr/'DUSTEM/
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and 353-GHz maps. The dust temperature assumed is that of 1.000f T
Planck Collaboration 1X (2011) with the standard dust distribu- F Diagér)l(gi g;;ggggﬂg
tion of Compiegne etal. (2011). For a given PACS or SPIRE
band, the model was normalized to the data at the IRAS or
Planck band at the nearest frequency to the considéted 0.100 ¢
schelband, and a predicted Besolution model image was con- . E
structed. These nearest frequencies are the IRASn®Gnd
Planck857-GHz bands for the PACS 70w and 160-m bands,
respectively, and thBlanck857-GHz, 857-GHz, and 545-GHz 0.010 L
bands for the SPIRE 250m, 350- m, and 500-m bands, re- TR A
spectively. In this process, the dirential colour correction be- E
tween IRAS orPlanck and theHerschelband under consid- [
eration was also taken into account using the spectral shape

. . . . 0.001 I
predicted by the model on a pixel-by-pixel basis. 1 10 100

This resyltmg model image was compargd with the FWHM (pixels)

smoothed Hi-GAL data through a linear correlation analysis,
the intercept of which provides the set level to be added Fig. 5. Relative attenuation of the peak intensity induced by the deriva-
to the Herscheldata to best match the IRIS amlanck data. tive Itering as a function of thB_scaIe of the structure. The diagonal
This analysis also provides gain corrections (i.e. a slope of unilijections have been divided by2 to take the longer distance along
between the data and the model), but these are well below tra diagonals w_ith respect to the normal axis into account. For sc_ales
cumulative relative uncertainties in the datasets used and in {@jier than 6 pixels, the damping increases as a power -law function
dust modelling assumptions, and within 10%, on average, in [ @" exponent 2. The dark grey dashed line refers to the typical size
bands. The standaHerschelphotometric calibration was there-" pixels of the PSF in Hi-GAL maps.
fore assumed, and no additional gain corrections were applied.

We also note that th@lanck data used do not have the samg|gorithms, the OTEXS photometry code, standing for CUrva-
absqlute calibration as the.publicly avai_lable version. A forthgre Thresholding EXtractor, adopts a drent design philoso-
coming processing of the Hi-GAL data will use the late&tnck phy, looking for the pixels in the map with the highest curvature
calibration and will allow for a global gain correction. by computing the second derivative of the map. All the clumps
of pixels above a de ned threshold are analysed, and those larger
than a certain area are kept as candidate detections. The pixels of
4. Generation of photometric catalogues the large clumps are checked to determine enhancement of cur-
from Hi-GAL maps vature in the case of multiple sources. For each detection, an esti-
. o ~mate for the size of the source is determined by tting an ellipse
In comparison to the ground-based submillimetre-continuug the positions of the minima of the second derivative in each
surveys, theHerschelinstruments do not ster from the need of the eight principal directions. The output uxes and sizes are
to correct for varying atmospheric emission and absorptiafetermined by simultaneously tting elliptical Gaussian func-
allowing recovery of the rich and highly structured largegons plus a second-order 2D surface for the background. All the
scale emission from Galactic cirrus and extended clouds. Sugirces whose detected centres are closer than twice the instru-
variable and complex backgrounds, however, severely hiental PSF are tted together to separate their uxes.
der the use of traditional methods to detect CompaCt SourceSThe Gaussian tt|ng was carried out for each source by con-
based on the thresholding of the intensity image. Such mefidering a tting window centred on each source and with a
ods are widely used by large-scale millimetre and radio SWjidth of three times the instrumental PSF to ensure that we in-
veys from ground-based facilities, such as the Bolocam GRfaded su cient space surrounding the source for a reliable es-
(Rosolowsky etal. 2010), CORNISH (Purcell etal. 2013), @fmate of the background. This has the drawback that the pixels
ATLASGAL (Contreras et al. 2013), where dise emission is ysed to constrain the background are numerically predominant
ltered out either by atmospheric variation correction or the ingjth respect to the pixels characterising the source; to counter-
strumental transfer function. The possibility of processite-  palance this eect, the pixels located within a distance equal to

schelimages using high-pass lItering was discarded for varioyge initial guess-estimated source size from the source position
reasons. First of all, it would be dicult to choose a thresholdgre given a higher weight in the t.

in spatial scale. Dust cores and clumps are compact but, depend-
ing on their distance and physical scale, may not be point-like o ) .
(i.e. unresolved). A spatial Itering scale threshold too close tb1. Characterisation of the photometric algorithm

the PSF will remove power from compact but resolved source§,tgy a5 a derivative-based detection algorithm, acts as a high-
while a threshold high enough to ensure that no power is '?g;s spatial Iter; however, contrary to simple median or box-

1on

Attenuat|

moved from scales corresponding to two to three times the Pl Itering, derivative Itering has inherent multiscale capabil-

will prove ine ective to improve source detection in crowdegog py selectively Itering out the larger of the spatial scales

elds. A second reason is that any high-pass spatial ltering 5 continuous way with higher eciency. This behaviour is
will introduce negative lobes with intensities proportional to th%

briah f th ded emissi v hindering th own in Fig.5, where we report for Gaussians with increas-
rightness of the extended emission, severely hindering the g widths the ratio between the second derivative image and
tection of faint sources that fall within those features.

the original one at the peak position as a function of the spatial

In a previous work, Molinari etal. (2011b) introduced &caje expressed in pixels. The results shown are obtained on a
new method to detect sources and extract their uxes tailored

to the case of the complex and structured background presergee http://herschel.asdc.asi.it/index.php?page=
in IR/sub-mm observations. With respect to other populantex.html
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L (Pixels) Several conclusions can be drawn from the analysis of these

T - 3 functions. First, the transfer function is the same, regardless of
! 1039 ] the mapped region, for scales larger than the PSF. Second, the

[ i ] damping introduced by the derivative operator found in Fig.5 is

Y~ N . . .

100 Ap ' 1048 also con rmed for real maps. From an investigation of a sample
TF //t\/ \ of very extended sources in the Hi-GAL maps, we estimated that

10.00f

AN ] CuTEX s not able to recover most of the sources with sizes larger
i "\\ 1 than three times the PSF (see also Fig. 18), being completely in-
0.10fF ! \ . sensitive to any source larger thab times the PSF. The third

Transfer Function

\ ] conclusion resulting from Fig. 6 is that the derivative Itering in-
\ 1 troduces an ampli cation for scales smaller than the PSF. This
0.01' . ; \ . ] means that any pixel-to-pixel noise present in the intensity map
10 100 is increased in the second derivative maps. Slighedinces be-
Spatial Scale (arcsec) tween the dierent tested elds are only visible at scales below
) ) o the PSF (the dashed line in the gure) but are not relevant for the
et e e ormpne by CeTi e tecionof eal sources. To quanify s ncrease, e tesed e
spectra of the intensity image for SPIRE 25 as a function of spa- € ectofthe derlva_tlve_operator on pure (.‘;aU.SS'an noise maps and
tial scale expressed in arcseconds and in pixels (ugpetis). Each fqun_d th_at thg noise in the Sec‘?”@‘ derlvatl\_/e fOHOWS, t_he same
colour corresponds to a dérent map; black to the 1037, red to thedistribution, with a standard deviation 1.13 times the initial one.
1039, blue to the 1041, green to the 1046, and yellow to the 1048 eldl his behaviour is not unexpected because of the linearity prop-
All the functions overlap for scales larger than the PSF, indicated agties of the derivative ltering.
dark grey dashed line, and decrease following a power law with an ex-
ponent —3.9. The black dot-dashed line indicates the scale at which
the transfer function is equal to unity. Scales smaller than this result in . .
an overall ampli cation in the second derivative maps. The light gre§-2- Choice of the extraction threshold
dot-dashed line traces the scale above which the extended sources be-
come confused with the background in the derivative image. This valie similar way to source extraction performed on images of
corresponds approximately t@ times the PSF. Similar plots are foundsurface brightness distribution, it is useful to set an extraction
for other wavelengths, and the functions completely overlap when #figeshold as a function of the local curvature rms instead of
spatial scales are expressed in pixels. adopting a constant absolute value. In this way, the depth of
the extraction is adapted to the complexity of the morphological
properties and to the intensity of the background that constitutes
the dominant ux contribution in the far -infrared toward the GP.
simulated image where the FWHM of the PSF is sampled by Although the adoption of a detection threshold in the second
three pixels, and therefore is a general result applicable to atgrivative image is certainly less intuitive than adopting a thresh-
map that shares this characteristic, like therschelmaps we old on the ux brightness map, we have shown above that the
present here. Figure 5 shows that the peak intensity of a poimbise statistical properties do not change from ux maps to ux
like source, with a FWHM of 3 pixels (i.e. 1 PSF), is damped incurvature maps (except for a small increase in the width of the
the second derivative image t@0% of its original value, while noise distribution), so that the notion of a threshold that adapts
an extended source with FWHM of7.5 pixels (i.e. 2.5 PSF) to the local noise properties can also be applied to detection on
and the same peak intensity is damped &% of the origi- the curvature images.

nal value. In other words, a point source in the intensity map The choice of an optimal source extraction threshold al-

that is ten times fainter (contrast 0.1), for instance, than the s@iays results from a compromise between the need to extract
rounding background, with a typical scale of order 15 pixelghe faintest real sources and the need to minimize the number
thatis, 5 PSF, will appear in the derivative map as.7 times  of false detections. Pushing the detection threshold to increas-
brighter than the background (contrast 1.7). Given the trendifgly lower values to extract ever fainter sources is of course of
Fig. 5, where attenuation decreases following a power-law kfimimal use if the majority of these faint extracted sources have
haviour with an exponent -2, it is then possible to detect sourgesigh probability of being false positives, therefore consider-

with less favourable contrast the larger the background typieadly limiting the catalogue completeness and reliability. Unfor-

scale. Clearly, the method has the inherent drawback of betagately, there is no exact way to control the number of false pos-
most e ective for more compact objects (see below). itives extracted from real images because there is no control list

To con rm the performances of CuTEX's derivative operatofror real sources present, so that a number of a posteriori checks
for real maps, we computed the power spectrum of the secéi§ Needed to determine this optimal threshold value.
derivative image for each map, averaging the spectra obtained forThe procedure we adopted to estimate the optimal extraction
each derivative direction. We then divided each derivative powdfeshold is to make extensive synthetic source experiments to
spectrum by the power spectrum of the parent intensity imag:e_aracterise the ux completeness levels obtained foedknt
These ratios are proportional to the module square of the traR$TEX extraction thresholds. in all ve Hi-GAL photometric
fer function of the derivative operator used by CuTEx. Figurel®nds, where . is in units of the rms of the local values of the
shows these ratios for ve dierent maps (indicated with dér- second derivatives of the image brightness averaged over four
ent colours in the gure) for 250-m observations. Similar plots directions (see Molinari et al. 2011b).
are found for the other wavelengths, where the onlyedence As it is clearly impractical to make these studies over the
is a shift in angular spatial scale that is due to thesdént pixel entire set of Hi-GAL tiles, we chose three tiles at Galactic lon-
scales. The scale in the uppeaxis is in pixels and insensitive gitudes of 19, 30, and 59 degrees that are representative of the
to the speci c pixel angular scale. widely variable fore-to-background conditions that can be found
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over the entire survey. For each of these tiles and for each ob-
served band, hundreds of synthetic sources were injected at dif-
ferent ux levels. We then ran UTEX for a set of extraction
thresholds . from 3 to 0.5, estimating for each threshold the
ux for which 90% of the synthetic sources were successfully,,
recovered. We veri ed that, for each of the three tiles, the 900/"&;
completeness uxes decrease with decreasing extraction thresh-
old. For the three SPIRE bands, we see that this decrease a-
tens, starting at, 2, meaning that we do not gain in depth of 3§ 1000f
extraction at lower thresholds. We emphasise that our arti ci
source experiments provide the same optimal value for the ex-
traction threshold independently of the tile used, in spite of the
very di erent properties of the duse and structured background
exhibited by the Hi-GAL images in the longitude range covered
in DR1. This is a convenient feature of the detection method, 100 !
which is clearly able to deliver similar performances with very
similar parameters in widely derent elds. We then adopted

¢ = 2 as the extraction threshold for the SPIRE bands. 1000 y " " " " T

For the PACS 70-m and 160-m bands, the decrease of the

90% completeness uxes continues below= 2. This apparent
gain in the number of reliable sources detected at increasing
lower thresholds is probably due to increasing numbers of false-
positive detections. We characterise theet of false positives @ 100F
by evaluating the number of extracted sources in thesidint :
bands as a function of the extraction threshold. Figure 7 top r i
ports the number of sources detected in the three tiles (indicated |
by the di erent colours) at 70, 160 and 25t (solid, dashed, E’
and dotted lines) as a function of the extraction threshold. The 10F
gure shows that in all cases tHé- . relations tend to become 2 C
steeper below .  2; we emphasise this in Fig. 7 in one case i .
by tting two power laws to two portions of thé&\- . for the L S
70 m case of = 59 (the two thin dotted lines). A similar . . . . .
behaviour is exhibited for all the other cases, and we interpret 1
this increase of rate in detected sources fpr 2 as an indica- Extraction threshold (o)

tion of increased contamination of false detections. It is, strictty 7 Top panel number of sources extracted WIthiTEX as a func-
speaking, impossible to verify this claim on real images beca % of extraction threshold for the 70m (thick solid lines), 160 m

we do not have a truth table for the sources that aCBVely o1 dashed lines), and 250n bands (dotted thick lines) for three Hi-
present. We then _used a subset of the extensive simulations Bt tiles with very di erent background conditions:= 19 (green
formed in Molinari et al. (2011b), where we presented and ch@ifres),” = 30 (red lines) and = 59 (black lines). The thin dotted
acterised the CuTEx package; the bottom panel of Fig. 7 repaifies are power-law ts to the initial and mid portions of the . re-

the number of true detected sources (full line) and the numbafonship at 70 m for the = 59 tile and are shown to emphasise
of false positives (dashed line) as a function of the extractite change in slope that is visible for all functions fay < 2. Bottom
threshold for a simulation of 1000 synthetic sources (that We?@n'el detection sta_tistics for the simulated source experiments reported
reported in the top-left panel of Fig. 7 in Molinari et al. 2011b)N Fig. 7 of Molinari et al. (2011b) for a ux of 0.1Jy; the total number
This shows that for decreasing extraction thresholds, the nu%_smulated sources is 1000. The full line reports the number of true

. . : ces recovered, while the dashed line reports the number of false
ber of false-positive detections increases faster than the nurrﬁ)oéspi’tives as a function of extraction threshold. It is noticeable that the

of real sources. Itis irrelevant here to compare the absolute val; ber of false positives increases faster for decreasing thresholds than

ues of the slopes between the real and simulated cases in Figye fumber of true sources detected, qualitatively explaining the change
or the thresholds where the false positives may become dogjisiope in the real eld detectionsdp pane).

nant because the two cases refer to veryedént situations (see

Molinari et al. (2011b) for more information on the simulations

carried out). It is important here that the faster increase of falgg Generation of the source catalogues

positives with respect to real sources as a function of decreasing

threshold may qualitatively explain the change of slopes in tiS®urces were extracted independently for each Hi-GAL tile and

detection rates with thresholds that we see in the real elds in tfi@ each band using @TEX with an extraction threshold. = 2.

top panel of Fig. 7. As each map tile results from the combination of two observa-
To be conservative for this rst catalogue release, we chosens of the same area scanned in nearly orthogonal directions

to adopt an extraction threshold of = 2 also for the 70 m and and since the area scanned in the twoedéent directions is never

160- m PACS bands. The detection threshold might be pushexhctly the same, the marginal areas of the combined maps will

to lower values especially in the PACS bands and toward |layenerally be covered in only one direction, resulting in very poor

absolute Galactic longitudes; this requires more extensive stqdality compared to the majority of the map area. For this reason,

ies of the completeness level analysis and characterisationsvefexcluded such areas from the source extraction. The selection

the real impact of false-positives contamination, however, andofthe optimal map regions was performed manually for each tile

deferred to the release of subsequent photometric cataloguesind separately for the PACS and SPIRE images. These regions

10000 [~

Extraction threshold (o,)

oted
/
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Table 1. Source numbers in the Hi-GAL photometric catalogues. ” 1.1 T T
I -
s . F E
Band Nsources 3 1.0 3 E
PACS-70 m 123, 210 B b 3
PACS-160 m 308, 509 § 09k 3
SPIRE-250 m 280, 685 8
SPIRE-350 m 160, 972 & : ]
SPIRE-500 m 85, 460 5 0.8F =
(] E 70 um
< 2 160 um ————— |3
c 0.7F 250 ym — |4
. : . : S Tk 350 pm 3
will always be at the margins of the tiles, but this does not reo : 500 um
sultin gaps in longitude coverage because the contiguous bord&r o gk , ,
region of any tile will be optimally covered by the adjacent tile. 0.1 1.0 10.0
The full source extraction was carried out on an IBM BladeH Flux Density (Jy)

cluster with seven blades, each equipped with Intel Xeon Dual ) ) )
QuadCores, for a total of 56 processors. Each independent 'ﬁ'%ﬁtfégg{“tpg‘;tf?fgsg;agt'2[}fvi‘i?ha;%re'f;'?&S;sixa%%ngg%gf&hfa?fp
and band ex'@ractlon job was dynamically queued to each pg(?éund at the boundary of the central molecular zone, in therdnt
cessor, allowing us to complete thPT extraction from 6.3 Z Herschelbands for sources with statistically the same sizes as those in
tiles in ve bands in one day. The derent photometry lists for ¢ extracted catalogue.

each band were then merged together to create complete single-

band source catalogues. As there is always a small overlap be-

tween adjacent Hi-GAL tiles, some sources may be detected in

two tiles. In this case, where source positions matched withifrough theHerschelScience Archive and are available via a
one half of the instrumental beam, the detection with the highédicated image cutout and catalogue retrieval setvice
signal-to-noise (M) ratio was accepted into the source cata-

logue. The number of compact sources extracted over the lon-

gitude range considered in this release are reported in Table #.4. Catalogue ux completeness

The CuTEx algorithm detects sources by thresholding on tig quantify the degree of completeness of the extracted source
values of the curvature of the image brightness spatial distists, we carried out an extensive set of arti cial source exper-
bution, and as such is optimised to detect compact objects tfigénts by injecting simulated sources into real Hi-GAL maps.
may be more extended than the instrumental beam. The an@ysen the very time-consuming nature of these experiments, we
sis reported in Sect. 4.1 shows that the second-order derivady@se to carry them out for each band, but only for a subset of
processing ensures dirential enhancement of smaller spatighe entire range of longitudes that is the subject of the present
scales with respect to larger scales also above the instrumepdglase. We visually selected one from every two to three tiles,
PSF. In Sect. 5.3 we verify that the majority of extracted sourcggpending on the variation of the emission seen in the maps as a
have sizes that span the range between 1 and 3 times thefifiction of Galactic longitude. We used a similar methodology
strumental PSF, with most of the objects below2 times the a5 in Sect. 4.2 to determine the optimal extraction threshold, but
beam (see Fig. 18) and axis ratio below 2 (see Fig. 19). In s time we used only one detection threshold and an adaptive
rest of the paper we refer to the compact source catalogueq{qg of trial uxes for the synthetic sources.
s!gnify that the catalogues include relatively round objects With o each band of this subsample, we injected 1000 sources
sizes generally below 2.5 times the beam. modelled as elliptical Gaussians of constant integrated ux, with

The catalogues contain basic information about the detectisines and axis ratios equal to the majority of the compact sources
and the ux estimation for all sources, including source posietermined from the initially extracted list (see Figs. 18 and 19).
tion, peak, and integrated uxes, estimated source size and imthis way, we were able to test the ability to recover a statis-
certainty computed as the brightness residuals after subtractioglly comparable population of sources from the same map.
the tted source-background model. The calibration accurac¥he sources were randomly spread on the map, with the only
of the PACS photometer is of about 5% in all bands (Balog et @bnstraint being to avoid overlap with the positions of the real
2014) because of the uncertainties in the theoretical modelssofirces.
the SED of the stars used as calibrators. For SPIRE the main cal-The simulated data were processed WItHTEX, adopting
ibrator is Neptune and, as for PACS, the main uncertainty COmgge same setup of parameters as used for the initial list, and
from the theoretical model of the planet emission and is esfire outputs were compared with the truth table of the injected
mated at 4% in all the bands (Bendo et al. 2013). sources. To estimate the errors, we iterated the experiment ten

Hi-GAL photometric catalogues are ASCII les in IPACtimes and determined the variation in the fraction of recovered
table format and contain information on source position, pesiQurces. The same process was iterated foergint values of
and integrated uxes, source sizes, locally estimated noise dntégrated ux until we recovered 90% of the sources (with a
background levels, and a number of ags to signal speci ¢ coitelerance of 1%). An example of the recovery fraction as a func-
ditions found during the extraction. The full list of the 60 tablgon of the integrated ux density of the injected sources is given
columns, with explanation of the column contents, can be fouitdFig. 8.
in Appendix A. The number of columns prevents us from show- In Fig. 9 we show the estimated completeness limit as a
ing a preview of the catalogue tables in printed form. The singlemnction of Galactic longitude. The limits for the PACS 7th
band photometric catalogues are delivered to ESA for releas®l 160 m bands are quite regular along the whole range of
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Fig. 9. Ninety percent completeness limits in ux density for a popula-
tion of sources with the same distribution of sizes as the one extracted
by CUTEX as a function of Galactic longitude. The signi cant increase
in the completeness limit in the inner Galaxy and especially close to 200
the Galactic centre is due to the brighter background emission in such
regions.

150

41° tile

longitude. However, while the completeness in the Wdband
is almost constant, at 160m it is higher forj’j 40 . This ]
behaviour is more signi cant in the SPIRE wavebands and in4
creases while moving toward the Galactic centre. It is explaineé
by the overall brighter emission at lower longitudes, making thel
detection of fainter objects a harder task, even with the strong
damping induced by GTEX. £ 5
The completeness limits reported in Fig. 9 should be seen &s
conservative because they are determined by spreading the syn-
thetic sources randomly over each entire tile. However, the dif-
fuse background is highly non-uniform in each tile, but it is dom- f1 e '_C') P— 'O'O' — '0'5' — 'I'O' .
inated by the strong GP emission with a maximum in the central ' ' ‘Golactic Lotitude [deg] ' '
horizontal section of each map, and then decreasing toward the
north and south Galactic directions. A typical example isred Fig. 10.Upper panel250 mimage of the Hi-GAL tile at = 41 . Su-
in Fig. 10, where the upper panel shows the 260image of the _per_lmposed are the sources detected witiTEX. The yellow crosses
tile centred at = 41 . Superimposed are the extracted 250 indicate the sources with uxes above the completeness limit, while

ap magenta crosses indicate the sources with uxes below the com-
compact sources with integrated uxes above (yellow cross t%Steness limitLower panel histograms of latitude distributions for

ar!d below (magenta} crossgs) the ux completeness limit appn m sources, above (full line) and below (dashed line) the complete-
priate for the Galactic longitude at that band (3 Jy, from Fig. 9ess limit.

This is also shown in the lower panel of Fig. 10, where the lat-
itude distribution of the two groups of sources is also reported
with full and dashed lines for sources above and below the c@Bspect to its nearby environment. While the ux estimate re-
fusion limit. lies on the performance of the tting engine as well as on the

The two groups of sources have a veryefient spatial distri- delity of the Gaussian model t to the real source pro les, it
bution, with sources brighter than the completeness limit mOStglc|ear|y important to quantify the ab|||ty of the photometric al-
concentrated at - b 0.2, while the fainter sources aregorithm to separate individual sources when they are very close
uniformly distributed and mostly found toward the map areas each other. To quantify the deblending performance of the al-
where the diuse emission is relatively less intense. The daShgdrithm, we genera‘ted simulations with 2000 sources rand0m|y
line in the lower panel histogram is at because fainter sourcgsstributed in a region whose size represents the typica| foot-
are better detected in lower surface-brightness regions (abgy@t of the Hi-GAL maps. For every set of positions we pro-
and below the plane) than in the central band of the plane.  duced two dierent sets of simulated populations. In the rst

In subsequent releases of the Hi-GAL photometric catgase, we injected sources with sizes of the order of the beam
logues we will provide more precise estimates of the catalogsige. In the second case we simulated a population of extended
completeness limits speci ¢ to derent background conditions. sources modelled as elliptical Gaussians with the FWHM of one
of the two axes drawn from a uniform distribution between 1
4.5. Deblendin and 2.5 times the beam size. The other axis was determined by

assuming an axis ratio randomly drawn from a uniform distribu-

CuTEx is designed to t a Gaussian function to each podion between 0.5 and 1.5 times the beam size. The input sources
tion that shows an enhancement of the second derivative witbre randomly oriented. We computed several simulations with

n l=

00—
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Fig. 11. Curves represent the fraction of blended sources thEEX . - X
'9 urv b : ! es obtained similarly to Hi-GAL.

is not able to deblend as a function of source separation for a sefd

synthetic sources described in the text; simulations in this case are made

for the 250 m images. The full and dashed lines are the results for ) ) )

simulations with extended and point-like sources, respectively. Verti¢ge satellite, results in substantially elongated beams (see Sect. 2

lines represent the size of the beam (dashed), and 75% the size ofalheve) that show signi cant departures from a circularly sym-

beam (dotted). metric morphology. Part of this asymmetry is mitigated by the
coaddition of scans in orthogonal directions, but signi cant de-

) N _ _ N _ partures from an ideal Gaussian symmetry persist. It is then nec-
di erent positions and increasing source densities to estima&gary to estimate correction factors to be applied to the extracted
the deblending performance for cases of both lesser and gregfgt Ex photometry to account for the (incorrect) assumption of
clustering. _ _ _ ~ Gaussian source brightness pro les assumed UYEX.

We processed the simulations with CUTEx and determined \ye adopted an empirical approach to estimate the correc-
its ability to correctly identify individual sources as a functiofjons to the TITEX photometry of PACS images. This was done
of the source pair separation. Because of the large numberb9fperf0rming @TEX photometry, using the same settings as
sources and their relatively high densities, there are several thgged for the Hi-GAL catalogues, on an image of a primary
sand source pairs in each simulation that can be tested for H@f‘schelphotometric calibrator — Bootis Bootiswas ob-

e ectiveness of our deblending algorithm. We plot in Fig. 11 th@yrved during OD 269 in the same conditions as the Hi-GAL
fraction of source pairs that are not resolved into their separafgi¢heryvations (i.e. with two mutually orthogonal scan maps in
components as a function of their relative separation for Si”bbrallel mode with a scanning speed oP%f). The Bootis
lations of the 250 m data (where the maps have a pixel size ¢hages present a nice and clean point-like object with no de-
6%. Similar curves are found for the other wavelengths. The g&ctable di use emission background (ideal photometry condi-
ror bars represent the amplitude of such a fraction found in thgns compared to Hi-GAL). To extend the photometric correc-
Whole set Of Simulaﬂons. The fu” Iine I’efeI’S to the pOpu|atiOﬁlon factors to the more genera' case Of Compact but reso'ved
of extended sources, while the dashed line indicates the resyfigrces, we convolved the images dBootiswith a 2D-circular

for the sample of point sources. The vertical dashed line tragggyussian kernel of increasing size while normalizing integrated
the size of the beam, while the dotted line traces 0.75 times t}g (i.e. ux conserving). The convolving kernels span the inter-
beam. val [0.0, 5.0] ¢ in steps of 0.5, where g is the FWHM de-

Figure 11 shows that CuTEx is able to deblend sources quiigd from the unconvolved Bootispro le. CUTEX integrated
e ectively. Point-like sources are resolved perfectly up to disixes for the entire set of simulations were then compared with
tances that are0.8 times the beam, while extended sources afife expected values in the PACS bands as derived from theo-
properly deblended and identi ed for distances larger thar25  retical models (Miiller et al. 2014). After applying a colour cor-
times the beam. For the extended source case, half of the soysegion estimated following Pezzuto et al. (2012), the uxes of
pairs that are separated by a single beam size are deblendegootis used for the comparison are 15.434 and 2.891 Jy at
Clearly, the Gaussian t for a blended source pair will resultin20 and 160 m, respectively. Figure 12 reports the correction
larger size estimate than the case where the two component§aéfors as estimated from the above analysis as a function of
resolved by the detection algorithm. the FWHM of the compact source considered. The correction
factors decrease rapidly from point-like to minimally resolved
sources. With larger sources, the decrease in the correction factor
is a weaker function of source size. Beam asymmetries, however,
The ux of the source candidates is derived from the paramete¥s clearly persistent and detectable even for relatively extended
of the 2D-Gaussian t found with GTEX. While a 2D Gaussian sources.
is a good and acceptable approximation for the PSF of SPIRE The integrated uxes for each source in the 70 and 160
(SPIRE Instrument Team & Consortium 2014), the same is re#ttalogues were corrected using the curves in Fig. 12 and
true for PACS because of the observing setup adopted for the sources' circularised size (see Sect. 5.3). Both the uncor-
Hi-GAL survey. The on-board coaddition (in groups of eightected and the corrected integrated uxes are reported in the
frames at 70 m and four frames at 160m) while scanning columns FINT and FINT_UNCORR of the source catalogues

4.6. Photometric corrections to integrated uxes
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Fig. 13.Histograms of the integrated uxk for all Hi-GAL compact sources in the ve bands for the entire DR1 survey area. Flux completeness
limits vary with Galactic longitude (see Fig. 9); the spanned longitude range (with the exception of thejijenta) is reported by the colour-
coded and shaded areas in Fig. 9.

(see Appendix A). We emphasise that these correction factorslt is di cult to identify a parameter that can be uniquely
are only valid for images obtained from two scan maps takémken as a measure of the reliability of a source detection. It
in orthogonal directions in pMode with a 3 scanning speed, is important to remember that the background conditions found
and for sources extracted using a 2D Gaussian source matdHerschelwavelengths in the Galactic plane are totally un-
(i.e. they are not valid if PSF- tting or aperture photometry iprecedented. Therefore, criteria based on thed the detected
performed). The same analysis was carried out for SPIRE, Bources (that are reliable criteria in conditions of absent or low
the correction factors estimated were largely within 10% for thmckground), for example, are not straightforward to apply be-
unconvolved Bootisimage, con rming the reliability of the cause compact sources have a variety of sizes (see Sect. 5.3)
Gaussian approximation for the SPIRE beams. Larger soureesl are located on a Galactic ISM background that shows spatial
could not be simulated because of the high spatial densitywairiations at all scales. Figure 14 illustrates the relation between
background compact objects of extragalactic origin but, as sitlge background-subtracted peak ux densities of the sources and
gested by Fig. 12, the ect should be even lower. the intensity of the underlying background emission as estimated
during the 2D Gaussian tting in GTEX. A direct relationship
between the two quantities is apparent in all bands, and Fig. 14
furthermore shows that the peak ux of the sources is always a

5. Properties of the compact source catalogues factor of a few fainter than the value of the background. An addi-
o tional problem is that not only does the background dominate the
5.1. Source uxes and reliability source peak uxes, butits uctuations increase with the absolute

In Eig. 13 we report the distribution of the integrated uxes OI vel of the background. Therefore, since the uncertainties in the
all e>?t.racted cor‘rﬁ) act sources in the ve hoton?etric bands Tg racted source uxes are computed starting from the residu-
P b ; % obtained after subtracting the tted sourtackground (the

histograms report the sources detected within the entire DRI sUFe " 00 one 4 v 2 second-order surface) from the original
vey area. The large spread in detected uxes, while represell:

tative of the entire survey, does not necessarily re ect the aps, the magnitude of the residuals will be higher the higher

R A . he absolute level of the background. This is shown in Fig. 15,
distribution in any individual tile. For example, the sources L:VF‘b;/here the rms of the tted residuals is reported for the various

the faint tail of the distributions originate mainly from the tile .
at higher longitudes and are not dgtected in tilgs like the on;bgtnds as a function of the absolute level of the tted background.
[I;b] = (19, 0) for which we report the completeness limits in ~ The result is that even relatively very bright objects will
Fig. 8, or from regions that are removed from the central latitutkave a limited 8\. We plot in Fig. 16 the relationship between
band around = O . In addition, the objects at the far left side othe integrated uxes and their uncertainties. These uncertainties
each histogram (low ux) are those that are potentially most adire the estimated rms of the image residuals computed by sub-
fected by false positives, as dicussed in Sect. 4.2. We note, htraeting the source as tted and integrating the residual over the
ever, that even if we combine the sources in the four left-masturce's tted area. We see that a large majority of the extracted
bins of each histogram in Frig. 13, these souces combined osturces hav&=N 3 (the blue line in the gure), but rarely
account for 0.8% of the total number of sources in the #0 does the 8N exceed 10. This is the eect of the complex back-
band and for less than 0.1% for the other bands. ground, which makes it dicult to estimate source sizes or even
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Fig. 14.Background-subtracted source peak ux densipgacas a function of the ux density of the underlying backgroufg, as estimated
by the source tting for all Hi-GAL bands as indicated. The ten cyan contours (equally spaced in source density) indicate the source density in tt
most crowded area. Note that the axis scale is not the same in all panels.

to e ectively represent the underlying background during thier this release to be unable to de ne any combination of pa-
source tting process in analytical form. Therefore, it is possibl@meters that may @r a reliable quality ag for all detected
that even relatively good contrast sources may have INsS sources. We therefore issue this rst release of the Hi-GAL cat-
For example, Fig. 17 left shows source 117 in the 280band, alogues with a strong caveat; for the moment, there is no easy
which has a pedkackground contrast ofl (which is relatively shortcut to identify the most reliable sources other than attempt-
high compared to the average conditions represented in Fig. 149, combinations of various parameters (which likely may give
but whose 8\ is only 2. Upon visual inspection, however, thegood results for certain background conditions, but poor results
source detection appears entirely reliable. This reinforces the imoethers) followed by visual inspection of the maps. A blind se-
tion that the quoted uncertainties should not be taken as a didection of sources with high/8 will certainly result in reliable
indication of the reliability of a source detection, but solely afamples, but will miss many reliable objects.
the reliability of the estimated integrated ux. In other words, it This may be mitigated by cross-matching sources iredi
may be di cult to estimate a high- delity ux even for a bright ent bands. The green points in Fig. 16 represent the subset of all
source, given the intensity and complexity of the backgrour@urces for which a counterpart can be positionally matched (see
found in the far-IR in the Galactic plane. Elia et al., in prep.; Martinavarro-Armengol et al., in prep.) in at

It might be tempting then to adopt the contrast value aseast two adjacent wavelength bands. The fact that virtually all
simple-to-use quality indicator for the reliability of a sourcethe green points are above t8&\ = 3 line is an indication that
Unfortunately, there are also several cases where relatively lawpositive match with counterparts in other bands is, at present,
contrast sources have higfN\s. This is demonstrated in Fig. 17most likely the best criterion to ensure the reliability of both the
right, where source 1251 has a contrast 6f15, but aS=N detection and the ux estimate for a source. Several sources that
135. We therefore nd ourselves in the very dtult situation appear with high 8\ at 70 and 160 m in Fig. 16 do not show
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Fig. 15. Rms of the ux density residuals after subtracting the tted souttz@ckground as a function of the ux density of the underlying
backgroundrg,ck, as estimated by the source tting for all Hi-GAL bands as indicated. The ten cyan contours (equally spaced in source density
indicate the source density in the most crowded area. Note that the axis scale is not the same in all panels.

counterparts in at least three Hi-GAL bands (i.e. the black datmchine-learning capabilities. In these techniques, input from a
aboveS=N = 3). For the greater part, these sources have rélained user would teach the algorithm to search for speci ¢ pat-
atively strong counterparts at shorter wavelengths and exhtgitns in the combination of catalogue parameters, thereby allow-
SEDs that decrease longward of 106 and are not detected ating it to automatically identify sources that should be discarded.
SPIRE wavelengths. More complete statistics in this respect will
be presented by Elia et al. (in prep.) and Martinavarro-Armengé)& c ination f lacti
et al. (in prep.), who will discuss the Hi-GAL photometric cat>-2+ “ontamination from extra-galactic sources
alogues in the context of ancillary photometric Galactic plangithough the Galactic plane is inarguably the most unfavourable
surveys such as ATLASGAL (Schuller et al. 2009), MIPSGAlenvironment in which to detect galaxies, there is no doubt that
(Carey et al. 2009), and others. We emphasise once more #tkground galaxies could, in principle, contaminate the detec-
some of the sources witB=N 3 and with counterparts in tion of Galactic sources in Galactic plane surveys (Marleau et al.
three adjacent bands (the green points) have integrated uee®8; Amores et al. 2012). To evaluate the degree of possible
below the completeness limit pertinent to the speci ¢ Galactigontamination from galaxies in our photometric catalogues,
longitude if the source is located more than M3 degrees lat- we took advantage of the shallow cosmological surveys car-
itude on average othe midplane. ried out by Herschelusing the same observing mode as we
As experience accumulates in the use of these cataloguespaed for Hi-GAL. Rigby et al. (2011) reported the photomet-
plan to improve the quality assessment for the catalogue sounéesatalogues for the science demonstration phase elds of the
in subsequent data releases. Ultimately, since there may beHATLAS survey with SPIRE (Eales et al. 2010), showing that
better instrument to judge the reliability of a source than an e-250 m the density of extragalactic sources with an inte-
tronomer's trained eye, a possible strategy could be to deplgnated ux higher than 0.1 Jy is of the order of 10 dégThe
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Fig. 16. Integrated uxF, as a function of its uncertaintyF for all Hi-GAL bands as indicated. The black points are all the sources in each
band catalogue; the ten cyan contours (equally spaced in source density) indicate the source density in the most crowded area. The green p
are the subset of sources that possess a counterpart in at least two adjacent bands (so as to form an SED with at least three photometric point:

Elia et al., in prep.). The blue line represe8tN;; = 3.

Fig. 17.Left panel case of a source at 250n, labelled 117, in which the pefdackground contrast isl (hence relatively high, see Fig. 14), but
the SN is only 2.1.Right panel case of a source at 25@n, labelled 1251, with a very goodi$of 13.5, but with pealkcontrast ratio 0:15.
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distribution of the integrated uxes in the 250n Hi-GAL cat-
alogues reported in Fig. 13 shows that basically all (99.98%)
of the 280000 sources detected at 250 have uxes above

0.1 Jy; as the present catalogue release encompasses a surveyed
area of 270 square degrees, the average density of the 260
Hi-GAL sources is therefore 1000 deg?. The average contam-
ination from extragalactic sources is, therefor&% at 250 m.

Using the same method, the contamination fractions at the other
SPIRE wavelengths ared.7% at 350 m and 0.3% at 500 m.

Given the shape of extragalactic source counts (see Rigby et al.
2011), these estimated contaminations are concentrated toward
the faint end of the Hi-GAL source catalogues. The extragalactic
source density decreases by one order of magnitude from 0.1
to 0.4 Jy, while the number of Hi-GAL 250m sources above

0.4 Jy is still 99.3% of the total. Therefore, contaminatioeet

from extragalactic background sources is negligible and limited
to integrated uxes below 0.4 Jy at 250m. The situation is
even more favourable at the other SPIRE wavelengths. This is
marginally visible in the histograms of Fig. 13.

For the PACS bands, Lutz et al. (2011) provided photomet-
ric catalogs from the PEP program, which surveyed well-known
cosmological elds. About 125 sources with uxes above 0.1 Jy
at 160 m are detected in the 2.78 sqg. deg. PEP elds, corre-
sponding to about 45 dey Using the same approach as for
the SPIRE bands, this corresponds to a contamination fraction
from extragalactic sources of about 4%. However, the PEP PACS
maps were taken in prime mode with a scan speed 87s20
achieving much higher sensitivities than in parallel mode obser-
vations, especially in the virtually background-free conditions
typical of cosmological elds. Lutz et al. (2011) quoted Boise
levels of 8 mJy, which agrees very well with the expected noise
levels predicted by the HSpot tool for the PEP observing mode at
the centre of the maps where the coverage is higher. On the other

hand, the HSpot tO,OI pr_OVIdeS a Isensitivity of 46 mJy at Fig. 18. Top panel distribution of the circularised FWHM of the cat-
160 m for observations in parallel mode, or a factdi6 poorer ajogue sources in the ve bands. Sizes are computed as the geometric
than for observations in prime mode. If we arti cially degradenean of the FWHMSs estimated by 2D Gaussian tting in two orthog-
the ux uncertainties reported by Lutz et al. (2011) by this fanal directionsBottom panelsame as above, but in units of the beam
tor, the number of sources that would have been detected at as&e.
level would decrease from 125 to 29, bringing the contamination
level down to 1%. PEP 70 m source catalogues have been
made available for the GOODS-S eld only (Lutz et al. 2013),
and only one source has been detected with a ux greater than
0.1 Jy, which is not a large enough sample with which to assess
possible contamination. Given this single detection, however, we
deem the contamination to be negligible in this band.
We conclude that contamination from distant background
galaxies is extremely low and concentrated toward the faint
end of the ux distribution of the Hi-GAL sources. This ef-
fect is, perhaps, visible in Fig. 13 as a tentative attening of
the ux distributions atFiq 0:1 Jy for the 160, 250, and
350 m bands. Local Universe galaxies have higher uxes, but
are also far from compact and have a very low spatial density
(see Ciesla et al. 2012 and Boselli et al. 2010). Therefore, it is
unlikely that they have been included in the present catalogue.

5.3. Source sizes ) o . . )
Fig. 19. Distribution of the axis ratio, computed as the ratio of

Figure 18 reports the distribution of the circularised source sizZ€@8/HMy,/FWHM,;, of the catalogued sources in the ve bands.

in the di erent bands, calculated by taking the square root of

the product of the major and minor axis as estimated Gy EX.

Source sizes span a range of values, from that of the PSF to alimutearly visible. We stress that Fig. 18 reports the circularised
twice the PSF for most of the sources. The broad distributionssizes; sources may be unresolved in one direction and resolved
Fig. 18 show that the sources are generally mildly resolved, withthe other, therefore resulting in being moderately resolved on
the exception of the 70m band, where a peak at the PSF valuaverage. This is con rmed by Fig. 19, showing that extracted
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Fig. 20.Longitude distribution of source counts (inlins) at 70, 160, 250, 350, and 506 colour-coded as in Fig. 9. The vertical dashed lines
denote the longitude range close to the Galactic centre where SPIRE was used in bright-source mode to avoid saturation and non-linearitie:
detector response. Labelled dotted lines indicate major spiral arms, tangefinfrsgctions or star-forming complexes.

sources are mildly elliptical, with axis ratios peaking betweamhich they are embedded, so there is no reason a priori to ex-
1.2 and 1.3, and with the large majority of the sources showipgct these objects to be unresolved. The physical size of dense
values below 1.5. clumps hosting protoclusters, on average between 0.1 and 1 par-
It is not surprising to nd such a low number of PSF-likesecs, should indeed be resolvable for a large span of heliocentric
sources in the Hi-GAL catalogues. Compact dust clumps aroutigtances with the angular resolutions accessible téiérschel
young star-forming objects do not show abrupt transitions §@meras. This aspect will be discussed in more detail in Elia et al.
density when they merge with the ISM laments or clouds ifin prep.). On the other hand, it has been noted several times
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that the intensity of extended emission background in the DR1
Hi-GAL maps is generally higher (Fig. 14) than the peak ux
of the detected compact sources. The ideal at and faint back-
ground conditions of the Boo image that was used in Sect. 4.6
to calibrate the departures of the brightness pro le for point-like
and mildly extended compact sources are never found on the
Galactic plane aHerschelwavelengths, with the exception of
some spots in the most peripheral tiles at #. Under these
conditions, it is certainly di cult for any adaptive brightness
pro le- tting algorithm to converge to PSF-like source sizes.

6. Global properties of the Galactic structure

Figure 20 shows the distribution of Hi-GAL sources in Galactic

longitude for the ve wavelength bands. All histograms show de-

creasing source counts as a function of distance from the Galac-

tic centre, comparing very well with similar plots from other inFi_g. 21.Distribution of Galactic Igtitude valu_es for the Hi-GAL sources
frared and submillimetre surveys. A variety of peaks can be sé®f Fie  0:5Jy at 70 m (blue line), and witiF,.  3:0 Jy at 250 m
throughout the longitude range, with a greater dynamic range fafeen line).

the 70 and 160 m bands. The abrupt dips in source count over

the 6 -wide region centred on the Galactic centre that are clearly

visible in the SPIRE bands arise because SPIRE was usegfizxtensive testing of the data reduction and extraction proce-
bright- source mode for the three tiles of the survey close to thgres created by members of the Hi-GAL consortium. The com-
Galactic centre (see Sect. 2). S plexity and the large variation of the background conditions in

Similar to Beuther et al. (2012), we identify in Fig. 20 feay|| Herschelwavelength bands makes source extraction on the
tures that can be associated with major star formation complexgsiactic plane a challenging task. With Hi-GAL DR1, we pro-
or to source accumulations along the line of sight correspondige accessthrough a cutout service to high-quality images and
to tangent points or major intersections of the line of sight wikbmpact source catalogues for the Galactic plane at 70, 160, 250,
known spiral arms. 350, and 500 m in the region 68> 1> 70 andjbj 1.

A comparison with the ATLASGAL survey (Schuller et al. i
2009), covering the Galactic plane between rough®p and The catalogues were generated using the CuTEx software

60 in the 870 m continuum, shows substantial similarPackage that was speci cally designed to operate in the intense

ities in the source count distributions, con rming that bot@nd highly spatially variable background conditions found in

surveys are mostly tracing dense, star-forming (or potentiy Galactic plane at far-infrared wavelengths. Source detection

star-forming) regions. A similar distribution was also found by/as carried out on the second derivative of the brightness im-

Rygl et al. (2010) using high-extinction clouds identi ed witH?9€S, Which is particularly sensitive to curvature in the contin-
gum brightness spatial distribution. The detection is optimised

Spitzercolour excess. Therefore it is reasonable to posit that A? > ; . .
LASGAL typically traces the higher ux fraction of the Hi-GAL '0f compact objects with FWHM typically ranging from one to

sources, although this depends on the intrinsic SEDs of the vife€ times the instrumental PSF (but mostly within twice the

ous objects. We defer a detailed analysis of this topic to a sub$ F). The eect of false positives was estimated, and a care-
quent paper (Elia et al., in prep.). ul analysis of the ux completeness limits was presented sepa-

The latitude distribution of the Hi-GAL compact sources i tely for each photometric band. The source catalogue; contain
reported in Fig. 21 for the 70m and 250 m catalogue sources. 123210, 308509, 280685, 160972, and 85460 sources in the ve

Both histograms peak at slightly negative values, similar to wHaRnds.

was recently reported for the ATLASGAL submillimetre source After considerable time, eort, and experience gathered by
distribution and for other infrared and molecular line data Galagsing the photometric calatogues by Hi-GAL consortium as-
tic plane surveys (see Beuther et al. 2012 and references thergiohomers, we are not yet at a stage where we can con dently
The median values for Hi-GAL source latitude is0:06 below de ne a gure of merit that can uniquely and de nitively be used
the nominal midplane, in excellent agreement with the value te-assess the degree of reliability of a source detection. Thresh-
ported for ATLASGAL by Beuther et al. (2012). We thereforelding on the 8N ratio that we assigned to each source appears to
con rm that the current de nition of the Galactic midplane maybe the best way to select bona de compact objects, although we
need to be revisited to account for a latitude shift that most likedution that as a result of the complex background conditions,
re ects an overall bias, which may be due to an incorrect athere may be sources with a forngdN < 3 that have relatively
sumption of the Sun's vertical position in the Milky Way. Agood contrast ratios over the background and appear reliable on
deeper and statistically signi cant analysis of the latitude digisual inspection. An additional criterion to assess the reliabil-
tribution of the Hi-GAL sources as a function of longitude isty of sources is their persistence in other adjacent photometric
deferred to a companion paper (Molinari et al. 2016). bands.

Subsequent releases are planned that will cover the entire
Galactic plane, with even higher quality catalogues based on
improved handling of the problems present in source extrac-
This is the rst public data release of high-quality products frortion for variable-size objects in extreme background conditions.
the HerschelHi-GAL survey. The release comes two years afAdditional products will include carefully intercalibrated large
ter the end of thélerschelobserving campaign and is the resulinap mosaics and dust column density maps.

7. Conclusions
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Appendix A: Explanatory note for the Hi-GAL photometric catalogues

Table A.1.Field description for the single-band photometric catalogs.

Field name Format  Units Description
Source identi cation and position information

DESIGNATION A25 Designation of the source based on its Galactic position in the form LLLbllibbb. The naming con-
vention for the Hi-GAL catalogue has the form HIGALPXLLL.llIb.bbbb, where HIGALP stands for
the preliminary catalogue, X stands for the band where the source has been identi ed among the possible
choices: B — blue band; R — red band; S — PSW band; M — PMW band; L — PLW band.

GLON F12.6 degrees Galactic longitude of the source.

GLAT F12.6 degrees Galactic latitude of the source.

DGLON F5.2 arcsec Uncertainty in the Galactic longitude coordinate derived from the tting procedure. 0 indicates that the
tting process hit the boundary limits imposed on the t. ) o )

DGLAT F5.2 arcsec Uncertainty in the Galactic latitude coordinate derived from the tting procedure. 0 indicates that the tting
process hit the boundary limits imposed on the t.

RA F12.6 degrees J2000 Right Ascension of the source.

DEC F12.6  degrees J2000 Declination of the source.

ATLAS_IMAGE A40 Atlas image le identi er from which the source was extracted.

X F9.3 pixel x-pixel coordinate of this source in the original image.

Y F9.3 pixel y-pixel coordinate of this source in the original image.

DX F9.3 pixel Uncertainty in thex coordinate of this source derived from the tting procedure.

DY F9.3 pixel Uncertainty in they coordinate of this source derived from the tting procedure.

SOURCE_ID Al10 Unique source identi cation in the form ILLL NNNN, where ILLL is a unique identi er of the original
image over which source extraction was carried out, and NNNN is a progressive four-digit, zero- lled
number indicating the sequential order of extraction.

Primary photometric information
FINT_UNCORR F15.3 Jy Source-integrated ux measured from the tting process.
FINT F15.3 Jy Source-integrated ux measured from the tting process after applying photometric corrections as a func-
tion of the source size, to account for source non-Gaussianity and for scan speed.
ERR_FINT F15.3 Jy Uncertainty on the integrated ux computed by multiplicating the tted source residual rms (RMS_TOTAL)
by the tted source area as estimated by FWHMA and FWHMB.
FPEAK F15.3  MJy/sr Source peak ux measured from the tting process.
FWHMA F10.2 arcsec Full width at half maximum of the source along axi®f the elliptical Gaussian as determined by tting
engine.
FWHMB F10.2  arcsec Fuﬁ width at half maximum of the source along axi®f the elliptical Gaussian as determined by tting
engine.
PA F6.1 degrees Position angle of the elliptical Gaussiah ().
BACKGROUND F15.3  MJy/sr Background value determined at the source peak position.
BACK_ACOEFF F12.5 MJjsr Coe cienta of the zero-order term of the background obtained by the t at the source peak position.
BACK_BCOEFF F125  Msrpxl Coe cientb of the rst-order termx of the background obtained by the t at the source peak position.
BACK_CCOEFF F12.5 MJgr/px] Coe cientc of the rst-order termy of the background obtained by the t at the source peak position.
2

BACK_DCOEFF F125  May/sipx Coe cientd of the second-order ternt of the background obtained by the t at the source peak position.
2

BACK_ECOEFF F12.5  My/stipxl Coe ciente of the second-order terg? of the background obtained by the t at the source peak position.
2

BACK_FCOEFF F12.5 MJy/srpxi Coe cientf of the second-order termy of the background obtained by the t at the source peak position.

RMS_TOTAL F12.5 MJysr Standard deviation, oc, Of the residuals computed within the source area de ned by FWHMA and
FWHMB after subtracting the best t. . ) ) )

RMS_SURROUND F12.5 MJIgr Standard deviation, |o¢, Of the residuals computed within the tting window after subtracting the best t,
excluding both the pixels that belong to the source and the pixels belonging to other sources that fall within
the tting window. ) o ] ]

SNR F12.5 Signal-to-noise ratio obtained by dividing FPEAK by the residual rms over a source area with FWHMA
and FWHMB assemi-axes

Basic detection information

DET_X F10.3 Relevance of the source in the second-derivative map along-thés de ned as the ratio between the
measured second derivative at source peak position and the adopted local threshold value.

DET_Y F10.3

Relevance of the source in the second-derivative map along-¢éxés de ned as the ratio between the
measured second derivative at source peak position and the adopted local threshold value.
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Field name Format  Units Description
Basic extraction information

DET_X45 F10.3 Relevance of the source in the second-derivative map along the bisectongfdlxes de ned as the ratio
between the measured second derivative at source peak position and the adopted local threshold value.

DET_Y45 F10.3 Relevance of the source in the second-derivative map along the bisectoryofdixes de ned as the ratio
between the measured second derivative at source peak position and the adopted local threshold value.

DETLIM_X F10.3 MJy/sipxI? Absolute value for the local detection limit threshold adopted for the second derivative alorgattie
coordinate.

DETLIM_Y F10.3 MJy/stpxI? Absolute value for the local detection limit threshold adopted for the second derivative alopgxie
coordinate.

DETLIM_X45 F10.3  MJy/stpxI2 Absolute value for the local detection limit threshold adopted for the second derivative along the bisector
of the rst and third quadrant. o o )

DETLIM_Y45 F10.3 MJy/stpxI? Absolute value for the local detection limit threshold adopted for the second derivative along the bisector
of the second and fourth quadrant. ) )

CLUMP_FLAG 15 Flag for confusion at detection level. A value equal to 0 means that the source was identi ed from an
isolated group of pixels above the threshold in all the four derivative directions. Sources belonging to the
extraction of the same atlas image having the same value of this ag belong to the same group of pixels
above the threshold.

NCOMP 12 Number of Gaussian components used simultaneously in the tting process. This number includes the
source, so the minimum value is 1, this number is greater than 1 if the source is t with other nearby
detections.

XCENT F9.1 pxI The x-pixel coordinate of the centre of the source tting window in the original image.

YCENT F9.1 pxI They-pixel coordinate of the centre of the source tting window in the original image.

XWINDOW 12 pxl Half-width size of the source tting window alongcoordinate and centred at XCENT.

YWINDOW 12 pxl Half-width size of the source tting window alongcoordinate and centred at YCENT.

NCONTAM 12 Number of other sources falling inside the tting window whose presence is taken into account at tting
stage. Not all those other sources might have been tted at the same time.

CENT_TOL F5.2 pxI| Maximum variation in pixels for adjustment of the t centre with respect to the position of detection,
measured as the distance between the latter and the brightest local (within three pixels) pixel in the tting
window.

DOF 14 Degrees of freedom of the source Gaussian t.

Quality ags

CHI2 F12.5 2 determined by the tting engine.

CHI2_OPP F12.5 ) . ) N2 e -

Estimator of the delity between the t and the data computed as(O(i) F(i))</ F(i), whereO(i) is the
observed data in thiepixel of the tting window and F(i) is the tted value in the same position.

FIT_STATUS 11 Flag returned from the tting engine. Possible values of the ag are: 0 — t convergence failed; 1 — con-
vergence reached; 2 — convergence reached despite the initial accuracy requested to tting engine was set
too low; 3 — maximum number of iterations in the tting process reached; 4 — problems in tting due to the
initial guess.

GUESS_FLAG A3 Flag on quality of guessed source parameters as determined at the detection stage. The form of the ag
is GN, where G is a letter de ned as A — optimal number of positions to estimate the size; Bciest
number of positions to estimate the size; C — low number of positions to estimate the size; and N is a number
de ning the quality of inital guess size: 0 — initial estimate failed; 1 — good initial estimate for sizes; 2 — one
of the two guessed sizes was initially estimate as smaller than the PSF; 3 — initial estimates of source sizes
were higher than three times the PSF.

GROUP_FLAG 15 Flag on quality of guessed source parameters as determined at the detection stage. The form of the ag
is GN, where G is a letter de ned as A — optimal number of positions to estimate the size; Bciest
number of positions to estimate the size; C —low number of positions to estimate the size; and N is a number
de ning the quality of initial guess size: 0 — initial estimate failed; 1 — good initial estimate for sizes; 2 —
one of the two guessed sizes was initially estimated as smaller than the PSF; 3 — initial estimates of source
sizes were higher than three times the PSF.

CONSTRAINTS 11 Flag indicating the number of parameters that reached the tolerance limits allowed to the t process. Values
of 4 indicate that the source ux has higher unreliability since either the centre and its sizes have reached
the maximum (or the minimum) allowed for the t engine.

SHIFT_FLAG F9.3 arcsec

Amount of shift of the source peak position from its original detection position, due to Gaussian tting.
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Field name Format Units Description
Basic extraction information
RDETP2DX F9.3 Ratio between the second-derivative value alangdjrection expected by the tted
model of the source and the second derivative derivative measured at the detection
stage. Values closer to one indicate a higher reliability of the source.
RDETP2DY F9.3 Ratio between the second-derivative value algndjrection expected by the tted

RDETP2DX45 F9.3

RDETP2DY45 F9.3

OVERLAP_FLAG F9.3

OVFLUX_FLAG |

model of the source and the second derivative measured at the detection stage. Value

closer to one indicate a higher reliability of the source. o
Ratio between the second-derivative value along the bisector odytd@ection ex-

pected by the tted model of the source and the second derivative measured at the

detection stage. Values closer to onea indicate a hi%her_reliability of the source.
Ratio between the second-derivative value along the bisector gfixtd@ection ex-

pected by the tted model of the source and the second derivative measured at the
detection stage. Values closer to one indicate a higher reliability of the source.

Flag to indicate whether the source has been detected and extracted in one or more
adjacent tiles. H indicates that the source has been detected in the tile named in col-
umn ATLAS_IMAGE; E,W indicate that the source is detected only in the eastern or
western adjacent tile, respectively (east is higher Galactic longitude); if the source has
been detected in both H and E or W, then the name of the adjacent tile is also listed
(e.g. H_I060). In these cases, the entry in the catalogue is the one with the hifjhest S

Flag to indicate which ux values were adopted if detected and extracted in two ad-
jacent tiles. O indicates that the source has been detected only once and therefore al
uxes refer to this detection. —1 indicates that the two uxeseti by more than 15%;

the one listed is that with the highest\5 1 indicates that both integrated uxes lie
within 15%, the one in the catalogue is that with the highéist 8 indicates that the
integrated uxes dier by more than 15% but FPEAK are within 15%; the one listed

is that with the highest/8l.
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Appendix B: Saturated pixels in Hi-GAL maps to 500 m the number of saturated pixels for each location and

. . th i f the circulari f th ixels clus-
Table B.1 reports the location of the clusters of saturated plxr%ée radius of the circularised area of the saturated pixels clus

. . X . ¥ in arcseconds. The last column reports the sources from the
in the Hi-GAL mapped area. The Iongltudes and latitudes [RAS Point Source Catalogue or from the RMS Source Cata-
Cols. 1 2 represent the centroid position of the cluster at tIT

hortest lenath where th turati iti “logue that are located withirf {for IRAS sources) and #6(for
shortest wavelength where the saturation conditions ex'ﬁg%x sources) from the pixels cluster centroid.
The subsequent eight columns report for each band from 1
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Hi-GAL data release 1

S. Molinari et al.:
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Appendix C: Observation log

Table C.1.Observation log.

A&A 591, A149 (2016)

Field RA Dec b Date oD Nominal Ortho.

hh:mm:ss dd:pp:ss Start OBSID Start
290 11:05:14.266 60:57:38.79 290.400 0.700 2010-08-15 45915:42:32 134220308%() | 18:21:52
292 11:22:31.063 61:42:12.77 292.600 0.629 2010-08-14 45820:53:20 1342203065() | 18:01:48
294 11:40:34.588 62:18:00.17 294.800 0.552 2010-08-14 45826:24:29 1342203067() | 23:32:57
297 11:59:16.713 62:44:25.30 297.000 0.471 2010-08-15 45807:55:37 1342203069() | 05:04:05
299 12:18:26.910 63:00:59.70 299.200 0.384 2009-09-03 11203:21:32 1342183075() | 06:26:26
301 12:37:52.625 63:07:23.91 301.400 0.292 2010-08-15 45924:06:14 1342203084() | 21:14:42
302 12:57:20.191 63:03:29.76 303.600 0.194 2010-01-08 23904:03:19 134218908%() | 07:15:22
309 13:16:35.719 62:49:20.56 305.800 0.091 2010-01-08 23913:40:19 1342189084() | 10:27:43
308 13:35:27.781 62:26:15.89 308.000 0.000 2010-08-16 4535:38:17 1342203086() | 02:46:45
310 13:53:56.541 61:59:11.46 310.200 0.000 2010-08-20 4622:27:35 1342203279() | 19:36:03
312 14:11:47.708 61:23:08.81 312.400 0.000 2010-01-09 2404:06:20 13421891104) | 00:53:44
314 14:28:53.915 60:38:41.13 314.600 0.000 2010-08-21 4631:07:08 1342203286() | 03:46:28
316 14:45:10.082 59:46:25.81 316.800 0.000 2010-08-21 4636:37:45 1342203282() | 09:17:05
319 15:00:33.335 58:47:02.32 319.000 0.000 2010-08-21 4657:57:13 1342203289() | 20:36:33
321 15:15:02.740 57:41:10.22 321.200 0.000 2010-08-21 46%6:19:33 1342203292() | 23:28:01
329 15:28:38.841 56:29:28.17 323.400 0.000 2010-01-29 2634:48:03 1342189879() | 21:35:27
325 15:41:23.367 55:12:32.49 325.600 0.000 2010-08-22 4684:59:07 1342203293() | 07:38:27
327 15:53:18.797 53:50:57.02 327.800 0.000 2010-09-03 4734:11:19 1342204043(Q) | 21:19:47
330 16:04:28.099 52:25:12.66 330.000 0.000 2010-09-04 47@85:42:27 1342204045() | 02:50:55
332 16:14:54.520 50:55:47.08 332.200 0.000 2010-09-04 4783:21:47 1342204046(Q) | 11:01:07
334 16:24:41.348 49:23:05.26 334.400 0.000 2010-09-04 4724:20:00 1342204055() | 21:28:28
336 16:33:51.865 47:47:29.17 336.600 0.000 2010-09-05 4795:51:08 1342204057() | 02:59:36
338 16:42:29.198 46:09:18.44 338.800 0.000 2010-09-05 47P1:22:16 1342204059() | 08:30:44
341 16:50:36.309 44:28:50.42 341.000 0.000 2010-09-06 4803:55:21 1342204095() | 11:03:49
343 16:58:15.976 42:46:20.19 343.200 0.000 2010-09-06 4808:24:15 1342204093() | 05:32:43
345 17:05:30.743 41:02:01.36 345.400 0.000 2010-09-06 4802:53:09 1342204091¢) | 00:01:37
347 17:12:22.972 39:16:05.62 347.600 0.000 2010-09-06 4815:27:08 1342204101(Q) | 22:35:36
349 17:18:54.803 37:28:43.53 349.800 0.000 2011-02-20 6407:34:31 1342214511(Q) | 04:42:59
352 17:25:08.192 35:40:04.45 352.000 0.000 2011-02-20 6430:02:47 1342214576() | 17:11:15
354 17:31:04.932 33:50:16.46 354.200 0.000 2011-02-24 6514:29:59 1342214713(Q) | 07:09:19
356 17:36:46.638 31:59:27.04 356.400 0.000 2010-09-12 4882:19:22 1342204369() | 09:27:50
358 17:42:14.801 30:07:42.57 358.600 0.000 2010-09-12 4886:48:07 1342204367() | 03:56:26
o° 17:45:37.199 28:56:10.23 0.000 0.000 2010-09-07 48@4:08:11 1342204102() | 06:47:44
2° 17:50:46.049 27:03:08.22 2.200 0.000 2010-09-07 48@9:39:03 1342204104() | 12:18:36
4 17:55:44.665 25:09:25.47 4400 0.000 2011-02-24 6523:30:00 134221476%(Q) | 16:09:20
6 18:00:34.119 23:15:06.43 6.600 0.000 2011-02-24 6529:01:17 1342214763(Q) | 21:40:37
8 18:05:15.396 21:20:15.19 8.800 0.000 2011-04-09 6962:11:54 1342218963() | 04:51:14
11 18:09:49.409 19:24:55.45 11.000 0.000 2011-04-09 6967:43:15 134221896%() | 10:22:35
13 18:14:17.005 17:29:10.63 13.200 0.000 2011-04-10 69863:36:51 1342218999() | 16:16:11
15 18:18:38.972 15:33:03.90 15.400 0.000 2011-04-10 6€960:57:27 1342218998() | 08:05:55
17 18:22:56.053 13:36:38.19 17.600 0.000 2011-04-10 6965:26:14 1342218996() | 02:34:42
19 18:27:08.946 11:39:56.26 19.800 0.000 2011-04-15 7009:54:54 1342218644() | 12:34:14
22 18:31:18.313  9:43:00.72 22.000 0.000 2011-04-15 70Q@7:15:30 1342218643() | 04:23:58
24 18:35:24.790 7:45:54.02 24.200 0.000 2011-04-15 7015:26:36 1342218646() | 18:05:56
26 18:39:28.986  5:48:38.52 26.400 0.000 2011-04-16 7024:23:37 1342218696() | 17:02:57
28 18:43:31.490 3:51:16.53 28.600 0.000 2011-04-16 70@8:52:59 1342218694() | 11:32:19
3¢ 18:46:05.222  2:36:32.90 30.000 0.000 2009-10-24 16G62:33:54 134218627%() | 05:39:08
30ller® 18:48:28.610 1:09:31.80 31.563 +0.130 2011-10-24 89309:38:00 134223136%() | 10:40:30

Notes.Column eld gives the ID of each tile, the next four columns report the coordinates (equatorial and Galactic) of the centre of the tile, the
date is the date of the observation (yyyy-mm-dd), OD isHleescheloperational day (with OD 1 corresponding to 14 May 2009), start is the start
time (hh:mm:ss): if the second observation was begun after midnight, the start time is increased by 24 h, OBSHensctislidenti er of the
observation: the OBSID for the orthogonal scarrisor 1, according to the value given in parenthesis. Unless statestetitly, all the maps

have a size of 2 2 and the observations lasted 9490 s and 10 189's for the two $2aDbserved during the performance veri cation phase:
duration was 10930 s for both scaffsguration was 11453 s for both scaffsduration was 9499 s and 10198 s for the two scans. SPIRE was used

in bright-source mode® observed during the science demonstration phase: duration was 10940 s for both®@aine;is 120 35 arcmir,

duration was 3662 s and 5599 s for the two scéhsjze is 130 30 arcmiri, duration was 3654 s and 5717 s for the two scans.
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Table C.1.continued.

S. Molinari et al.: Hi-GAL data release 1

Field RA Dec b Date oD Nominal Ortho.

hh:mm:ss dd:pp:ss Start OBSID Start
33 18:51:33.726 +0:03:38.13 33.000 0.000 2011-04-16 70@6:13:19 1342218693() | 03:21:47
35 18:55:34.588 +2:01:06.44 35.200 0.000 2011-04-26 7126:39:59 1342219631() | 13:48:27
37 18:59:36.031 +3:58:32.52 37.400 0.000 2010-10-23 5284:48:50 1342207027() | 21:57:18
39 19:03:38.623 +5:55:54.18 39.600 0.000 2010-10-24 5286:19:59 1342207029() | 03:28:27
41 19:07:42.942 +7:53:09.18 41.800 0.000 2010-10-24 5281:51:08 1342207031() | 08:59:36
44 19:11:49.580 +9:50:15.27 44.000 0.000 2010-10-24 5296:42:28 1342207053() | 23:50:56
46 19:15:59.148 +11:47:10.05 46.200 0.000 2010-10-25 5298:13:37 1342207055() | 05:22:05
48 19:20:12.280 +13:43:51.05 48.400 0.000 2011-11-05 9086:33:30 1342231859() | 03:41:58
50 19:24:29.643 +15:40:15.66  50.600 0.000 2011-11-04 90d8:55:34 134223185%() | 11:34:54
52 19:28:32.384 +17:38:53.32  52.800+0.088 2011-10-23 89210:22:02 1342231342() | 07:30:30
55 19:32:35.799 +19:37:48.65 55.000 +0.198 2011-05-02 71813:13:23 1342219813() | 10:21:51
57 19:36:46.510 +21:36:13.38  57.200+0.301 2011-05-02 71818:44:29 1342219815() | 15:52:57
59 19:41:44.297 +23:01:21.60 59.000 0.000 2009-10-23 1620:28:59 1342186235%() | 13:34:13
59 llerf  19:44:00.000 +24:10:00.00 60.250+0.119 2011-11-05 90509:14:34 1342231866() | 10:16:38
61 19:45:33.109 +25:31:19.18 61.600 +0.492 2011-05-03 71915:17:59 1342220536() | 12:26:27
63 19:50:10.833 +27:27:53.52  63.800+0.579 2011-10-23 89204:49:22 1342231340() | 01:57:50
66 19:54:59.545 +29:23:43.65 66.000+0.661 2011-10-22 89223:18:16 1342231338() | 20:26:44
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