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Abstract 

Every year, an estimated 1.2 million children are trafficked (International Labour Office, 

2002). The National Center for Missing & Exploited Children (NCMEC) received a 432% 

increase in child sexual abuse images for the purposes of identification between 2005 and 

2009 (U.S. Department of Justice, 2010), and they assisted in the identification of 2,589 

victims related to indecent images of children in 2015 (NCMEC, 2015a). In relation to the 

vast number of images received, machine-based facial recognition could help law 

enforcement and other organisations to match faces more efficiently. The use of facial 

recognition technology has become more popular within our society, but where rapid 

juvenile growth changes facial features recognition is challenging, especially for children 

under 15 years of age with changes to the outer contour of the face (Ramanathan and 

Chellappa, 2006). The challenge not only relates to the growth of the childôs face, but also 

relates to face recognition in the wild with unconstrained images. 

 

This study aims to provide an open-access database of facial images, documenting the 

different stages of facial growth from numerous individuals from birth to 19 years of age. 

There are currently very limited longitudinal databases available for the research 

community, and the collection of this database will benefit all researchers who wish to study 

age progression and facial growth.  

 

Ferguson (2015) suggested that facial recognition algorithms can perform better than 

humans in the identification of faces of children. Experiment 1 of this research takes a further 

step to explore how the difference in age group and age gap can affect the recognition rate 

using various facial recognition software, and explores the possibilities of group tagging. 

Results indicated that the use of multiple images is beneficial for the facial identification of 

children. 

Experiment 2 explores whether age progression work could further improve the recognition 

rate of juvenile faces. This study documents the workflow of a new method for digital 

manual age progression using a combination of previously published methods. The proposed 

age progression method for children recorded satisfactory levels of repeatability with facial 

measurements at the Nasion (n) and Trichion (tr) showing the most inaccuracy. 
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No previous studies have tested how different conditions (i.e. blurring, resolution reduction, 

cropping and black and white) can affect machine-based facial recognition nor have they 

explored the relationship between age progression images and facial recognition software. 

The study found that reduction of the resolution of an age progression image improves 

automated facial recognition for juvenile identification, and manual age progressions are no 

more useful than the original image for facial identification of missing children.  

The outcome of this research directly benefits those who practice facial identification in 

relation to children, especially for age progression casework.  
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1. Introduction 

This research was supervised jointly from Face Lab at Liverpool School of Art & Design 

and the LJMU Department of Computer Science. This is not research in computer science, 

but a multidisciplinary project involving areas relating to humanitarianism, facial 

anthropology, art, and science. A background in forensic anthropology provides basic 

research skills to utilise existing technology and methodology for analysis. This project 

applies knowledge in computer science as building blocks to answer questions relating to 

the facial recognition of children.  

 

Chapter 1 is divided into three sections. Chapter 1.1 addresses the scale of the problem and 

explores the motivations behind this research in order to identify the research gap and 

explore related research in this field. Chapter 1.2 addresses published literature and how the 

results of this research have been applied in forensic casework. Chapter 1.3 addresses 

research in age progression.  

 

 

1.1 The scale of child trafficking and exploitation 

Child trafficking is the ñrecruitment, transportation, transfer, harbouring or receipt of 

children for the purpose of exploitationò, and this applies to victims under eighteen years of 

age (UNODC, 2004). Under the Palermo protocol (ECPAT UK, 2015; OHCHR, 2000), 

because a child is unable to give consent to being exploited, only movement and exploitation 

are required in order to be defined as trafficking. Child trafficking is recognised by the 

United Nations as one of the major violations of human rights (UNODC, 2004), it is a form 

of child abuse and modern day slavery (CEOP, 2011) affecting children locally and on a 

global scale. Between 2010 and 2012, the number of victims identified in child trafficking 

from the 80 UN countries was around 10,000 (UNODC, 2014), but the official figures were 

thought to be the ótip of the icebergô, where the more realistic number of global victims is 

unknown. The reference figure provided by the International Labour Office (2002) 

suggested that every year, an estimated 1.2 million children are trafficked. Since the different 

forms of trafficking are often analysed as separate entities, there are no published up-to-date 

figures for globally trafficked children. 
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Three main stages of child trafficking are recognised (Figure 1) by UNODC:  

1. Recruitment; where the child is first enlisted by the trafficker 

2. Movement; where the child is relocated locally, regionally or even internationally 

3. Exploitation; where children are traded for purposes such as labour, sexual abuse, crime, 

armed conflict, organ transfer, child begging, adoption, and benefit fraud etc. (CEOP, 

2010; International Labour Office, 2008). 

 

 

Figure 1: Elements of human trafficking (UNODC, 2015) 

 

 

Children are coerced into trafficking for many reasons: pressure to help support their family; 

lured by the relationship of trust; promised a better life or income by moving away; or be 

trafficked alongside their family (International Labour Office, 2008). Kidnapped or abducted 

children were also exploited, but this is much rarer than other forms of trafficking 

(International Labour Office, 2008). 

 

The most common purpose of human trafficking was forced labour and sexual exploitation 

(UNODC, 2016, 2014) (Figure 2), and the International Labour Office (2002) estimated that 

5.7 million children were forced into bonded labour, with 5.5 million concentrated within 

the Asia-Pacific area. Children may be exploited to work in agriculture, mining, 

construction, factories, entertainments, nail bars, hospitality or domestic servitude etc. 

(CEOP, 2011; International Labour Office, 2008).  

The diagram originally presented here cannot be made 

freely available via LJMU E-Theses Collection because of 

Copyright. The image was sourced at UNODC (2015). 

Human Trafficking. [Online] Available at: 

http://www.unodc.org/unodc/en/human-trafficking/what-

is-human-trafficking.html [Accessed 3.7.15]. 
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Figure 2: Forms of exploitation in 2014 (UNODC, 2016) 

 

In 2005, the European Commission estimated that there were one million child sexual abuse 

images online, and this number increases by half a million each year with 70% of the victims 

being under 10 years of age (European Commission, 2015). The National Center for Missing 

& Exploited Children (NCMEC) received a 432% increase in child sexual abuse images for 

purpose of identification between 2005 and 2009 (U.S. Department of Justice, 2010). Along 

with the rising concerns in relation to child sex tourism, the U.S. Department of State (2007) 

estimated that more than 2 million children were sexually exploited every year on a global 

scale, with an estimated 1 million children forced to sell their bodies every day within the 

sex industry. Southeast Asia, Thailand and Cambodia, in particular, were popular 

destinations for sex tourism (Rafferty, 2007).  

 

Commercial sexual exploitation of children (CSEC) is a term used to describe the 

combination of child prostitution, child sexual abuse materials and child sex tourism 

(ECPAT International, 2015). The global figures reported by various organisations related 

to CSEC were criticised as being inaccurate, where the recording methods used were often 

unstandardised and inaccurate based on very limited resources. These issues were often 

focused separately and it was described as a ñhidden populationò where the representative 

sample was very limited  (ECPAT International, 2015). However, in 2017, 78,589 web pages 

were reported to the Internet Watch Foundation (IWF) and confirmed as containing child 

sexual abuse material (CSAM), 8,974 were commercial in nature (IWF, 2018).  

 

Male Female 

The diagram originally presented here cannot be made 

freely available via LJMU E-Theses Collection because 

of Copyright. The image was sourced at UNODC (2016) 

Global Report on Trafficking in Persons. [online] 

Available at: https://www.unodc.org/unodc/en/data-

and-analysis/glotip.html [Accessed 8.2.2018] 
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CEOP provided child trafficking data (Figure 3) and suggested that the UK was a significant 

transit point and destination for child trafficking from regions such as Africa, Asia and 

Eastern Europe (CEOP, 2012). Most victims were between 14-17 years old, and victims 

from Africa and Eastern Europe were mostly female, whereas victims from Asia were mostly 

male (CEOP, 2012). Victims from Africa were mostly traded for sexual exploitation, victims 

from Eastern Europe for benefit fraud and criminal exploitation, and victims from Asia were 

mainly traded for labour exploitation, with many identified in the drug trades, such as 

cannabis cultivation (CEOP, 2012; CEOP, 2011). 

 

 

Figure 3: Purpose and origin of child exploitation within the UK (CEOP, 2011) 

 

Child trafficking and exploitation remain a social taboo, often unspoken and under-reported. 

However, these official figures may not correlate with the number of missing persons, as 

children can be sold into abuse by their families due to poverty (U.S. Department of Justice, 

2010). The Chinese state media reports have estimated that 58 million children were 

abandoned by their migrant-worker parents (U.S. Department of State, 2012), therefore 

children in these circumstances may never be reported as missing. 

 

1.1.1 Technology and Child Trafficking 

Online child sexual exploitation (OCSE) is a rising problem. In 2012, CEOP reported 1,145 

cases of OCSE within the UK. Importantly, approximately 5% of children suffered from 

contact sexual abuse, meaning 10,000 new victims in the UK every year (CEOP, 2013). As 

technology advances, storage and distribution of indecent images of children becomes easier 

The diagram originally presented here cannot be made freely 

available via LJMU E-Theses Collection because of Copyright. 

The image was sourced at CEOP (2011) Child trafficking 

update. [online] Available at: 

https://www.ceop.police.uk/Documents/ [Accessed 18.5.2015]. 
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through the hidden internet, webmail, social networks, file hosts, peer to peer file sharing, 

or live video streaming (CEOP, 2013). IWF reported a rise in the sharing of child sexual 

abuse material (CSAM) via redirecting hacked websites, and the removal of these newly 

identified commercial CSAM websites could be challenging (Smith, 2014a;b).  

 

Within 2012, 50,000 individuals within the UK alone were involved in sharing and 

downloading indecent images of children, this involved 70,000 still and moving indecent 

images of children, which was a two-fold increase compared to 2011 (CEOP, 2013). With 

the 432% increase in child sexual abuse images reported by NCMEC, existing databases 

managed by INTERPOL contained more than 500,000 indecent images of children within 

the International Child Sexual Exploitation (ICSE) Database, (INTERPOL, 2011; Wei, 

2012). Materials retrieved from online sources can be a useful tool in finding the missing 

child and these databases have identified more than 6,300 victims and nearly 3,200 offenders 

globally since 2009 (INTERPOL, 2015). Youth-produced sexual content is on the rise, and 

the IWF conducted a study in 2015 collecting data over three months and observed that 

85.9% of youth-produced sexual content used laptop webcams, and 17.5% of the material 

depicted individuals under 15 years old (IWF, 2015a). The number of child abuse images 

had been estimated to be around one million, with as many as 50,000 new images going into 

circulation per year (ICMEC and Carr, 2017). 

 

1.1.2 Using technology to prevent trafficking 

In order to combat the vast amount of child sexual abuse images, companies and 

organisations have used a variety of methods to detect illicit material on their systems 

(ICMEC, 2013). The Internet Watch Foundation (IWF) reported a 137% increase in the 

identification and assisted removal of web pages containing child sexual abuse material in 

2015 compared to 2014, where less than 0.3% of child abuse content was being hosted within 

the UK and 95% of these web pages were removed within a day (IWF, 2015b). In 2017, less 

than 1% of CSAM was hosted in the UK (IWF, 2018). NCMEC (2015a) received 4,403,657 

CyberTipline reports, which was a 298% increase compared to 2014, and 99% of those 

reports were related to indecent images involving children.  

 

With the emergence of cloud computing, and an increased use of the hidden internet to 

disguise identity and encrypt the sharing of child sexual abuse images; hashing technology 
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was able to identify and block these images from being shared by using digital fingerprints, 

also known as hash values (GOV.UK, 2014; ICMEC and Carr, 2017). Known child sexual 

abuse images identified by the IWF can help to prevent sharing on companies such as 

Facebook, Microsoft, Google, Twitter and Yahoo (GOV.UK, 2014). Companies and 

organisations such as Interpol have used Microsoftôs PhotoDNA to calculate the hash of 

images for comparison to the ICSE database, and the use of hash technology can eliminate 

the duplication of images within the database and help speed up the identification process 

(ICMEC, 2013; INTERPOL, 2015). 

 

The sexual exploitation of children can be reduced by limiting the source of material. 

Different law enforcement organisations have formed an alliance to protect children from 

online sexual exploitation. The Virtual Global Taskforce (VGT) was formed by 14 

organisations across the world (VGT, 2011), and since 2003, they have helped identify sex 

offenders with projects such as operation PIN. Projects like this aimed to capture information 

relating to paedophiles by setting up a fake website claiming to contain CSAM (Wei, 2012). 

Law enforcement agencies have used programs such as Fairplay and RoundUp to identify 

IP addresses in peer to peer distribution of child sexual abuse image files, and these programs 

helped identify 20 million addresses between 2006 and 2009 (U.S. Department of Justice, 

2010).  

 

CSAM can be filtered by internet blocking or through notice and takedown where members 

of the public report sites containing CSAM through hotlines established in different 

countries (ICMEC and Carr, 2017; Wei, 2012). With 1.2 million reports received in 2013, 

international collaboration is on the rise, with networks such as INHOPE having 51 hotlines 

across 45 countries. By developing a secure software to collect, exchange and categorise 

reports on CSAM, these networks work together to remove illegal content and prevent 

distribution and circulation of such material to protect child victims (INHOPE, 2018, 2014). 

However, different standards across countries can result in the inefficient takedown of 

CSAM. For example, the definition of a child differs and the definition of CSAM can also 

vary between different countries (Wei, 2012). In addition, many places do not have these 

systems in place, and CSAM can still be exchanged using other means, such as peer to peer 

file sharing, email and free hosting sites (Wei, 2012).  
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1.1.3 Recovery rate 

NCMEC in the USA has assisted in the identification of 2,589 children related to indecent 

images, and the centre has recovered more than 205,550 children since 1984 with a recovery 

rate of 97%, a 35% increase when compared to 1990 (NCMEC, 2015b, 2015a). China started 

a project in 2007, called óBaobeihuijiaô, to reunite missing children and their families 

(www.Baobeihuijia.com). The project advised the general public to take photographs of lost 

or street children through a mobile phone application, and these photographs were compared 

to the database of missing children using facial recognition software (Yao, 2014). Since 

2007, this project has helped 1,406 missing children to reunite with their families 

(Baobeihuiji, 2016). Similarly, in India, the TrackCHILD facial recognition system has 

helped the Ministry of Woman and Child Development (2013) in the identification of 2,930 

children from 45,000 photos (John, 2017; Kovner, 2018; Marchildon, 2018; NDTV, 2018). 

 

In 2015, NCMEC distributed 20,230 photos of missing US children (NCMEC, 2015a). With 

the aid of technology, it is becoming more common to find long-term missing children 

(NCMEC, 2016). Figure 4 shows the number of recoveries between 2011 and 2015. 

Although the 2015 report did not specify the statistics on the methods leading to the 

identification, NCMEC readily used age progression and sophisticated forensic technology 

to search for missing children.  

 

 

Figure 4: National Center for Missing & Exploited Children (NCMEC, 2016) long-term 

US missing children recovery figures between 2011 and 2015 

The diagram originally presented here cannot be made freely 

available via LJMU E-Theses Collection because of Copyright. 

The image was sourced at NCMEC (2016) Long-Term Missing 

Child Guide for Law Enforcement. [online] Available at: 

http://www.missingkids.org/publications/longtermmissingguide 

[Accessed 13.3.2017]. 
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The worldôs internet usage reached 3 billion (42.3%) in 2014 (Miniwatts Marketing Group, 

2015), and the platform of social media usage has grown exponentially over the past few 

years. Facebook remained one of the most used sites with the number of active users reaching 

1.3 billion, QZone from China was in second place with 0.6 billion, and others, such as 

Google+, LinkedIn, Instagram, Twitter, Tumblr etc. (Statistic Brain Research Institute, 

2015a;b) were not far behind. In a recent social experiment, a photographer took images of 

strangers and using just a facial image, he was able to find out information about the stranger 

on social media using a website called óFind Faceô (McGoogan, 2016). It is therefore 

possible that victims of child trafficking from illegal adoption, sexual exploitation, forced 

labour and other forms of exploitation could appear on social media. Facebook holds more 

than 250 billion photographs and with more than 4.75 billion items being shared each day 

(Facebook et al., 2013), these data could help to find missing children. However, the 

identification rate of children from OCSE is low, especially when the location of the child 

and the offence are often unknown (ICMEC and Carr, 2017).  
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1.2 Literature Review and Application 

Face recognition systems can be classified as controlled and unconstrained. In practice, 

controlled face recognition is achieving near perfect accuracy; it is often used in biometric 

systems for identity verification, where recognition is in a controlled environment with 

standardised illumination pose and facial expression (Hassan et al., 2015). Unconstrained 

face recognition is more challenging with variations in illumination, pose, facial expression 

and also the quality of the images (Hassan et al., 2015). Although not as accurate as 

controlled face recognition, reported accuracy is advancing with recent research involving 

deep learning. However, unconstrained face recognition continues to challenge this field of 

research (Hassan et al., 2015).  

 

1.2.1 Facial recognition systems (FRS) 

All facial recognition systems/algorithms (FRS) are developed using a database of faces, and 

these datasets vary in the number of photographs, the number of individuals and the 

conditions. There are many publically available datasets, but they are relatively small in 

comparison to the training datasets used by big companies, such as Google who have access 

to at least 100-200 million photographs of 8M individuals (Schroff et al., 2015) or Facebook 

who have access to at least 4.4 million photographs of 4K individuals  (Taigman et al., 2014). 

Miller and colleagues (2015) tested four different types of algorithms along with human 

performance (Figure 5), and they found that by adding a larger dataset (maximum 1M) 

FaceNet (developed by Google) was the most robust achieving 75% identification rate even 

with 1M distractors, whereas other algorithms dropped by 70%. This drop in recognition 

was somewhat surprising since most reported a high recognition rate when tested on the 

óLabeled Faces in the Wildô (LFW) dataset (Table 1). This result indicates that the size of 

the training dataset is crucial for the algorithm to learn and distinguish the difference between 

similar faces.  
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Figure 5: Face Recognition performance with added distractors (Miller et al., 2015) 

 

 

 óLabelled Faces in the Wildô (LFW) is a public dataset containing more than 13K 

unconstrained facial images collected from the internet. This dataset had been widely used 

to test the performance of the FRS. Table 1 shows some recent recognition systems tested 

on the LFW with a recognition rate close to the human performance, numbers 1, 3 and 4 

were tested on the MegaFace database (100M faces from Flickr) by Miller et al. (2015) from 

the database YFCC100M (Thomee et al., 2016): 

 

Table 1: Published recognition rates for Face Recognition systems tested on the óLabelled 

Faces in the Wildô dataset 

 

 

Recent research in facial recognition has focused on building a large database of faces 

(Miller et al., 2015; Yi et al., 2014), as researchers believe that the available dataset for 

training could be more important than the algorithm (Yi et al., 2014). However, Grother and 

Ngan (2014) suggest otherwise, and state that recognition accuracy was dependent on the 

algorithm, specifically the developer. Mahmood et al. (2016) compared three different 

baseline algorithms against pose variation and low-image resolution and suggest that some 

algorithms were more robust against these different factors than others. For example, PCA 

 Name or method of 

system 

Institution or company Recognition rate 

on LFW 

Citation 

1 FaceNet  Google 99.63% (Schroff et al., 2015) 

2 GaussianFace  Chinese University of 

Hong Kong 

98.52% (Lu & Tang, 2014) 

3 Joint Bayes CASIA* 97.73% (Yi et al., 2014) 

4 Human Performance 97.53% (Kumar et al., 2009) 

5 DeepFace  Facebook 97.5% (Taigman et al., 2014) 

* Center for Biometrics and Security Research & National Laboratory of Pattern 

Recognition Institute of Automation, Chinese Academy of Sciences (CASIA) 

The diagram originally presented here cannot be made 

freely available via LJMU E-Theses Collection because of 

Copyright. The image was sourced at Miller, D., 

Kemelmacher-Shlizerman, I. and Seitz, S.M. (2015) 

MegaFace: A Million Faces for Recognition at Scale. 

arXiv:1505.02108. 
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is optimal with pose variation and AdaBoost was optimal at the identification from low-

resolution images. This suggests the success of an algorithm is not solely based on the size 

of the training base, but also on the engineering of the algorithm.   

 

FRS such as FaceNet were trained on very large databases, and they outperform others when 

tested on the MegaFace Dataset (Miller et al., 2015). The larger the database, the higher the 

probability of having similar faces, and this will result in an increase of false positive and 

false negative identifications (Grother and Ngan, 2014). A big training dataset is important 

to the success of the algorithm (Parkhi et al., 2015), and the bigger the data, the more 

sensitively the algorithm can be trained to distinguish similar faces. Algorithms developed 

by Google (FaceNet) and Facebook (DeepFace) both involve Deep Convolutional Neural 

Network (DCNN), a form of deep learning (Rawat and Wang, 2017; Schroff et al., 2015; 

Taigman et al., 2014). 

Deep learning is a powerful tool for modern-day machine learning, as it is able to train neural 

networks to learn and recognise patterns when adequate examples are provided (Hassan et 

al., 2015). DCNN, in particular, became the leading method for different analysis of imagery 

(Phillips et al., 2018; Ranjan et al., 2017; Rawat and Wang, 2017). As one of the frontiers in 

neural networks, it is arguable that the algorithm Google developed is able to perform much 

better in comparison to others, but the fact that the developer trained the algorithm using a 

large database could be a significant factor contributing to its success.  

 

The National Institute of Standards and Technology (NIST) have developed standardised 

tests to assess the performance of commercial facial recognition software on a database of 

1.6 million mugshots (Grother and Ngan, 2014; Grother et al., 2010). When using good 

quality mugshots, a commercial algorithm developed by NEC performed the best with 4.1% 

of the identifications failing to be in a rank-1 position (top one) and 2.6% failing to be in 

rank-5 (top five) (Grother and Ngan, 2014). Algorithms are able to recognise faces under 

controlled conditions with high accuracy, but recognition becomes much more challenging 

when unstandardised (unposed/unconstrained) faces are utilised (Bourlai, 2016). Missed 

identification at rank-1 increased to 20-60% when poor quality webcam images were used 

(Grother and Ngan, 2014). This suggests that the image quality is also a determinant factor 

in the success of an algorithm. In reality, indecent images of children will not be of high 

quality.  
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1.2.2 Facial recognition in children 

How good are FRS at recognising the same face years apart? Ling et al. (2010) designed a 

face verification algorithm and tested faces across different ages for children and adults. 

Their study found that verification was much harder for children in comparison to adult faces 

and it was extremely difficult to verify the identity of children between 0-8 years of age. 

This is unsurprising, as the algorithm considers the face to be a universal, distinctive, 

permanent and collectable biometric  (Jain et al., 2004b). However, as childrenôs faces 

change rapidly over short periods of time, facial recognition in children cannot be classed as 

a reliable biometric method, as facial characteristics are invariant. Some researchers consider 

a childôs face as a soft biometric (Matthews et al., 2018) and it was defined as having 

ñcharacteristics that provide some information about the individual but lacks the 

distinctiveness and permanence to identify an individual uniquely and reliablyò (Jain et al., 

2004a). Humans often identify each other with soft biometric traits, for example, height, 

weight, gender, eye colour, ethnicity etc.  (Jain et al., 2004a; Reid et al., 2013; Reid and 

Nixon, 2011). Ferguson (2015) suggested that the manual facial comparison of juvenile faces 

is error prone. If we were to consider a childôs face as a soft biometric, we would need to 

consider the human ability to recognise childrenôs faces even when they are years apart. How 

good are facial recognition systems in the identification of children across time? Perhaps 

identification with a focus on stable features and facial markings such as moles should be 

evaluated further (Caplova et al., 2017). 

 

The National Institute of Standards and Technology (NIST) reported that the false negative 

and false positive rates for juvenile FRS were much higher than for adults. They found a 

progressive trend in the decrease of false identification with increasing age and concluded 

that it was difficult to discriminate younger children, with a high false positive rate across 

all algorithms (Grother and Ngan, 2014). It is not known whether the training dataset for 

these algorithms contained images of young subjects as the companies do not publish this 

information. The report suggested, ñYounger children are more difficult to discriminateò 

and this could suggest that younger children look similar to each other. It is important to 

know if the algorithm would perform better if it was trained to distinguish younger 

individuals and it would be interesting to see if the algorithm can perform any better when 

developed on a database with younger subjects.  

 



 

25 

 

1.2.3 Verification and Identification  

Law enforcement has attempted to test and quantify the capability of FRS to detect and 

recognise the unconstrained faces of children. The Child Exploitation Image Analytics 

(CHEX-IA) was an imagery evaluation from the NIST; this CHEXIA-FACE test recruited 

universities and commercial entities to participate their FRS in four categories: identity (1:1) 

verification, large-scale (1:n) identification, face detection, and clustering of images 

(Grother and Ngan, 2015).  

 

In the literature and in biometric technologies, most systems have demonstrated 1:1 

verification by comparing one source images to one target, and 1:n identification by 

comparing one source images against a collected database of images. This golden rule is 

useful when dealing with simple pattern recognition such as fingerprint, iris pattern and 

perhaps even the standardised frontal view of an adult face. In situations such as for images 

related to child exploitation, it is unlikely that the source images and the target images will 

be taken in a standardised environment. In addition, facial changes due to growth will 

provide even more challenging situations when one source image is utilised for recognition. 

However, the meaning of ó1ô in 1:n verification from the CHEXIA-FACE can sometimes 

contain multiple images of the same individual in a combined template (Grother and Ngan, 

2015). 

 

Digital photography has become widespread over the past decade, and images are taken with 

ease and with increased frequency. For images taken óin the wildô, the differences between 

individuals could be diminished with the wide variations in pose, lighting etc., and 

identification within a large dataset for these images will be even more challenging  (Stone 

et al., 2010). With the increase in memory storage and the continuous improvements in the 

quality of digital photographs, photo management applications have increased in popularity 

(Cui et al., 2007). These applications, such as Google Picasa, Flickr and Facebook, have 

facilitated the development of features such as automated face detection, face tagging and 

clustering. These management features could be useful when dealing with facial images 

taken in unstandardised conditions (óin the wildô), such as images related to child 

exploitation. When more faces are tagged for each individual, it will be statistically more 

likely for their face to be identified in a large database of images. In situations with 

unconstrained facial images, using multiple ósource imagesô for facial recognition was 

shown to be beneficial (Mu et al., 2014; Schroff et al., 2015); therefore, using more than one 
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image of the child could potentially improve recognition across different ages. Using more 

than one age progression depiction could also be beneficial to recognition (Lanitis and 

Tsapatsoulis, 2016).  

 

This study demonstrates the use of a commercial photo management application (Google 

Picasa) in identity verification across the different ages of the same individual; the use of 

multiple source images will be compared to a single source, and the limit of face recognition 

in relation to facial change will also be explored. How large of an age difference is necessary 

before the FRS fails to recognise the child as the same individual?  
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1.3 Age progression 

To model and predict the possible changes to an ageing face, age progression methods 

change the shape, colour and texture of a facial image while retaining the identity of the 

individual (Hunter et al., 2012). The areas of change are different for adults and children, 

and during juvenile growth, the skull and associated cartilages change in size and proportion 

to accommodate the growth and development of the internal organs (e.g. the brain, airway, 

dentition etc.) and increased body size. However, with the skull shape remaining relatively 

stable in adulthood, the changes in face shape relate to the continuous growth of cartilage 

(i.e. the nose and ears) and soft tissue changes, such as the development of wrinkles and skin 

sagging. Therefore, age progression is often separated into juvenile and adult (Mullins, 

2012), with many freely available adult ageing applications or programs such as HourFace 

(MotionPortrait, Inc., 2015) or in20years (Luxand, Inc., 2015). This study focuses on age 

progression for juvenile faces. Age progression is challenging for individuals younger than 

3 years of age, as facial characteristics are underdeveloped at this stage in the growth pattern 

(Mullins, 2012). Age progression is more accurate with images of older children and 

accuracy is also affected by the quality of the reference photographs (Mullins, 2012). Current 

research techniques include manual or machine-based digital image processing and 

sometimes drawings by artists (Mullins, 2012). NCMEC in the USA updates the age-

progression image every 2 years before age 18 years, and every 5 years after age 18 years. 

These images are used to generate further investigative leads (NCMEC, 2016).  

 

1.3.1 Machine-based age progression  

Previous literature has described machine-based age progression methods as automated or 

computerised methods. The level of automation of age progression is still in its infancy and 

requires a high level of human influence. 

 

Different research groups have developed methods to automate age progression using 

various algorithms, and most methods are based on averaged anthropometric growth patterns 

(Lampinen et al., 2010). A few approaches are discussed below: 
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1.3.1.1 2-Dimensional age progression models 

Ramanathan and Chellappa (2006) and Wu and Chellappa (2012) developed craniofacial 

growth models using sets of linear equations based on craniofacial anthropometry in relative 

growth parameters (Figure 6). This is similar to cardioidal strain based methods where the 

head shape changes related to bone growth (Hunter et al., 2012). This mathematical model 

was developed to verify age-separated images of individuals under 18 years of age. 

Recognition becomes even more challenging in children under 15 years of age due to the 

rapid growth of the face, especially with features along the outer contour (Ramanathan and 

Chellappa, 2006).  

 

 

The model progressed and aged a single 2D image of the face based on male and female 

anthropometric proportion indices (Ramanathan and Chellappa, 2006). The distance 

between the eyes remains relatively stable after infancy; therefore, the midpoint of this 

distance was used as a reference point to set the coordinates for alignment. The region of the 

eyes also remains relatively stable during the growth process, and the contour of the face, 

shape of the nose and mouth change more in comparison. The results from age-separated 

images suggested that facial recognition was extremely difficult for children under age 8 

years, but by using the growth model, prediction of new facial shapes in teenagers showed 

an increased facial recognition performance (Wu and Chellappa, 2012). However, this 

growth model relied on the known age of the source image, and this information could be 

inaccurately reported by the donor. In addition, the model developed may only be Caucasian-

Figure 6: Cardioidal strain based generative method for facial growth in children  

(Ramanathan et al., 2009) © 2006 IEEE. 
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specific and it also lacked age-related changes such as skin texture, facial hair and facial fat 

distribution (Ramanathan and Chellappa, 2006). Finally, although cardioidal strain based 

methods may work well for large proportional shape changes of the face, it was not able to 

account for colour and textural changes to the face (Hunter et al., 2012). 

 

Kemelmacher-Shlizerman et al. (2014) developed the illumination-aware age progression 

technique using subspace-to-subspace alignment, and their workflow was able to produce a 

series of age-progression images from a single photograph of a child with 4 steps (Figure 7). 

First, to account for pose difference, the original image was corrected to the frontal pose, 

secondly, the texture was relit to match the target age. The process followed by applying the 

flow difference between the source and the target age, and finally, the aspect ratio for the 

difference in head shape due to ageing was adjusted. To demonstrate the ability to match the 

illumination of another image, the authors also used the actual images of the target age as 

the relighting reference. The study suggested that this ground-truth-blended comparison 

performed better for ageing children when compared to other methods. As a result of the 

blend, the outer features between the progression and the target image was identical (i.e. 

hairstyle and clothing) which could create a bias when testing recognition. This method was 

developed on 40K ócross-sectionalô images across different ages. This method also 

accounted for shape, colour and texture changes of the face whilst retaining the original 

images from the individual; this could potentially increase the accuracy in modelling age-

related changes compared to previous methods described above. 

 

 

Figure 7: Steps of illumination-aware age progression  

(Kemelmacher-Shlizerman et al., 2014) © 2014 IEEE. 
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Machine-based age progression studies have focused on the generation of realistic textures, 

rather than relying on an input image to match the illumination (Kemelmacher-Shlizerman 

et al., 2014). Bukar et al. (2017) proposed a framework using a hybrid technique and unlike 

other statistical models, this technique was able to create depictions with finer facial details. 

High quality coloured images with varying facial expression and head poses were collected 

into nine age groups for texture enhancement implementation (Figure 8), and these were 

used to generate patch libraries for each age group. To generate a texture with fine details, 

the patches considered and overlapped small segments of the faces. This method eliminated 

illumination differences; whereas any gradient difference may remain using other 

illumination aware methods, such as the method proposed by Kemelmacher-Shlizerman et 

al. (2014). 

 

 

Figure 8: Texture enhanced age progression method (Bukar et al., 2017)  

Reprinted by permission from Springer Nature Customer Service Centre GmbH © 2017 
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1.3.1.2  2D and 3D age progression models 

To overcome the challenges of the unconstrained head pose between the original and the 

veridical image, some studies have developed machine-based age progression systems using 

morphable face models to match the difference in head pose between the two different 

unconstrained images (Scherbaum et al., 2007; Shen et al., 2014).  

 

Scherbaum et al. (2007) developed a non-linear ageing curve for a machine-based age 

progression model based on 393 individuals between 8 and 30 years old (Figure 9). Faces of 

238 teenagers between 8 to 16 years old were scanned, and these scans were used to develop 

the model. In combination with the high-quality digital images of the subjects, the texture 

was extracted to produce high-quality texture maps onto the model with the ability to match 

the illumination to the óGround-truthô; different hairstyles could also be applied. 

  

 

Figure 9: 2D/3D age progression method (Scherbaum et al., 2007)  

© 2007 by John Wiley Sons, Inc. Reprinted by permission of John Wiley & Sons, Inc. 

 

Similarly, Shen et al. (2014) developed a machine-based age progression system using 3D 

face models. First, a 2D image of the child was converted into a 3D face. Then each facial 

component (face shape, eyes, nose, lips etc.) was extracted, and the growth curve of other 

children with similar faces was applied to each component individually (Figure 10). One of 

the biggest limitations noted by the author, was that only the FG-NET was used to train the 

algorithm to establish a growth model. This database contains less than 100 individuals 

across a wide variety of ages from age 0-69, which is not sufficient for a reliable age 

estimation. Although the design of this algorithm could be good for small training datasets, 

further testing and training are required. 
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Figure 10: 2D/3D age progression method (Shen et al., 2014) 

1.3.1.3 3-Dimensional age progression models 

Koudelová et al. (2015) modelled age progression specifically in children between 12-15 

years old (Figure 11) and developed a prediction model using geometric morphometric 

(GMM) based on 45 Caucasian 3D faces (23M; 22F). This was a longitudinal study where 

each individual had their face scanned at 4 consecutive years between 12-15 years old. The 

facial form showed a significant difference between the age groups for each sex by using 

principal component analysis (PCA), and the changes for boys were more prominent than 

the girls. The authors reported a mean error of 1.92mm in girls and 1.86mm in boys (Figure 

11). 

 

 

Figure 11: 3D modelled age progression method (Koudelová et al., 2015) 

© 2015, with permission from Elsevier 

The diagram originally presented here cannot be made freely 

available via LJMU E-Theses Collection because of Copyright. 

The image was sourced at Shen, C.-T., Huang, F., Lu, W.-H., 

Shih, S.-W. and Liao, H.-Y.M. (2014) 3D Age Progression 

Prediction in Childrenôs Faces with a Small Exemplar-Image 

Set. Journal of Information Science and Engineering, 30(4), 

pp.1131ï1148. 
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Matthews et al. (2018) developed a framework for machine-based age estimation and age 

progression. The algorithm was trained using cross-sectional 3D photographs (360 degrees) 

from individuals between 0 and 18 years old (452M; 422F), and the model was validated 

using a longitudinal subset of 50 subjects (24M;26F) who had been photographed at two 

different ages, with an interval between 3.61 - 6.40 years. The authors reported an average 

of 85.07% accuracy of the face, and 74.80% of the head within three millimetres (Figure 

12).  

 

 

Figure 12: Synthetic facial growth maps for 8-15 years (Matthews et al., 2018)  

© 2018, with permission from Elsevier 

** The scale of the colour deviation map: +- 4 millimetres  

 

1.3.1.4 Comparison between 2D and 3D methods 

In comparison to 2D studies using photographs (Kemelmacher-Shlizerman et al., 2014; 

Ramanathan and Chellappa, 2006), the 2D/3D (Scherbaum et al., 2007; Shen et al., 2014) 

and the 3D methods (Koudelová et al., 2015; Matthews et al., 2018) could be more 

beneficial. 2D photographs can often introduce perspective and projection error, especially 

when the training database is not standardised. Since 3D imaging is likely to increase in 

popularity (Matthews et al., 2018), 3D methods of age progression could be useful in 
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populations where subjects have recorded 3D imaging before they went missing. A database 

with longitudinal 3D faces is able to hold more information, regarding the shape, true size 

and growth specific to each individual within the sample. Cross-sectional studies do not 

reveal the true growth for each individual. However, the collection of a longitudinal 3D 

database, as shown in Koudelová et al. (2015), is often time-consuming with a limited 

variation within the sample.  

 

The age progression model from  Koudelová et al. (2015) seems to be more age accurate in 

comparison to the Matthews et al. (2018) model. Apart from the difference in using 

longitudinal or cross-sectional data, a difference in age range and the area of interest could 

also be a major contributing factor in this difference. Matthews et al. (2018) tested larger age 

intervals at different age groups, whereas the Koudelová et al. sample was more controlled 

with a 3-year age interval of the same subjects. Koudelová et al. (2015) restricted the area of 

interest to the face only, whereas Matthews et al. (2018) used a whole head model. For the 

purpose of forensic age progression where the face is the most identifiable feature, focusing 

only on the face could be more beneficial.  Matthews et al. (2018) noted that the shape of 

the overall head was less accurate in comparison to the face region.  

 

Both texture and shape are important factors in facial recognition (OôToole et al., 1999). 

Faces without details and colour, such as the 3D  models produced by  Koudelová et al. 

(2015) and Matthews et al. (2018) may achieve a lower recognition rate (Bruce et al., 2013). 

Texture can be applied to 3D models, but the ówrongô texture can lead to incorrect 

recognition (Claes et al., 2010a). The 2D render of the 3D face model will also differ to a 

photographic image. Some studies have addressed this issue by matching the illumination of 

the image to the target image (Kemelmacher-Shlizerman et al., 2014; Scherbaum et al., 

2007). If these age progressions perform better for a machine-based facial recognition 

system, this method could be a beneficial investigative tool if the model is able to cross-

match to the illumination of all possible images within the database. This could be 

computationally expensive depending on the size of the database, therefore it will be 

interesting to see if the methods proposed by previous studies (Bukar and Ugail, 2017) using 

detailed texture could lead to better FR performance.  
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1.3.1.5 Genetic influence  

Craniofacial development is related to genetics and environmental factors with certain facial 

parameters being more genetically controlled than others (Cakan et al., 2012). Forensic 

artists often use information from images of family members for the creation of the age 

progression image (Erickson et al., 2016; Lampinen et al., 2015; Taylor, 2000). The 

methodology of the machine-based studies can be disadvantageous when hereditary 

information is not considered.  

 

Gibson et al. (2009) proposed a computer-assisted age progression algorithm by using a 

combination of averaged growth models and genetic information from reference images of 

relatives. The reference image of the relative was visually assessed for facial similarities to 

the subject (Figure 13). This method was able to bias the age progression to be more like the 

relative than the averaged mode, which could be an important step in creating a better 

depiction.  

 

Figure 13: Computer-assisted age progression (Gibson et al., 2009) 

Reprinted by permission from Springer Nature Customer Service Centre GmbH © 2009 

 

Different approaches to age progression have been attempted, but ñcurrently there is no 

automatic age progression software that can guarantee any degree of accuracyò (NCMEC, 

2016). Although the literature has explored the human recognition rate using age progression 

images (see section below), but no published literature has reported the testing of automated 

recognition rates using the age progression and veridical (Target) image.  
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1.3.2 Manual age progression 

A specialised forensic artist often creates manual age progressions by sketching or by 

utilising photo-editing software (e.g. Photoshop). The age progression technique can vary 

between different practitioners (Figure 14) (Erickson et al., 2016) and some practitioners 

prefer to put more weight on quantifiable growth data, whilst others put more weight on the 

features of other family members (Taylor, 2000). To understand and produce a more accurate 

depiction, images of siblings and parents at the same age of the progression are often required 

to help artists to maintain a reliable likeness with biological resemblance (Lampinen et al., 

2015). But when these images are not available, a more general reference will be used, such 

as images of other children of the same age (Mullins, 2012). 

 

 

Figure 14: Manual age progression techniques (Erickson et al., 2016) 

© 2017, with permission from Elsevier 

 

The original images should be altered as little as possible to retain certain facial 

characteristics, by using reference material of other children, only small portions should be 

used to avoid resemblance from the templates (Mullins, 2012). Manual age progression 

methods are subjective, not standardised and also vary between forensic artists (Charman 

and Carol, 2012; Koudelová et al., 2015; Lampinen et al., 2015). Understanding the growth 

in children will be beneficial when changing the proportion of the head and face in an age 

progression (Farkas et al., 1994; Taylor, 2000).  

 

The most important proportional change is the lower face growing in length and width and 

prominence (Taylor, 2000). Based on a cross-sectional Caucasian sample (n=2326), Farkas 

and Hreczko (1994) provided a set of growth-related linear measurements of the head, face, 



 

37 

 

orbits, nose, lips and mouth. The authors provided: a comparison of measurements at age 

one; the total growth difference between ages 1 to 18 years; periods of rapid growth; and the 

maturation age in each individual measurement. These measurements could be useful to 

determine the parameter of change required for specific areas of the face. For example, the 

length of the head matures at around age 10 years for females. Information like this could 

provide a more óguidedô process of age progression. No matter what method is used, the 

practitioner must have a good knowledge of craniofacial growth and dental eruption patterns 

(Taylor, 2000).  

 

1.3.2.1 Facial anthropometry 

Farkas and Hreczko (1994) measured growth-related changes in North American Caucasian 

subjects across ages 1 to 18 years old (Cross-sectional). Numerous measurements of the 

head, face, orbits, nose, ears, lips and mouth were recorded from each year group, mostly 

between age 1 to age 18 years. The authors showed the difference in measurements between 

age 1 and 18 years as the total growth increments, and the period of accelerated growth in 

each region. In the majority of measurements, the authors showed that females had an earlier 

maturation rate in comparison to males. Of all the measurements between ages 1-18 years, 

most changes (growth over 20mm) lie within the head and face as listed in Table 2 and 

Figure 15 below: 

 

Table 2: Growth changes (>20mm) from age 1-18 years  

(Amended from Farkas and Hreczko 1994) 

Linear Measurements Total Growth between 1&18 years 

mean  

Maturation age 

(Years) 

mm % **  Male Female 

Face: Mandibular arc (t-gn-t) *curve line 68.8 30.49 15 14 

Head: Craniofacial Height (v-gn) 49.66 28.27 15 11 

Face: Maxillary arc (t-sn-t) *curve line 49.6 22.16 14 12 

Face: Width (zy-zy) 37.4 38.90 15 13 

Face: Depth in Mandibular region (t-gn) 34.7 35.02 15 13 

Face: Height (n-gn) 30.7 38.91 15 13 

Face: Depth in Maxillary region (t-sn) 28.6 30.65 14 12 

Head: Length (g-op) 24.5 14.91 14 10 

Head: Width (eu-eu) 23.9 19.31 15 14 

Face: upper face height (n-sto) 23.3 48.80 14 12 

Nose : Height (n-sn) 20.9 69.55 15 12 

Nose : Bridge length (n-prn) 20.5 76.64 15 13 

**The total growth in percentage was expressed [Growth difference (mm)/ Mean value at age 1 years] % 
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Changes below 20mm from Farkas and Hreczko (1994) were mostly around the orbits and 

the mouth as listed in Table 3and Figure 16. 

 

Table 3: Facial growth changes ( <20mm) from age 1-18 years (Amended from Farkas and 

Hreczko 1994) 

Linear Measurements Total Growth between 1&18 

years mean 

Maturation age 

(Years) 

mm % **  Male Female 

Face: Width of the mandible (go-go) 18.7 24.80 13 12 

Head: Height of the head (v-n) 18.5 19.14 13 13 

Mouth: Width of the mouth (ch-ch) 17.5 51.40 14 14 

Face: Height of the mandible (sto-gn) 16.0 50.55 15 12 

Nose: Nasal ala length, left (ac-prn) 13.2 67.69 15 13 

Orbits: Biocular width (ex-ex) 12.5 16.52 15 13 

Nose: Nasal tip protrusion (sn-prn) 9.8 96.55 16 14 

Nose: Width of the nose (al-al) 6.9 26.34 14 12 

Orbits: Eye fissure length (ex-en) 5.3 20.66 15 13 

Orbits: Intercanthal width (en-en) 5.2 19.19 11 8 

Mouth: Height of the lower lip (sto-sl) 4.8 36.92 13 9 

Mouth: Height of the upper lip (sn-sto) 3.9 23.15 11 5 

Orbits: Eye fissure height (ps-pi) 1.2 12.57 11 14 

**The total growth in percentage was expressed [Growth difference (mm)/ Mean value at age 1 years] % 

 

Figure 15: Linear measurements with facial growth changes >20mm 

Amended from Farkas and Hreczko (1994) 

The diagram originally presented here cannot be made freely 

available via LJMU E-Theses Collection because of Copyright. 

The image was sourced at Farkas, L.G. and Hreczko, T. (1994) 

Age-related changes in selected linear and angular measurements 

of the craniofacial complex in healthy North American Caucasians, 

in: Farkas, L.G. (Ed.), Anthropometry of the Head and Face. New 

York: Raven Press, pp. 89ï102. 
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Figure 16: Linear measurements with facial growth changes <20mm 

Amended from Farkas and Hreczko (1994) 

 

By separating the changes above and below 20mm, the practitioner can have a visual idea of 

the large changes relating to the facial growth. For example, sn-prn (nasal prominence) is a 

small measurement with a 9.8mm difference from age 1 to 18 years of age, but this change 

was nearly double the original measurement at age one (Table 3). Table 2 and Table 3 depicts 

the averaged measurements between male and female from Farkas (1994), with each 

measurement documented across the different age groups up to age 19-25 years old. This 

can be particularly useful in age progression, where measurements are taken from the 

photograph of the missing child (Farkas et al.,1994), and the known age is extrapolated 

according to the measurements from appendix A of Farkas (1994). 

 

1.3.2.2 Iris ratio  

Machado et al. (2017) analysed 10 facial measurements (Figure 17) from passport 

photographs of 1000 Brazilian subjects (n=200) age between 6-22 years. The authors 

compared nine different measurements of the face using the iris diameter as a fixed reference 

point. In comparison to interpupillary distance, the authors suggested that the diameter of 

the iris was the most stable measurement and could be a better reference for facial analysis. 

This can be particularly useful, as current age progressions are mostly digital, using tools 

such as Adobe Photoshop where the true measurement/scale is unknown. Farkas et al. (1994) 

used the endocathion distance (en-en) and the height of the upper lip (sn-sto) as a reference 

The diagram originally presented here cannot be made freely 

available via LJMU E-Theses Collection because of Copyright. 

The image was sourced at Farkas, L.G. and Hreczko, T. (1994) 

Age-related changes in selected linear and angular measurements 

of the craniofacial complex in healthy North American Caucasians, 

in: Farkas, L.G. (Ed.), Anthropometry of the Head and Face. New 

York: Raven Press, pp. 89ï102. 
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point for scaling the photograph to life-size in order to carry out measurements. Iris diameter 

could be a more stable reference point for standards in comparison to the method proposed 

in Farkas et al. (1994). 

 

Nine out of ten anthropometry measurements from Machado et al. (2017) could be found in 

appendix A of Farkas (1994). With digital measurements taken in pixels, this makes 

comparison with anthropometric studies difficult. Anthropometry, such as Farkas (1994), 

are recorded as life-size measurements, and there will be differences when these 

measurements are translated to photographs, where the images are often affected by focal 

distance, distortion, head pose, facial expression, accessories such as glasses etc.  

 

 

Figure 17: Craniofacial measurements (© Machado et al., 2017) 






























































































































































































































































