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Abstract

Every year, an estimated 1.2 million children are trafficked (International Labour Office,
2002). The National Center for Missing & Exploited Children (NCMEC) received a 432%
increase in child sexual abuse imagestt@purposs of identification betwee2005 and

2009 (U.S. Department of Justice, 2010), and they assisted in the identification of 2,589
victims related to indecent images of children in 2Q04EMEC, 2015a)In relation to the

vast number of images received, macHmased facial recognition could help law
enforcementand other organisations to match faces more efficiently. The use af faci
recognition technologyhas become more popular within our society, but where rapid
juvenile growth changes facial features recognition is challenging, especially for children
under 15 years of age with changes to the outer contour of the face (Ramaaadha
Chell appa, 2006). The <chal |l enge facedtitalson | y

relates to face recognition in the wild with unconstrained images.

This study aims to provide an opeancess database of facial images, documenting the
different stages of facial growth from numerous individuals from birth to 19 years of age.
There are currently very limited longitudinal databases available for the research
community, and the collection of this database will benefit all researchers who wish to study
age progression and facial growth.

Ferguson (2015puggestd that facial recognition algorithmsan perform better than
humans in the identification édices of childrenExperimentl of this research takes a further
step to explore how the difference in age group and age gap can affect the recognition rat
using various facial recognitiosoftware,and explores the possibilities of group tagging.
Results indicated thalhe use of multiple images is beneficial for the facial identification of
children.

Experiment2 explores whether age progression work could further improve the recognition
rate of jwenile faces. This study documents the workflow of a new method for digital
manual age progression using a combination of previously published méthegsoposed

age progression method for children recorded satisfactory levels of repeatability veth faci

measurements at the Nasion (n) and Trichion (tr) showing the most inaccuracy.
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No previous studies have tested how different conditions (i.e. blurring, resolution reduction,
cropping and black and white) can affect mactbased facial recognition noate they
explored the relationship between age progression images and facial recognition software
The study found thateduction of the resolution of an age progression image improves
automated facial recognition for juvenile identification, and manualpaggressions are no
more useful than the original image for facial identification of missing children.

The outcome of this research directly benefits those who practice facial identification in

relation to children, especially for age progression cadewo

12



1.l ntroducti on

This research was supervised jointly from Face Lab at Liverpool School of Art & Design
and the LIMU Department of Computer Science. Thiotsesearch in computer science,

but a multidisciplinary project involving areas relating to humanitarianism, facial
anthropology, art, and science. A background in forensic anthropology provides basic
research skills to utilise existing technology and medthagy for analysis. This project
applies knowledge in computer science as building blocks to answer questions relating tc
the facial recognition of children.

Chapter 1 is divided intthreesections. Chaptet.1 addresses the scale of the problem and
explores the motivations behind this research in order to identify the research gap anc
explore related research in this field. Chagt@addresses published literature and how the
results of this research have been applied in forensic case@bdpter 1.3 addresses

research in age progression

1.1 The scale of child trafficking and exploitation

Child trafficking is their ecr ui t ment , transportation,
children for the purpose of exploitaton and t hi s applies to vi
age (UNODC, 2004) Under the Palermo protocECPAT UK, 2015; OHCHR, 2000)
because a child is unable to give consent to being exploited, only mowveamdezxploitation
arerequired in order to be defined as trafficking. Child trafficking is recognised by the
United Nations as one of the major violations of human righiODC, 2004) it is a form

of child abuse and modern day slavéBEOP, 2011 pffecting children locally and on a
global scale. Between 2010 and 2012, the number of victims identified in child trafficking
from the 80 UN countries was around 10,00610DC, 2014) but the official figuresvere

t hought to be the o6tip of the icebergéb,
unknown. The eference figure provided by thmternational Labour Office (2002)
suggestethat every year, an estimated 1.2 million children are trafficked. Since the different
forms of trafficking are ofteanalysed as separate entities, there are no publisheddape

figures for globally trafficked children.

13



Three main stages of child trafficking are recognisedurel) by UNODC:

1. Recruitment; where the child is first enlisted by the trafficker

2. Movement; where the child is relocated locally, regionally or even internationally

3. Exploitation; where children are traded for purposes such as lagougl abuse, crime,
armed conflict, organ transfer, child begging, adoption, and benefit fraud etc. (CEOP,
2010; International Labour Office, 2008).

The diagranoriginally presented here cannot be made
freely available via LIMUWE-Theses Collectiobecause of
Copyright The imagewas sourced aiNODC (2015).
Human Trafficking[Online] Available at:
http://www.unodc.org/unodc/en/humanafficking/wha-
is-humantrafficking.html [Accessed 3.7.15]

Figurel: Elements of humatrafficking (UNODC, 2015)

Childrenarecoercednto trafficking for many reasons: pressure to help support their family
lured by the relationship of trygtromised a better life or income by moving awaybe
trafficked alongside their family (International Labour Office, 2008). Kidnapped or adatiuct
children were also exploited, but this is much rarer than other forms of trafficking
(International Labour Office, 2008).

The most commopurpose of human traffickingasforced labair and sexual exploitation
(UNODC, 2016, 2014)Figure 3, and thenternational Labour Office (2002stimatedhat

5.7 million childrenwereforced intobondedlabour, with 5.5 million concentrated within

the AsiaPacific area. Children may be exploited to work in agriculture, mining,
construction, factories, entertainments, nail bars, hospitality or domestic servitude etc.
(CEOP, 2011; International Labour Office, 2008)
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The diagranoriginally presented here cannot be me
freely available via LJMUE-Theses Collection becaus
of Copyright The imageavas sourced &iNODC (2016)
Global Report on Trafficking in Persangonline]

Available at: https://www.unodc.org/unodc/en/da
andanalsis/glotip.html [Accessed 8.2.2018]

Figure2: Forms of exploitation i2014 (UNODC, 2016)

In 2005, the European Commission estimated that thereonemillion child sexual abuse
images online, and this number increaselalf a million each year with 70% of the victims
being under 10 yead age(European Commission, 2019he National Center for Missing

& Exploited Children (NCMEC) received a 432% increase in child sexual abuse images for
purpose of identification between 2005 and 200%. Department of Justice, 2018)Jong

with the rising concerns in relation to child sex tourismUte. Department of State (2007)
estimated that more than 2 million childneeresexually exploited every year orgkobal
scale, withan estimated million children forced to sell their bodies every day within the
sex industry. Southeast Asia, Thailand and Cambodia, in partiowene popular

destinations for sex touris(Rafferty, 2007)

Commercial sexual exploitation of children (CSEC) is a term usedlescribe the
combination ofchild prostitution, child sexual abuse materials and child sex tourism
(ECPAT International, 2015)'he global figures reported by various organisations related
to CSECwerecriticisedasbeng inaccurate, wherthe recording methodssedwereoften
unstandardisd and inaccurate based on very limited resources. These vgstesften
focused separategnditwasd e s cr i bed as a f h ithdrdpeegsentgtivep u |
samplewasvery limited (ECPAT International, 2015However,n 2017,78,589web pages
were reported to the Internet Watch FourmtatjlWF) and confirmed as containing child

sexual abuse material (CSAM), 8,974 were commercial in ndiMfe, 2018)
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CEOP provided child traffickipn data(Figure3) and suggestthat the UKwasa significant
transit point and destination for child traffickingpfn regions such as Africa, Asand
Eastern Europe (CEOP, 2012). Most victimere between 4-17 years old, and victims
from Africa and Eastern Europeeremostly female, whereas victims from Asiaremostly

male (CEOP, 2012). Victims from Afrie@eremostly traded for sexual exploitation, victims
from Eastern Europe for benefit fraud and criahiexploitation, and victims from Asiaere
mainly traded for labour exploitation, with many identified in the drug trades, such as
cannabis cultivation (CEOP, 2012; CEOP, 2011).

The diagranoriginally presented here cannot be made freely
available viaLIMU E-Theses Collection because of Copyright
The imagewas sourced &8EOP (2011) Child trafficking
update. [online] Available at:

https://www.ceop.police.uk/Documents/ [Accessed 18.5.201!

Figure3: Purpose and origin of child exploitation withime UK (CEOP, 2011)

Child trafficking andexploitationremain a sociabboq often unspoken and undeaported.
However, these official figures may not correlate with the number of missing persons, as
children can be sold into abuse by their families due to po(drg. Department of Justice,
2010) The Chinese state media repontsve estimated that 58 milliorchildren were
abandoned by their migramtorker parentdU.S. Department of State, 2012herefore

children in these circumstances may never be reported as missing.

1.1.1 Technology and Child Trafficking

Online child sexual exploitation (OCSE) is a rising problem. In 2012, CEOP repdgrtdd 1
cases of OCSE within thgK. Importantly, approximately 5% of children suféefrom
contact sexual abuse, meaning 10,000 new victims in the UK everyGE@P, 2013)As

technology advansgstorage and distribution of indecent images of childemome®asier
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through thehiddeninternet, webmail, social netwakfile hoss, peer to peer file sharing,
or live video streamingCEOP, 2013)IWF reported a rise in the sharing of child sexual
abuse material (CSAM) via redirecting hacked websites, and the removasef riewly

identified commercial CSAM websitesuldbe challengingSmith, 2014a;h)

Within 2012, 50,000 individuals within the UK alone were involved in sharing and
downloading indecent images of children, timgolved 70,000 still and moving indecent
images of children, whictvasa two-fold increase compared to 20(@EOP, 2013)With

the 432% increase in child sexual abuse images reported by NCMEC, existing database
managed by INTERPOL contad more than 500,000 indecent images of children within
the International Child Sexual Exploitation (ICSE) DatabgB¢TERPOL, 2011; Wei,
2012) Materialsretrieved from online sources can be a useful tool in finding the missing
child andthese databasesaveidentified more than 6,300 victims and nearly 3,200 offenders
globally since 2009INTERPOL, 2015) Youth-produced sexual content is on the resed

the IWF conducted a study in 2015 collecting dateerothree months and observed that
85.9% of youthproduced sexual content useghiop webcams, and 17.5% oétmaterial
depicted individuals under 15 years ¢l#&/F, 2015a) The number of child abuse images

had been estimated to be around one million, with as many as 50,000 new images going int
circulation per yeaflCMEC and Carr, 2017)

1.1.2 Using technology to prevent trafficking

In order to combat the vast amount of child sexual abuse imagespanies and
organisatns have used a variety of methods to detect illicit material on their systems
(ICMEC, 2013) The Internet Watch Foundation (IWF) reported a 137% increase in the
identification and assisted removalwéb pagesontaining child sexuabuse material in
2015 compared to 2014, where less than 0.3% of child abuse cwasi@ing hosted within
the UK and 95% of theseeb pagesvereremoved within a daffwF, 2015b) In 2017, less
than 1% of CSAMwvashosted in the UKIWF, 2018) NCMEC (2015a)eceived 4,403,657
CyberTipline reports, whickvas a 298% increase compared to 2014, and 99% of those

reports were related to indecent images involving children.

With the emergence of cloud computingnd anincreased use dhe hidden internet to

disguise identity and encrypt the sharing of child sexual abuse integdsng technology
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wasable to identify and block these images from being shayesing digital fingerprints,

also known as hash vas(GOV.UK, 2014; ICMEC and Carr, 201nown child sexual
abuse imageddentified by the IWF can help to prevent sharing on companies such as
Facebook, Microsoft, Google, Twitter and Yah¢@OV.UK, 2014) Companies and
organisations such dsterpolhaveu s ed Mi cr osoft s Phot oDNA
images for comparison to the ICSE databasd, the use of hash tediogy can eliminate

the duplication of images within the database and help speed up the identification proces:
(ICMEC, 2013; INTERPOL, 2015)

The sexual exploitation of children can be reduced by limiting the source of material.
Different law enforcemenbrganisationsraveformed an alliance to protect children from
online sexual exploitation. The Virtual Global Taskforce (VGAas formed by 14
organisations across the wofMGT, 2011) and since 2003, théyave helped identify sex
offenders with projects such as operation PIN. Projects like thesddnecapture information
relating to paedophiles by setting up a fake website gigito contain CSAMWei, 2012)

Law enforcement agenciésveused programs such asifpéay and RoundUp to identify

IP addresses in peer to peer distribution of child sexual abuse image fildgsdrograms
helped idently 20 million addresses between 2006 and 2Q0%. Department of Justice,
2010)

CSAM can be filtered by internet blocking or through noticetakddownwhere members

of the public reportsites containing CSAM throughotiines established in different
countries(ICMEC and Carr, 2017; Weg2012) With 1.2 million reports received in 2013,
international collaboration is on the rise, with networks such as INHOPE having 51 hotlines
across 45 countries. By developing a secure software to collect, exchange and categoris
reports on CSAM, thse networks work together to remove illegal content and prevent
distribution and circulation of such material to protect child vic{iiN$1OPE, 2018, 2014)
However, different statards across countries can result in the ineffictakédownof
CSAM. For example, the definition of a chifiiffers and the definition of CSAM can also

vary between different countri€gv/ei, 2012) In addition, many places dwt have these
systems in place, and CSAM can still be exchanged using other means, such as peer to pe

file sharing, email and free hosting si{#¢ei, 2012)
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1.1.3 Recovery rate

NCMEC in the USAhasassisted in the identification of 2,589 children related to indecent
images, and the centhasrecovered more than 205,550 children since 1984 with a recovery
rate of 97%, a 35% increase when compared to (M 9GMEC, 2015b, 2015alChina started

a project in P07, calledBaobeihuiji@ to reunite missing children and their families
(www.Baobeihuijiacom). The project advidghe general public to take photographs of lost
or street children through a mobile phone application, and these photogeaphempared

to the database of missing children using facial recognition softWae, 2014) Since
2007, this projecthas helped 1406 missing children to reunite with their families
(Baobeihuiji, 2016) Similarly, in India, the TrackCHILD facial recognition systemas
helped theMinistry of Woman and Child Development (2018Xhe identification of 2,930
children from 45,000 photgqgohn, 2017; Kovner, 2018; Marchildon, 2018; NDTV, 2018)

In 2015, NCMEC distributed 20,230 photos of missing US chil(iR&MEC, 2015a)With

the aid oftechnology, it is becoming more common to find ldagn missing children
(NCMEC, 2016) Figure 4 showsthe number of recoveries between 2011 and 2015.
Although the 2015 report did not specify the statistics on the methods leading to the
identificaion, NCMEC readilyusedage progression and sophisticated forensic technology

to search for missing children.

The diagranoriginally presented here cannot be made freely
available via LIMUE-Theses Collection because of Copyright
The imagewvas sourcé atNCMEC (2016) LongTerm Missing
Child Guide for Law Enforcement. [online] Available at:
http://lwww.missingkids.org/publications/longtermmissingguic
[Accessed 13.3.2017].

Figure4: National Center for Missing & Exploite@hildren NCMEC, 20189 longterm
US missing children recovery figurbstween 2011 and 2015
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The worl ddés internet us ag@iniwattaMatketing GBuppi | |
2015) and the platform of social media usdgesgrown exponentially over the past few
years. Faceboalemainedne of the most used sites with the number of active users reaching
1.3 billion, QZone from Chinavasin second place with 0.6 billion, and others, such as
Google+, LinkedIn, Instagram, TwitteTumblr etc.(Statistic Brain Research Institute,
2015ab) werenot far behind. In a recent social experiment, a photographer took images of
strangers and using just a facial image, he was able to find out information about the strange
on soci al medi a usi ng (McGaoogab, 2016)k is thexdforee d
possible that victims of child trafficking from illegal adoption, sexual exploitatanced

labour and other forms of exploitation could appear on social media. Facebook holds more
than 250 billion photogghs and with more than 4.75 billion items being shared each day
(Facebook et al., 2013}hese data could help to find missing children. However, the
identification rate of children from OCSE is low, especially when the location of the child
and the offence are often unknoW/6@ MEC and Carr, 2017)
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1.2 Literature Review and Application

Facerecognition systems can be classified as controlled and unconstraingdctice,
controlled face recognitiois achieving near perfeetcuracyit is often used in biometric
systens for identity verification whererecognitionis in a controlledenvironment with
standardised illumirteon pose and facial expressi@idassan et al., 2015)nconstrained
face recognitions more challenging witlvariatiors in illumination, posefacial expression
and also the quality of the imagéldassan et al., 2015Although not as accurate as
controlled face recognition, reported accuracy is advancing ednt researcimvolving
deep learningHowever unconstrained face recognition continues to challengdighisof

researcl{Hassan et al., 2015)

1.2.1 Facial recognition systems (FRS)

All facial recognition systems/abgithms (FRS) are developed using a database of faces, and
these datasets vary in the number of photographs, the number of individuals and the
conditions. There are many publically available datasets, but they are relatively small in
comparison to the tming datasets used by big companies, such as Google who have acces:
to at least 1000 million photographs of 8M individualSchroff et al., 2015)r Facebook

who have access to at least 4.4 million photographs of 4K individlialgman et al., 2014)

Miller and colleague$2015)tested four different types of algorithms along withmaun
performance Kigure 5), and they found that by adding a larger dataset (maximum 1M)
FaceNet (developed by Google) was the most robust achieving 75% identification rate ever
with 1M distractors, whereas other algorithms dropped by 70%. This drop in recognition
was somewhatsurgising since most reported a high recognition rate when tested on the
OLabel ed Faces datasetidble 1).Wistesulh ind{cates Wat the size of
thetrainingdataset is crucial for the algorithm to learn and distinguish the differencedretw

similar faces.
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The diagranoriginally presented here cannot be made
freely available via LJIMUE-Theses Collection because ¢
Copyright The imagewas sourced atliller, D.,
KemelmacheiShlizerman, 1. and Seitz, S.M. (2015)
MegaFace: A Million Face®r Recognition at Scale.
arXiv:1505.02108.

Figure5: Face Recognitiongsformance with addedistradors (Miller et al., 2015)

dabeledFaces in the W I ddé (LFW) is a publ
unconstrained facial images collected from the internet. Théseiahad been widely used

to test the performance of tiRRS Table 1 showsome recent recognition systems tested
on the LFW with a recognition rate closettee humanperformance, numbeid, 3 and 4

were tested on the MegaFace database (100M face$hakr) by Miller et al. (2015)from

the database YFCC100homee et al., 2016)

Table1l: Published recognition rates for Facedggnitionsystemd e st e dLabelled t h e
Facesinth&Vildé dat aset

Name or method o] Institution or company | Recognition ratg Citation

system on LFW
1 FaceNet Google 99.63% (Schroff et al., 2015)
2 GaussianFace Chinese University o] 98.52% (Lu & Tang, 2014)

Hong Kong

3 Joint Bayes CASIA* 97.73% (Yietal., 2014)
4 Human Performance 97.53% (Kumar et al., 2009)
5 DeepFace | Facebook 97.5% (Taigman et al.2014)

* Center for Biometrics and Security Research & National Laboratory of Pa
Recognition Institute of Automation, Chinese Academy of Sciences (CASIA)

Recent research in facial recognitibasfocused on building #arge database of faces
(Miller et al., 2015; Yi et al., 2014)ys researchers believe that the available dataset for
training could be more important than the algori(et al., 2014) However Grother and
Ngan (2014)suggest otherwise, and state that recognition accuvasylependent on the
algorithm, specifically the developeMahmood et al.(2016) compared three different
baseline algorithms against pose variation andifoage resolution and suggest that some

algorithmsweremore robust against these different factors than others. For example, PCA
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is optimal with pose variation and AdaBxdavasoptimal at the identification from low
resolution images. Thisuggestshe success of an algorithm is not solely based on the size

of the training base, but also on the engineering of the algorithm.

FRSsuch as FaceNetasetrained on very largdatabasg andtheyoutperform others when
tested on the MegaFace Dataddiller et al., 2015) The larger the database, the higtier
probability of having similar facesandthis will result in an increase d¢dlse positive and
false negative identificatia(Grother and Ngan, 2014A big trainingdataset is important

to the success of the algorithifiParkhi et al., 2015)and thebigger the data,the more
sensitively the dgorithm can be trained tdistinguishsimilar faces Algorithms developed

by Google (FaceNet) anchEebook (DeepFace) boitvolve Deep Convolutional Neural
Network ©CNN), a form ofdeep learnindRawat and Wang, 2017; Schroff et al., 2015;
Taigman et al., 2014)

Deep learning is a powerful tool foroderndaymachine learning, as it is able to train neural
networks to learn and recognise patterns when adequate examples are [{iasdad et

al., 2015) DCNN, in particularpecame the leading method for different analysis of imagery
(Phillips et al., 2018; Ranjan et al., 2017; Rawat and Wang, 283 One of the frontiers in
neural networks, it is arguable that the algorithm Google developed is able to perform much
better in comparison to othetsjt the fact that the developer trained the algorithm using a

large database could be a significant factor contributing to its success.

The National Institute of Standards and Technology (NIgVedeveloped standardised
tests to assess the performanEeommercial facial recognition software on a database of
1.6 million mugshotg{Grother and Ngan, 2014; Grother et al., 20Mhen using good
quality mugshots, a commercial algorithm developed by NEC performed the best with 4.1%
of the identificationdailing to be in arank-1 position (top one) and 2.6%4iling to be in
rank-5 (top five) (Grother and Ngan, 2014Algorithms are able to recognise faces under
controlled conditions with high accuracy, but recognition becomes much more challenging
when unstandardisedirfposed/unconstraingdaces are utilisedBourlai, 2016) Missed
identification at rankl increasd to 20-60% when poor quality webcam imagesre used
(Grother and igan, 2014) This suggestthat the image quality is also a determinant factor

in the success of an algorithm. In reality, indecent images of children will not be of high
quality.
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1.2.2 Facial recognition in children

How good are FRS at recognising the sdaoe years apartidng et al. (2010)3esigned a

face verification algorithm and tested faces across different ages for ohalddeadults.

Their study found that verificatiomasmuch harder for children in comparison to adult faces
and it was extremely difficult to verify the identity of children betweef years of age.

This is unsurprising, as the algorithm considers the tacbe a universal, distinctive,
permanent and collectable biometridain et al., 2004db) However, as ¢c¢h
change rapidly over short periods of time, facial recognition in children canotaidsed as

a reliable biometric methods facial characteristics are invariant. Some researchers consider
a chil dos f ace (Matthewsaet a.02018ndii wasdefihed aschaving
Acharacteristics t hat provi de S 0me i nfo
distinctiveness and permanenceadentifyan individual uniquely and reliaipl gJain et al.,
2004a) Humans often identify each other with soft biometric traits, for example, height,
weight, gender, eye colour, ethnicity etlain et al., 2004a; Reid et al., 2013; Reid and
Nixon, 2011) Ferguson (2015uggestdthat the manual facial compawisof juvenile faces
iserror prone. I f we were to consider a c
consider the human ability to recognise c
good are facial recognition systems in the idétfon of children across time? Perhaps
identification with afocuson stable features and facial markings such as moles should be
evaluated furthefCaplova et al., 2017)

The Ndional Institute of Standards and Technology (NIST) reported that the false negative
and false positive rates for juvenile FR®re much higher than for adults. They found a
progressive trend in the decrease of false identification with increagendconcluded

that itwasdifficult to discriminate younger childremvith a high false positive rate across

all algorithms(Grother and Ngan, 2014k is not known whether the training dataset for
these algorithms contained images of young stmhjaes the companies do not publish this
information. The report suggest Yédéunger children are more
and this couldsuggesthat younger children look similar to each other. It is important to
know if the algorithm would perfornbetter if it was trained to distinguish younger
individuals and it would be interesting to see if the algorithm can perform any better when

developed on a database with younger subjects.
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1.2.3 Verification and ldentification

Law enforcementhasattempted tdest and quantify the capability of FRS to detect and
recognisethe unconstrainedaces of childrenThe Child Exploitation Image Analytics
(CHEX-IA) wasan imagery evalation from the NISTthis CHEXIA-FACE test recruited
universities and commercial ems to participate theFRSin four categories: identitfd:1)
verification, largescale (1:n) identification, face detection, and clustering of images
(Grother and Ngan, 2015)

In the literature and in biometric technologies, most systems have demonstrated 1:1
verification by comparing one source images to one target, and 1:n identification by
comparing one source images against a collected database of images. This golden rule
useful when dealing with simple pattern recognition sucHiregerprint iris pattern and
perhaps even the standardised frontal view of an adult face. In situations such as for image
related to child exploitation, it is unlikely that the source imagedtamntarget images will

be taken in a standardised environment. In addition, facial changes due to growth will
provide even more challenging situations when one source image is utilised for recognition.
However, t h e inrha eerificatiopfrora the CHEX®A-FACE cansometime
contain multiple images of the same individual in a combined tem{@atther and Ngan,
2015)

Digital photographyas becme widespread over the past decade, and images are taken with
ease and with increased frequency. Forimagask en o0i n t he wil do,
individuals could be diminished with the wide variations in pose, lighting etc., and
identification within a large dataset for these images will be even more challef&fioge
et al., 2010) With the increase in memory storage and the continuous improvements in the
quality of digital photographs, photo management applications have increasedlaripop
(Cui et al., 2007) These applications, such as Google Picasa, Flickr and Facebook, have
facilitated the development of features such as automated face detection, face tagging an
clustering. These management featucould be useful when dealing with facial images
taken in unstandardised <conditions (6in
exploitation. When more faces are tagged for each individual, it will be statistically more
likely for their face to bedentified in a large database of images. In situations with
unconstrained facial I mages, usi ng wasul t i
shown to be beneficidMu et al., 2014; Schroff et al., 201 5)erefore, using mortdan one
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image of the child could potentially improve recognition across different ages. Using more
than one age progression depiction could also be beneficial to recodhiiomis and
Tsapatsoulis, 2016)

This study demonstrates the use of a commercial photo management application (Googl
Picasa) in identity verifiation across the different ages of the same individual; the use of
multiple source images will be compared ®raglesource, and the limit of face recognition

in relation to facial change will also be explored. How large of an age difference is ngcessar
before the FRS fails to recognise the child as the same individual?
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1.3 Age progression

To model and predict the possible changes t@agang face, age progressiamethods
change the shape, colour and texture of a facial image while retaining the identity of the
individual (Hunter et al., @12) The areaof changearedifferentfor adults and childregn
andduringjuvenilegrowth the skull and associated cartilages change in size and proportion
to accommodate the growth and development of the internal organs (drpitheirway,
dentition etc.)and increased body sizdowever with the skull shape remaininglatively
stable in adulthood, thehangs in face shaperelateto the continuous growth of cartilage
(i.e.the nose and earahdsoft tissue changesiich ashe developmerof wrinkles andskin
sagging.Therefore age progression igften separated into juvenile and ad{Mullins,
2012) with manyfreely availableadultageing applicatiors or programssuch as HourFace
(MotionPortrait, Inc., 2015pr in20yeargLuxand, Inc., 2015)This study focusesn age
progressiorfor juvenilefaces. Ageprogression is challenging for imitluals younger than

3 yearof age asfacial characteristicare underdeveloped at this stagéegrowthpattern
(Mullins, 2012) Age progression is more accurate with images of obihddren and
accuracy is also affected by the quality of the reference photodiMphisis, 2012) Current
researchtechniquesinclude manual or machinebased digital image processing and
sometimes drawings by artis(Mullins, 2012) NCMEC in the USA updats the age
progressionmageevery 2 years before age §8ars and every 5 years after age yigars

These images aresed to generate further investigative le@diSMEC, 2016)

1.3.1 Machine-based age progression

Previous literaturdasdescribed machinbased age progression methods as automated or
computerised methods. The level of automatioagafprogression is stiin its infancy and

requires a high level of human influence.
Different research groups®ave developed methods to automate age progression using

various algorithmsandmost methods are basedareraged anthropometric growth patterns

(Lampinen et a).2010) A few approaches are discussed below:
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1.3.1.1 2-Dimensional age progression models

Ramanathan and Chellappa (2006) and Wu and Chellappa (@&ipped craniofacial
growth moded using set of linear equations based oraniofacial anthropometry in relative
growth parameter@~igure6). This is similar tocardioidalstrain based methods where the
head shape changedated to bone growtfHunter et al., 2012)rhis mathematicaimodel
was developed to verify ageeparated imagesf individuals under 18 yearef age
Recognition becomes even more challenging in childreser 15 yearsf age due tdhe
rapid growth of the fageespecially with features along the outer con{®amandtan and
Chellappa, 2006)
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Figure6: Cardioidal strain based generative method for facial growth in childre
(Ramanathan et al., 2008)2006IEEE.

The model progresseahdagel a single 2D image of the face based on male and female
anthropometric proportion indiceRamanathan and Chellappa, 2008he distance
between the eyes remains relatively stable after infancy; therefore, the midpoint of this
distancenvasused as a reference point to set the coordinates gonadint. The region of the

eyes also remains relatively stable during the growth process, and the contour of the face
shape of the nose and mouth change more in comparison. The results freapageed
iImagessuggestd that facial recognitiorwas extremdy difficult for children under age 8
years, but by using the growth model, prediction of new facial shapes in teenagers showe
an increased facial recognition performarfgéu and Chellappa, 2012However, this
growth malel reliedon the known age of the source image, and this information could be

inaccurately reported by the donor. In addition, the model developed may @dyibasian
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specificand it also lackedgerelatedchanges such as skin texture, facial hairfacthl fat
distribution (Ramanathan and Chellappa, 2008hally, although cardioidal strain based
methods may work well for large proportiorsdlape changes of the face, it vimag able to

account for cadur and textural changes to the féceinter et al., 2012)

KemelmacheiShlizerman et al. (2014Jeveloped the illuminaticaware age progression
technique using subspat@subspace alignment, and their workflax@sable toproducea
series ofigeprogressionmages from a single photograph of a child with 4 stepgife7).

First, to account for poseftérence, the original image wasrrected to the frontal pose,
secondly, the textuneasrelit to match theéarget age. The process followegapplying the

flow difference between the source and the target age, and finallgspleetratio for the
difference in head shape dueatgeingwasadjusted. To demonstrate the ability to match the
illumination of another image, the authors alsodube actual images of the target age as
the relighting reference. The study suggested that this gitoutieblended comparison
performedbetter forageingchildren when compared to other methods. As a result of the
blend, the outer features between the pregjom and the target image was identical (i.e.
hairstyle and clothing) which could create a bias when testing recognition. This method was
devel oped 0-8 e AAt0iKo n@ad r6o sisma gages. Tais methed alsa i f
accountedor shape, colour and texe changes of the face whilst retaining the original
images from the individual; this could potentially increase the accuracy in modsdiég

relatedchanges compared to previous methods described above.
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Machinebased age progressistudiehavefocused on the generation of realistic textures,
rather than relying on an input image to match the illumingti@melmacheiShlizerman

et al., 2014)Bukar et al. (2017) proposed a framework using a hybrid technique and unlike
other statistical models, this techniquasable to create depictions with finer facial details.
High quality coloured imagesith varying facial expression and head poses were collected
into nine age groups for texture enhancement implementgtigare 8), and these were
used to generate patch libraries for each age group. To gengézatarawith fine details,

the patches considstand overlapedsmall segments of éhfaces. This methodiminated
illumination differences;whereas any gradient difference may remain using other
illumination aware methods, such as the method proposed by Kemelr&idizerman et

al. (2014).

Real Age: 7 Synthesised Age: 20 Enhanced Age: 20

Real Age: 8

Real Age: 10 Synthesised Age: 24 Enhanced Age: 24

Figure8: Texture enhanced age progressnetiod (Bukar et al., 2017)

Reprinted by permission from Springer Nature Customer Service Centre GrabH7
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1.3.1.2 2D and 3D age progression models

To overcome the challenges okthinconstrained head pose between the original and the
veridical image, some studies have developed madi@red age progression systems using
morphable face models to match the difference in head pose between the two differen

unconstrained imagé€Scherbaum et al., 2007; Shen et al., 2014)

Scherbaum et al. (200developed a ncetinear ageing curve for a machibased age
progression model based on 393 individuals between 8 and 30 yedfgyale9). Faces of
238 teenagers between 8 to 16 years old were scannedeaaedtians were used to develop
the model. In combination with tHaegh-quality digital images of the subjects, the texture
was extracted to produtégh-quality texture maps onto the model with the ability to match
the i1 1 uminat-ti ountifférént haidstdes codd atso be dpplied.

EXAMPLE APPLICATION

11 years old > A\l
INPUT FoCOSTUCIEG 90 i grossen OUTPUT GROUND-TRUTH
photograph of a girl at the (11 y::fs) (17 y:ac;) age progressed face rendered photograph of the same person
age of 11 years into an image (age 17 years) at the age of ~17 years

Figure9: 2D/3D ageprogressiommethod(Scherbaum et al., 2007)

© 2007 by John Wiley Sons, InReprinted by permission of John Wiley & Sons..Inc

Similarly, Shen et al. (2014Jeveloped anachinebasedage progression system using 3D
face models. First, a 2D image of the childsconverted into a 3D face. Then each facial
component (face shape, eyes, nose, lips etsextracted, and the growth curve of other
children with similar facewasapplied to each component individua{iigure 10. One of

the biggest limitatioanoted by the authowas thabnly the FGNET was used to train the
algorithm to establish a growth model. This database contains less than 100 individuals
across a wide variety of ages from agé9) which is not sufficient for a reliable age
estimation Although the design of this algorithm could be gdmdsmall training datasets

further testing and trainingrerequired.
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The diagranoriginally presented here cannot be made freely
available via LIMUE-Theses Collection because of Copyrigh
Theimagewas sourced &hen, G.T., Huang, F., Lu, WH.,
Shih, S:W. and Liao, H-Y.M. (2014) 3D Age Progression
Prediction in Chil dr en-binageF a
Set. Journal of Information Science and Engineering, 30(4),
pp.11311148.

Figurel10: 2D/3D age progressiomethod(Shen et al., 2014)

1.3.1.3 3-Dimensionalage progression models

Koudelova et al. (2015nodelled age progression specifically in children betweeh512
years old Figure 11) and developed a prediction model using geometric morphometric
(GMM) based on 45 Caucasian 3D faces (23M; 22F). This was a longitudinal study where
each individual had their face scanned abdsecutive years between-12 years oldThe

facial form showed a significant difference between the age groups for each sex by using
principal component analysis (PCA), and the changes for boys were more prominent thar
the girls. The authors reportedrean error of 1.92mm in girls and 1.86mm in bdyig\ire

11).

12 years 15 years predicted 15 years error

1.0 mm

Figure11: 3D modelled age progressiamethod(Koudelova et al., 2015)

© 2015, with permission from Elsevier
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Matthews et al. (2018)eveloped a framework fonachinebasedage estimation and age
progressionThe algorithm was traed usingcrosssectionaBD photograph§360degres)

from individuals betwee® and 18years old(452M; 422F) andthe model was validated
using a longitudinal suget of50 subjects44M;26FH who had been photographed at two
different ages, witlaninterval between 3.616.40 years. The authors reported an average
of 85.07% accuracy of the face, and 74.80% of the hetiih three millimetregFigure

12).

Age A Age B Signature Signature
Age=8.80 Age=15.20 Predicted Error Age=8.80 Age=15.20
g N . /3 ) - :
¥, 1 2 8 = A | -5 8
T w2 RT “‘\ I \ .
g » -
Age=5.53 Age=11.07 Age=5.53 Age=11. 07
M1 . L o (\ ot '4) E
= ot \r:: | ‘zi i
W N O\ %Q; | | 6
Age=2.04 Age=8.34 Age=2.04 Age=8. 34
o - - (
\ - ¥ ] 4 e m
\\:'i ":\ - ":;’ = = 8 A
W L} e S W W
Age=9.98 Age=16.26 Age=16.26
Fo f -~/ > ‘-,.
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v —_3 N o ) _:y
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Figurel12: Syntheticfacial growthmaps for 815 yeargdMatthews et al., 2018)

© 2018, with permission from Elsevier

** The scale of the @lour deviation map: -+4 millimetres

1.3.1.4 Comparison between 2D and 3D methods

In comparison to 2D studies using photograffkemelmacheiShlizerman et al., 2014;
Ramanathan and Chellappa, 2Qa6g 2D/3D(Scherbaum et al., 2007; Shen et al., 2014)
and the 3D methodéKoudelova et al., 2015; Matthews et al., 20E8uld be more
beneficial. 2D photographs can often introduce perspective and projection error, especially
when the training database is not standardisetteS38D imaging is likely to increase in
popularity (Matthews et al., 2018)3D methods of age proggsion could be useful in
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populations where subjects have recorded 3D imaging before they went missing. A databas
with longitudinal 3D faces is able to hold more information, regarding the shape, true size
and growth specific to each individual withinetlsample. Crossectional studies do not
reveal the true growth for each individual. However, the collection of a longitudinal 3D
database, as shown Koudelova et al. (2015)is oftentime-consumingwith a limited

variation within the sample.

The age progression model frokpudelova et al. (2015eems to be more age accurate in
comparison to theMatthews et al. (2018jnodel Apart from the difference in using
longitudinal or crossectional data, a difference in age range and the area of interest could
also be a major contributing factin this differenceMatthews et al. (2018gsted larger age
intervals at diffeent age groups, whereas the Koudelova et al. sample was more controlled
with a 3year age interval of the same subjekitzudelova et al. (2015gstricted the area of
interest to the face only, wherddsitthews et al. (2018)sed a whole head model. For the
purpose of forensic age progression where the face is the most identifiable feature, focusing
only on the face could be more beneficidMatthews et al. (2018)oted that the shape of

the overall head was less accurate in comparison to the face region.

Both textue and shape are important factors in facial recogn{ticdé Tool e et a
Faces without details and colour, such as the 3D models produc&minyelova et al.
(2015)andMatthews et al. (2018pay achieve a lower recognition rgBruce et al., 2013)
Texture can be applietb 3D model s, but the oOwrongo6
recognition(Claes et al., 2010ayhe 2D render of the 3D face model will also differ to a
photographic irmge.Some studies have addressed this issue by matching the illumination of
the image to the target imagkemelmacheiShlizerman et al., 2014; Scherbaum et al.,
2007) If these age progressions perform better for a madyased facial recognition
systen, this method could be a beneficial investigative tool if the model is able te cross
match to the illumination of all possible imagwithin the database. This could be
computationally expensive depending on the size of the database, therefore it will be
interesting to see if the methods proposed by previous s{@likar and Ugail, 20171)sing

detailed texture could lead better FR performance.
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1.3.1.5 Genetic influence

Craniofacial development is related to geneticseandronmental factorwith certain facial
parameters being more genetically controlled than otf@akan et al., 2012)orensic
artists often use information from images of family members forctegtion of theage
progressionimage (Erickson et al., 2016; Lampinen et al., 2015; TayR0®00) The
methodology ofthe machinebased studies can be disadvantageous when hereditary

information isnot considered.

Gibson et al. (2009proposed aomputerassistedage progression algorithm sing a
combination of averaged growth models @ethetic informatiorfrom reference images of
relatives.The reference image of the relative was visually assesséacfal similarities to

the subjec{Figurel3). This methodvasable to bias the age progression to be more like the
relative than the averagedode, vhich could be an important step in creating a better

depiction.

(a)subject B age T (b) brother of sub- (¢) age progression of sub- (d) veridical image of
ject B age 14 ject B to 17 subject at 17

Figurel3: Computerassistedige progressiofGibson et al., 2009

Reprinted by permission from Springer Nature Customer Service Centre Grabbo

Different approadce s t o age progression have been
automatic age progression softwarNCMEQ at
2016) Although thditeraturehas explored the human recognition rate using age progression
images (see section below), but no published literature has reported the testiognated

recognition rates using the age progression and veridical (Target) image.
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1.3.2 Manual age progression

A specialised forensic artist often creates manual age progressions by sketching or by
utilising photo-editing software (e.g. Photoshop). Tage progressiotechnique can vary
between different practitioner&igure 14) (Erickson et al., 2016and ®me practitioners
prefer to put more weiglun quantifiable growth datsyhilst othergput moreweighton the
features of otér family membergTaylor, 2000) To understand and produce a more accurate
depiction, images of siblings and parents at the same age of the progaessitan required

to help artists to maintain a reliable likeness with biological resemb{aaogpinen et al.,

2015) But whenthese images are not available, a more general reference will be used, suct
as images of other childrexfithe same ag@viullins, 2012)

Techniques and tools used Artist

123 456 738

Growth norm database k4
Personal growth norm knowledge X ¥ X X X X X
Biological relative photos at target ageand last known X X X X X X X X
photo

Lifestyle information X ¥ X X X X X
Medical information ¥ X X ¥ X ¥ X X
Computer algorithms k
Hand sketches X X X
Photoshop (or similar editing software) X X X X X X X X
Other ( describe) ¥

Naore:

1 “Geographical information”,

Figurel1l4: Manual age mgression technigues (Erickson et al., 2016)

© 2017, with permission from Elsevier

The original images shouldbe altered as little as possible to retain certain facial
characteristicshy using reference material of other childrenly small portions should be
used to avoid resemblance from the templékégllins, 2012) Manual age progression
methodsare subjective, not standardised and &by between forensic aists (Charman

and Carol, 2012; Koudelova et al., 2015; Lampinen et al., 2Qs)erstanding the growth

in children will be beneficlawhen changing the proportion of the head and face in an age
progressior{Farkas et al., 1994; Taylor, 2000)

The most important proportional change is the lower face growifength and width and
prominencgTaylor, 2000)Based on a crossectional Caucasian samifle=2326) Farkas

and HreczkoX994)provided a set ajrowthrelatedinear measurementd thehead, face,
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orbits, nose, lips and moutlihe authors providk a comparison of measurements at age
one the total growth diffeznce between ages 1 to 18 years; periods of rapid gramdtthe
maturation age in each individual measurement. These measurements could be useful t
determine the parameter of chamggured for specific areas of the face. For example, the
length of the head matures at around age 10 years for females. Information like this coulc
provide a more o6guidedd process of age p
practitioner must havegood knowledge of craniofacial growth and dental eruption patterns
(Taylor, 2000).

1.3.2.1 Facial anthropometry

Farkas and Hreczko (1994easure@rowthrelatedchangesn North American Caucasian
subjects across ages 1 to 18 years oldg§sectional). Numerous measurements of the
head, face, orbits, nose, ears, lips and mouth were recorded from each year group, mostl
between agé to age 18 years. The auther®wedhe difference in measurements between
age 1 and 18 years as the tgmiwth increments, and the period of accelerated growth in
each region. In the majority of measurements, the authors showed that females had an earli
maturation rate in comparison to males. Of all the measurements betweeRrl&ggsats,

most changes (gwth over 20mm) lie within the head and face as listedable 2 and
Figurel5 below:

Table2: Growth changes (>20mm) from agd 8 years
(Amended fromFarkas and Hreczko 1994)

Linear Measurements Total Growth between 1&18 yea| Maturation age

mean (Years)

mm % ** Male Female
Face: Mandibular arc-fn-t) *curve line | 68.8 30.49 15 14
Head: Craniofacial Heigl{t-gn) 49.66 28.27 15 11
Face: Maxillary arc (snt) *curve line 49.6 22.16 14 12
Face: Width (zyzy) 374 38.90 15 13
Face: Depth in Mandibular regiondh) 34.7 35.02 15 13
Face: Height (rgn) 30.7 38.91 15 13
Face: Depth in Maxillary regioft-sn) 28.6 30.65 14 12
Head: Length (@p) 24.5 14.91 14 10
Head: Width (eteu) 23.9 19.31 15 14
Face: upper face height-&to) 23.3 48.80 14 12
Nose: Height (nsn) 20.9 69.55 15 12
Nose: Bridgelength (rprn) 20.5 76.64 15 13

**The total growthin percentage was expressed [Growth difference (mm)/ Mean value at age 1 years] %
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The diagranoriginally presented here cannot be made freely
available via LIMUE-Theses Collection because of Copyright
The imagewas sourced dtarkas, L.G. and Hreczk®, (1994)
Age-related changes in selected linear and angular measureme
of the craniofacial complex in healthy North American Caucasii
in: Farkas, L.G. (Ed.), Antbopometry of the Head and Fadéw
York: Raven Press, pp. B902.

Figurel5: Linea measurements witlacial growth changes >20mm
Amended fronfarkas and Hreczko (1994)

Changes below 20mmdm Farkas and Hreczko (1994)eremostly around the orbits and
the mouth as listed ihable &andFigurel6.

Table 3: Facial gowth changes ( <20mm) from agel8 years(Amended fromFarkas and
Hreczko 1994)

Linear Measurements Total Growth between 1&18 Maturation age
years mean (Years)
mm % ** Male Female

Face: Width of the mandible (ggD) 18.7 24.80 13 12
Head: Height of the head-(V) 18.5 19.14 13 13
Mouth: Width of the mouth (cleh) 17.5 51.40 14 14
Face: Height of the mandible (sgm) | 16.0 50.55 15 12
Nose: Nasal ala length, left (acn) 13.2 67.69 15 13
Orbits: Biocular width (exex) 12.5 16.52 15 13
Nose: Nasal tip protrusiafsn-prn) 9.8 96.55 16 14
Nose: Width of the nose (al) 6.9 26.34 14 12
Orbits: Eye fissure length (ean) 5.3 20.66 15 13
Orbits: Intercanthal width (ean) 5.2 19.19 11 8
Mouth: Height of the lower lip (stsl) | 4.8 36.92 13 9
Mouth: Height of theupper lip (srsto) | 3.9 23.15 11 5
Orbits: Eye fissure height (gs) 1.2 12.57 11 14

**The total growth in percentage was expressed [Growth difference (mm)/ Mean value at age 1 years] %
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The diagranoriginally presented here cannot be made freely
available via LIMUE-Theses Collection because of Copyright
The imagewnas sourced dtarkas, L.G. and Hreczko, T. (1994)
Age-related changes in selected linear and angular measureme
of the craniofacial amplex in healthy North American Caucasiat
in: Farkas, L.G. (Ed.), Antbpometry of the Head and Fadéw
York: Raven Press, pp. B902.

Figurel6: Linea measurementwith facial growth changes <20mm
Amendedrom Farkas and Hreczko (1994)

By separating the changes above and below 20mm, the practitioner can have a visual idea
the large changes relating to the facial growth. For exarspiarn (nasal prominence) is a
small measurement with a 9.8mm difference from age 1 to 18 years of age, but this chang
wasnearly double the original measurement atage{able 3) Table2 andTable 3depicts

the averaged measurements between male fanthle fromFarkas (1994)with each
measurement documented across the different age groups up to-28gd®'s old. This

can be particularly useful in age progression, where measurements are taken from the
photograph of the missing childrqrkas et al.,1994)and the known age is extrapolated

according to the measurements from appendix Paokas (1994)

1.3.2.2 Iris ratio

Machado et al. (2017analysed 10 dcial measurementsF{gure 17)from passport
photographs of 1000 Brazilian subjects (n=200) age betwezh years. The authors
compared nine different measurements of the face using the iris diamefigedseterence

point. In comparison to interpufaty distance, the authors suggested that the diameter of
the iris was the most stable measurement and could be a better reference for facial analysi
This can be particularly useful, as current age progressions are mostly digital, using tools
such as Adbe Photoshop where the true measurement/scale is unkirarkas et al. (1994)

used theendocathiordistance (eren) and the height of the upper lip{sii0) as a reference
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point for scaling the photograph to lig&ze in order to carry out measurements. Iris diameter
could be a more stable reference point for standards in comparison to the method propose
in Farkas et al. (1994)

Nine out of ten anthropometry measurersédmmMachado et al. (201 %ould be found in
appendix A ofFarkas (1994)With digital measurements taken in pixels, this makes
comparison with anthropometric studi@i$ficult. Anthropometry, such as Farkas (1994),

are recorded as lifsize measurements, and there will be differences when these
measurements are translated to photographs, where the images are often affected by foc

distance, distortion, head pose, E@xpression, accessories such as glasses etc.

Figurel7: Craniofacial measurement®(Machado et al., 2017)
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