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 ABSTRACT 

The upcoming 5th Generation (5G) mobile networks will be different from the previous 

mobile network generations in the fact that it will enable the mobile networks industry, besides 

offering superior broadband services, to enhance Internet of Things (IoT) industries such as 

vehicular communication system, factory automation, smart healthcare system and many 

more. Many of these use cases have challenging and quite often contradicting requirements in 

terms of data rate, latency, throughput and so on. This suggests that 5G mobile networks need 

to adopt flexible models that can adapt to different IoT device and traffic requirements. 

Consequently, a fresh look into how mobile networks are currently designed and deployed is 

needed. Historically, mobile networks have relied on the axiomatic role of cells as the 

cornerstone of the Radio Access Networks (RAN). Mobile network systems have witnessed 

several recent trends such as the increased heterogeneity in heterogeneous types of IoT 

services infrastructure and spectrum as well as the rise of different traffic types with different 

Quality of Services (QoS) requirements.  

In this direction, this thesis focuses on improving the performance of cell-edge users or IoT 

devices in 5G mobile networks by initially implementing the network slicing management 

approach, particularly as, with the fast growth of IoT, billions of devices will join the internet 

in the next few years. Hence, the latest 5G mobile technologies expected to offer massive 

connectivity and management ability of high volume of data traffic at the presence of immense 

interferences from a mobile network of IoT devices. Further, it will face challenges due to 

congestion and overload of data traffic due to a humongous number of IoT devices. Besides, 

these devices likely to demand high throughput, low latency and high level of reliability 

especially for critical real-time smart systems in density and small zone, such as in Vehicular 

Communication System (VCS), these vehicles mainly rely on connectivity aspects. 

Furthermore, IoT devices transmit small and large-sized packets with different radio resource 

requirements. For example, Smart Healthcare System (SHS) devices transmit small-sized of a 

data with utilizing a small portion of Physical Resource Block (PRB) as the smallest radio 

resource unit, which is allocated to a single device for data transmission in 5G mobile 

networks. In the IoT services with transmitting a small-sized data, the capacity of the PRB is 

not fully utilized, which causes wastage and unfairness of using PRB among these IoT devices 

or services.  

The novelties made in this thesis significantly advance a Slice Allocation Management (SAM) 

model based on critical services such as (VCS) to satisfy low latency demand. The proposed 

model aims at providing dedicated slices based on service requirements such as expected low 

latency for (VCS). To ensure such performance to data traffic of IoT devices in Uplink (UL) 
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of Relay Node (RN) cells in the 5G mobile networks by slicing the RAN, along with assigning 

the nearest Mobile Edge Computing (MEC) with isolating slices depend on technical and QoS 

requirements for each IoT nodes. Also, this thesis proposes a Data Traffic Aggregation (DTA) 

model for efficient utilization of the smallest untie of PRB by aggregating the data traffics of 

several IoT devices, which can support IoT node throughput such as SHS. Also, this thesis 

presents a comprehensive comparison of the packet scheduling mechanisms include Priority 

Queuing (PQ), First-In-First-Out (FIFO) and Weighted Fair Queuing (WFQ) applied based on 

data traffic slicing model through RN cells. 

These thesis models are validated through the OPNET simulator to measure the performance 

of the SAM and DTA Models along with the assessment of packet scheduling mechanism. 

The simulation considers IoT devices in various smart systems such as VCS, SHS and 

smartphones also, different protocols include Simple Mail Transfer Protocol (SMTP), File 

Transfer Protocol (FTP), and Voice over Internet Protocol (VoIP) and Real-time Transport 

Protocol (RTP). Simulation results show a significant improvement in IoT nodes packets 

transmission via RNs and Donor eNodeB (DeNB) cells, in My SAM Model scenario 

comparing with other scenarios. The model has improved such as End-to-End (E2E) delay in 

FTP node by reaching 1ms, loading in VoIP node by 80% and throughput of all nodes in the 

uplink side of networks by 66%. In addition, the results display significant impact of IoT data 

traffic with different priority, networks E2E performance is improved by aggregating data 

traffic of several IoT devices with DTA model, which is determined by simulating several 

scenarios, considerable performance improvement is achieved in terms of averages cell 

throughput, upload response time, packet E2E delay and radio resource utilization. Finally, the 

result found PQ packet scheduling mechanism as the appropriate scheduling mechanism in 

case of supporting several of priorities queuing for data traffic. 
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CHAPTER 1: INTRODUCTION 

1.1. Background  

The current 4th generation of mobile networks, with the demands of the mobile 

networking ecosystem is changing once again. Mobile network traffic has experienced 

unprecedented growth in recent years and this trend is expected to continue in the 

foreseeable future. According to Cisco forecasts that smart device connections are 

expected to increase from 53% in 2017 to reach 73% in 2022: forecast of the global 

growth of smart mobile devices and connections  per year [1].  This growth in the 

mobile network traffic is related both to the expected increase in the number of 

connected smart devices as well as to the type of traffic that these devices are expected 

to generate. The number of globally connected smart devices is expected to increase 

from 8 billion in 2017 to 11.6 billion in 2022. At the same time, the share of non-

smartphone devices is expected to significantly drop in favour of smartphones, 

phablets and tablets, while the Internet of Things (IoT) communications are expected 

to obtain a very large portion of the market share. These new trends in the mobile 

ecosystem also lead to significant changes regarding the performance requirements 

that mobile networks need to fulfil [2]. For instance, the increased adoption of smart 

devices over non-smart devices is followed by a demand for an improvement of the 

user data rate and the spectral efficiency of the network [1]. This is because the use of 

the mobile phone, for example is no longer just for voice calls and short messages, but 

also for social networking, viewing high-quality multimedia content (e.g. HD video 

streaming and high-resolution images), gaming, etc. Also, the significant rise of IoT 

communications introduces new requirements that must be met in terms of energy 

efficiency, latency, throughput etc. Due to the above-mentioned challenges, it has 

already become apparent that the abilities offered by 4G networks are no longer 

adequate to cover the newly emerging requirements of the mobile ecosystem. This 

drives the need for an evolution towards the next generation of 5G mobile networks 

and has ultimately led to a new wave of research with the main goal of improving 

network performance. In this context, there have been several  indicative new goals to 

be achieved at an operational level [3], including: 
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 1,000 times higher mobile data volume per geographical area 

 10-100 times more connected devices 

 10-100 times higher data rates 

 10 times the lower energy consumption 

  End-to-end latency that is below 1ms 

 Ubiquitous 5G access 

 

Similarly, to previous generations to move from 4G to 5G and to achieve these Key 

Performance Indicator (KPI) oriented goals, there is a need to introduce technological 

innovations in terms of the involved Radio Access Technologies (RATs), network 

protocols etc. This has given rise to several new hot topics of research in the domain 

of mobile networks, including network slicing, small cells massive Multiple-Input 

Multiple-Output (MIMO), Heterogeneous Networks (HetNets) etc. Complementary to 

this performance-oriented view of 5G networks and following the observations drawn 

from Table 1.1 there also exists a service-oriented view, based on which, the 5G 

network is expected to cater to a wide range of services differing in their requirements 

and types of devices. For example, the International Telecommunication Union (ITU) 

and 5G- Point-to-Point Protocol (PPP) have identified three broad use case families; 

enhanced mobile broadband, massive machine-type communications and critical 

communications. Within those, it is possible to define several specific use cases[4] 

ranging from general broadband access with global coverage to specialized networks 

for sensors or extreme mobility. The stark differences between these use cases translate 

to a set of heterogeneous requirements.  

1.2. Research Problem  

Service-oriented modelling is a requirement of the 5G mobile network architecture to 

turn it into a more flexible and programmable fabric that can be used to simultaneously 

provide a multitude of diverse services over a common generic underlying 

infrastructure. To achieve this, a concept widely considered as a key feature of the 5G 

architecture is network slicing, which is the capability to create E2E logical networks 

spanning both the Radio Access Network (RAN) and the core and tailored for a 

specific service’s needs. In contrast to this, the architecture of previous mobile network 

generations followed a one-size-fits all approach, with the main goal being the 
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optimization of mobile broadband services. This makes slicing a characteristic unique 

to the 5G environment and arguably a legacy that 5G networks will leave behind for 

future generations of mobile network [4][5][6]. 

Considering the imminent changes expected towards 5G, the RAN part of the mobile 

network architecture, is expected to be one of the main focuses of attention. This is 

natural since the RAN is the most complex part of the network infrastructure that 

significantly differs from conventional IP networks. Among others, it must deal with 

several very significant issues in terms of coverage, interference and mobility 

management, the energy efficiency of the connected smart devices etc. To add to this, 

the RAN has always been one of the major bottlenecks of mobile networks in terms of 

capacity [7], which constitutes a significant problem when scaling the network to more 

connected users and devices with increased throughput requirements. Due to the 

previous reasons, it comes as no surprise that some of the biggest technological 

innovations when moving from one mobile network generation to the next take place 

in the RAN, with 5G being no exception to this. In terms of the physical layer and 

more generally the radio interface, a new RAN called 5G New Radio (5G NR) is being 

considered to complement the existing radio interfaces [8]. 5G NR is expected to help 

in reducing the network latency by bringing a new and more flexible radio resource 

grid. It is also specifically designed to introduce support for technologies such as small 

cells and massive MIMO, which are expected to greatly boost the network capacity. 

These new additions will form a part of a wider multi-RAN environment, which is 

expected to enable ubiquitous access to mobile devices as well as to cater the diverse 

requirements of the heterogeneous of IoT services that must be supported in the 

context of 5G. 

The 5G RAN is also expected to evolve in terms of its architecture to be able to 

accommodate the increasing demands that arise from the proliferation of mobile 

devices. The densification of the RAN using small-cell such as Relay Nodes (RNs) 

and femtocell deployments for the increase of the network’s capacity, as well as the 

centralization of its processing in a Cloud-RAN (C-RAN) deployment for improved 

coordination among the cells, are some of the most prominent changes that are 

expected to take place in 5G. Furthermore, the emerging model of Mobile Edge 

Computing (MEC) is expected to bring services closer to the edge, allowing them to 

tap into the data as well as the processing and storage capabilities offered by the RAN 

[9][10][11]. This will relieve some of the stress posed to the mobile core by serving 
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part of the generated traffic locally in the RAN, while at the same time it can lead to 

significant latency reductions for critical services. Apart from the performance 

improvements that the previous changes are expected to bring in various aspects of the 

RAN (throughput, latency, loading etc), it is equally important for future RANs to 

provide inherent support for network slicing to accommodate the multi-service 

capabilities envisioned in the context of 5G. The conventional RAN architecture found 

in current 4G networks is characterized by a rigid design and cannot efficiently 

accommodate a diverse set of services with different requirements and characteristics. 

It is therefore critical to re-shape the RAN into a more flexible and adaptable 

component of the mobile network architecture[12]. 

The summary of these challenges includes: 

 Support for a large number of IoT devices within a single cell 

 Small-sized data transmission after a regular interval of time 

 Low latency 

 High reliability 

 Low power consumption 

 Support for the various mobility profiles 

 To ensure that the IoT traffic is not affecting the regular HTC traffic since 

PRBs are an asset and scarcely available. 

1.3. Research Motivation  

To explore the full 4G potential limitations should be resolved by appropriate research. 

As mentioned in the earlier section one of the critical challenges that the mobile 

networks industry will face is inter-cell interference due to the expected significant 

cell densification. Research in this direction can be used to implement and amend new 

techniques or as a reference point for vendors and service providers to improve and 

develop their services.   

As discussed before, 5G should, at the same time, enable new services, reduce 

operational costs and improve performance for traditional and smart services. To 

achieve these strategic goals, there is a need for introducing a set of technical 

requirements that reflect a multitude of use cases. For example, Smart Healthcare 

System (SHS) will require providing very low E2E latency with medium to high 

throughput and reliability requirements, other use cases such as Vehicular 
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Communication System (VCS) or controlled robots or drones will require low E2E 

latency, high reliability, and high-device density with moderate throughput 

requirements. It will be difficult for one 5G network system to be able to satisfy all 

these requirements at the same time. However, it will be possible for different subsets 

of requirements to be satisfied with different carriers or sub-systems. For example, 

reliability demanding applications could be deployed on low-frequency bands whereas 

data rate demanding applications could be deployed on higher frequency bands where 

there is more spectrum. This can be extended to the core network where the concept 

of network slicing could be used where different network slices would be created to 

satisfy the requirements of different applications or traffic streams. 

 

The existing mobile networks might run out of capacity in future due to significantly 

increasing IoT traffic, resulting in the performance degradation of regular mobile 

traffic. IoT devices transmit small and large-sized data with different QoS 

requirements. For example, SHS devices convey big sized data but are delay-sensitive 

[13][14][15][16]. The Physical Resource Block (PRB) is the smallest radio resource 

unit, which is allocated to a single device for data transmission in 5G mobile networks. 

 

Therefore, this thesis is motived by the main research challenges, which are: 

 

 Provide an introduction regarding a novel Data Traffic Aggregation (DTA) model 

and Slicing Allocation Management (SAM) model, DTA model for 5G radio 

resources based on efficiently utilizing the smallest untie of PRB by aggregating 

the data of several IoT devices. Also, a (SAM) model relies on smart systems in a 

smart city case study, network slices will differentiate smart systems data traffic in 

term of QoS requirements in each slice for example smartphones, VCS, and SHS.  

 Design and develop The Optimized Network Engineering Tool (OPNET) OPNET 

simulator to assess the performance of the proposed model in case of QoS for each 

data traffic slice’s separation. The simulated 5G mobile network of IoT devices 

and applications include Simple Mail Transfer Protocol (SMTP), File Transfer 

Protocol (FTP), and Voice over Internet Protocol (VoIP) and Real-time Transport 

Protocol (RTP). The results show the impact of the proposed model in terms of 

assuring different QoS characteristics for the different type of data traffic of 5G 

networks. The E2E performance of the network is tested by managing data of 
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different IoT devices in each slice in cases of average cell throughput, SMTP and 

FTP average upload response time, FTP average packet E2E delay.  

1.4. Research Aim and tasks  

Targeting the challenges stated above, this thesis attempts to cover the following 

aim:  

 The main aim 

The main aim of this thesis is to improve both radio resources capacity and QoS 

satisfaction of critical mission IoT services in the density connection of uplink 5G 

mobile networks, which can be achieved by designing and investigating data 

traffic aggregation and slicing models through dynamic services allocation in RNs 

cell of MAC and PDCP layers in response to IoT heterogeneous services in the 

context of reliable throughput and low latency. 

 The main tasks 

This can be broken down into the following tasks: 

 

 Develop and design data traffic aggregation model based on IoT devices data 

packet size that can assist in optimising PRBs allocation. 

 Fulfil the slicing allocation management model in a 5G mobile network 

environment by considering IoT heterogeneous service characteristics and QoS 

demands such as reliable low latency. 

 Conduct investigation and comparison among packet scheduling mechanisms to 

evaluate and compare their performance in terms of queuing priorities.  

 Design OPNET Simulation projects by applying three use cases along with 

different scenarios and sub-scenarios, which allow assessing the QoS 

requirements. 

  Apply the proposed models on OPNET simulation that considers how it can be 

used to optimise small cells and MEC. 

  



7 

 

1.5. Research Contributions  

The major contributions of this thesis are highlighted as follows:  

 

 A comprehensive state-of-the-art in the three main topics covered, data traffic 

aggregation, data traffic slicing models and packet scheduling mechanisms in 

mobile networks in terms of enhancing the performance of networks QoS 

requirements. Some general discussion introducing literature regarding 

deployment, backhauling and access methods in small-cell networks. These related 

works have several advantages such as novel control designs based on SDN and 

NFV to address key core network issues of data traffic and mobility management 

and enable mobile networks to scale in the presence of high volumes of data traffic. 

However, there are major disadvantages when these works are somewhat 

misleading as it refers only to the UE perceived performance isolation. 

 

 The proposed DTA model is relying on aggregating packet data from several IoT 

devices at the Packet Data Convergence Protocol (PDCP) layer of the RN and 

DeNB cells. The PDCP layer performs header compression, retransmission, and 

delivery of PDCP Session Data Units (SDUs), duplicate detection, etc. In the 

proposed model, the PDCP layer is used for the aggregation of the IoT devices 

packet data in the uplink of the 5G RANs network. The main reason for selecting 

PDCP for aggregation in the uplink is to aggregate data with a minimum number 

of the additional headers. 

 To do investigation and comparison among packet scheduling mechanisms, which 

is to evaluate and compare the performance of three packet scheduling mechanisms 

include PQ, FIFO and WFQ designed for 4G and 5G mobile networks in terms of 

user's suitability to enhance the priorities queuing mechanism, which will reflect 

on IoT devices and smart systems QoS requirement such as throughput, load, 

latency and fairness.  

 To develop SAM model created on critical services of smart systems such as VCS 

and SHS to satisfy QoS demands. The proposed model aims at providing dedicated 

slices based on service requirements such as expected high throughput for SHS 
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and lower latency for VCS. Thereby, to ensure such performance of data traffic of 

IoT devices in the uplink of RNs cell in the 5G mobile networks by slicing the 

RAN, along with assigning the nearest Mobile Edge Computing (MEC) with 

isolating slices depending on technical and QoS criteria of each IoT nodes. 

 To assess and investigate the above contribution works by using OPNET 

Simulation to design and simulate data traffics of IoT heterogeneous services in 

RNs and DeNB cells in the 5G mobile networks environment in different 

scenarios.  

1.6. Thesis Organization 

The rest of this thesis is structured as follows: 

 

Chapter 1 introduces a research problem, motivation, aim and tasks, also the main 

research contributions.  

Chapter 2 provides a background on the basic concepts behind 5G mobile networks 

include 5G protocols architecture, 5G enabling technologies, LTE transmission 

resources, heterogeneous networks and small cell deployments. Also, IoT 

communication includes IoT network architecture, lastly, network simulation tools 

comparisons. 

Chapter 3 gives a comprehensive review of the literature related to data traffic 

aggregation models, data traffic slicing models and packet scheduling mechanisms in 

DeNB and RNs in term of enhancing the performance of mobile networks QoS 

requirements. Some general discussion introducing the literature regarding 

deployment, backhauling and access methods in small-cell networks. 

Chapter 4 presents the Data Traffic Aggregation (DTA) model include related work 

in terms of data traffics aggregation models and resource allocation schemes, problem 

statement, also the systems models in both the DTA model and Resource Allocation 

Scheme (RAS), then I have presented the simulation approach with results. 

Chapter 5 investigation and comparison among packet scheduling mechanisms, 

includes a problem statement, then comparison scheduling mechanisms in terms of 

advantages and disadvantages on the packet’s transmission and QoS parameters from 

the users to servers. Lastly, I have presented a simulation approach with results. 
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Chapter 6 presents a Slicing Allocation Management (SAM) model along with related 

work of slicing allocation management models, problem statement, and then the use 

case vehicular communication system (VCS), also gives service slices Model. In this 

chapter, I have presented SAM edge cloud by placing the Mobile Edge Computing 

(MEC) model. Lastly, I have presented a simulation approach with results. 

Chapter 7 concludes this thesis, summarizing the work presented and discussing the 

limitations of the contributions as well as possible directions for future research. 
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CHAPTER 2: BACKGROUND  

2.1. Introduction  

 

Mobile networks have come a very long way in a very short time, forming a major part 

of the telecommunications market with reports forecasting a further increase of their 

significance in the near future [2]. This is due to the constant introduction of new 

capabilities, which go beyond the basic voice and messaging communication and aim 

to provide support for many novel use cases in various domains of My lives, including 

health, entertainment, industrial and home automation, vehicular communication etc. 

To better understand the direction in which mobile networks are moving, it would be 

interesting to provide a brief overview of their evolution so far. Mobile networks are 

distinguished into generations (conventionally denoted by a number preceding a 

capital G), with each generation characterized by a set of features that either introduces 

new capabilities to the network or enhances and extends those offered by previous 

generations. As the baseline, I can consider the first generation of mobile networks or 

First Generation (1G), which was initially launched in Japan by Nippon Telegraph and 

Telephone (NTT) in 1979 and only provided voice services based on analogue radio 

transmission techniques. While 1G was the first true cellular mobile network 

architecture, it presented major limitations in terms of the number of users that it could 

support [1][17][18].  

As a result, the second generation of cellular technologies (or 2G) was released at the 

beginning of the 90s. This generation was characterized by the digitization and 

compression of speech, supporting a larger number of mobile users connected to the 

network. Moreover, 2G networks introduced for the first-time data services for 

mobiles, initially with the hugely popular feature of SMS text messages and later with 

the implementation of General Packet Radio Service (GPRS) (the so-called 2.5G), 

which introduced a new packet-switched domain. The major rise of personal 

computers and the Internet during the 90s created a need for the further evolution of 

mobile networks to support high-speed data transfers and inter-communication of 

mobile devices with the Internet. As a result, the third generation of mobile networks 

(3G) appeared in the early 2000s, providing higher data rates that could reach up to 

21.6Mbps. This evolution enabled the appearance of several applications over 3G 
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networks, including mobile Internet access, video calls, mobile TV, GPS etc. The 

applications enabled by 3G and the emergence of smartphones in the 2000s had a 

major impact on the telecommunications market, leading to a very high adoption rate 

of mobile devices by users. This increase in the scale of mobile networks, along with 

the need for significant improvements in the Quality of Service (QoS) of users led to 

Long-Term Evolution (LTE), which formed the fourth generation (or 4G) of mobile 

networks, which was released commercially just before 2010 and is still the most 

widespread mobile network architecture. Among others, 4G was the first generation 

to introduce all-IP packet-switched networks that supported peak Downlink (DL) data 

rates of more than 100Mbps in mobility conditions and greatly improved the spectral 

efficiency of the radio interface to support more simultaneous users per cell [2][1][19]. 

 

Figure 2. 1: Mobile Networks Evolution 

In the world of mobile networks,  IoT communication is a term that reflects the 

automatic operation of smart devices, connected to each other, with or without human 

intervention [20]. Besides the tremendous increase in the mobile traffic, it is also 

expected that the IoT traffic will rise quickly due to growing use of the IoT devices 

(e.g. smart meter reader, traffic control and blood pressure sensor) in numerous 

applications. The applications areas of IoT contain for example smart office, smart 

traffic monitoring, smart alerting system, smart healthcare system, and logistics system 

[21][22]. Furthermore, IoT communication offers ubiquitous connectivity between 
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IoT devices that allows the interconnection of devices for instance laptops, smart 

sensors, computers, etc. to perform several automatic operations in various IoT 

applications. Unlike traditional Human-to-Human (H2H) communication, for 

example, voice call, video chat, and email, etc. IoT data traffic has distinctive features 

such as a large number of IoT devices, group-based communication between devices, 

dynamic mobility scenarios, small-sized data transmission, and extra-low power 

consumption[23].  

2.2. 5G Protocols Architecture 

5G mobile network interfaces between User Equipment (UE), Evolved Universal 

Terrestrial Radio Access Network (E-UTRAN), EPC and SGWs are linked with 

protocol stacks that are used by the network component to conversation signalling 

messages and data [24][25][26]. Consequently, the 5G-protocol stack could be 

separated among the following groups, which include user plane protocols and control 

plane protocols that are defined as follows: 

 Signalling protocols 

Signalling protocols are utilized for exchanges signalling data between numerous 

devices within the network. 

 User plane protocols 

These protocols enhance routing of user’s messages between UEs and S-GWs. 

 Transport protocols 

Transport protocols are accountable for the conveying of data and signalling messages 

between several networked devices on the air (Uu) interface, the UE high-level 

functionalities are controlled by the MME. Nevertheless, there is no straight 

connection route between the UE and the MME. The connection path between UE and 

the MME is established using E-UTRAN eNB that somehow supports the level of 

hardware complexity in the network. To decrease this complexity, the Uu interface is 

additionally separated into two levels of protocols. One is named Access Stratum (AS) 

while the second is the Non-Access Stratum (NAS) level protocols. The MME high-

level signalling lies at the NAS level, however, is transported within the network using 

AS protocols. The control and user plane termination protocols are maintained by the 

eNB. A high-level outline of the protocol stack is portrayed in Figure 2.2 The user 

plane protocols contain the Packet Data Convergence Protocol (PDCP), the Medium 

Access Control (MAC) and the Physical (PHY) layer protocols. Besides, the protocols 
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of the control plane include the Radio Resource Control (RRC) protocols. According 

to [27], the main functionalities of these protocols are as shown below: 

 Access Stratum (AS) 

The AS protocols create UE able to access the abilities and services of the 

communication networks. There are numerous functionalities of the radio AS 

protocols like dynamic allocation of radio resources, controlling bearers, radio 

admission control, traffic management, scheduling techniques, throughput, and bit 

error rate. 

 Non-Access Stratum (NAS) 

The NAS functionalities consist of the establishing of radio links between the network 

and the UE. Furthermore, registration, authentication, local registration management 

are also involved in the functionalities of the NAS protocols. 

 Radio Resource Control (RRC) 

In RRC the key functionalities of RRC contain distribution system information, an 

establishment of RRC connections, mobility functions, security management, QoS 

management and direct connection between UE and NAS. 

 Packet Data Convergence Protocol (PDCP): 

PDCP layer re-transmit the Session Data Units (SDUs). Moreover, the PDCP layer 

also performs header compression, ciphering and detection of the duplicate data. 

 Radio Link Control (RLC) 

In RLC there are several functionalities of the RLC, which include the segmentation 

of data packets according to the available size of the transport block. Besides, 

adjustment of errors through Automatic Repeat reQuest (ARQ) and re-segmenting for 

the retransmission functionalities of the RLC. Other functions contain a concatenation 

of same bearer SDUs, packet transfer and error discovery in the protocols. 

 Medium Access Control (MAC) 

The main functionalities of the MAC protocol are RLC SDUs multiplexing/de-

multiplexing, error corrections using Hybrid Automatic Repeat Request (HARQ), 

scheduling, prioritization of local channel and padding. 
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 Physical (PHY) Layer 

In the PHY layer, Transmission Time Interval (TTI) of a 1ms period is used by the 

PHY layer for sharing of a channel to the upper layer of the protocols stack. The 

frequency and time variation in cellular are exploited over OFDM and Single Carrier 

Frequency Division Multiple Access (SC-FDMA) techniques. For example, the 

physical layer sub-carrier spacing in LTE is 15 kHz [24][27]. 

 

Figure 2. 2: 5G protocols stake  

 Evolved Packet Core (EPC) 

The high-level architecture of EPC is described in Figure 2.2  EPC generally contains 

Packet Data Network (PDN) Gateways (P-GWs), Home Subscriber Server (HSS), 

Serving Gateways (S-GWs), Mobility Management Entity (MME), Policy Control 

etc.[28]. The functions of EPC include the overall User Equipment (UE) control in 

addition to the establishment of signalling. A simple explanation of various EPC 

components is shown as following: 

 

 The function of HSS is to keep all the data of the UEs irrespective of their 

operators. It is transported forward from the Global System for Mobile 

Communications (GSM) and Universal Mobile Telecommunications System 

(UMTS) system architecture. 

 P-GW creates a connection with the PDN over an SGi interface. Every PDN is 

known by Access Point Name (APN). The role of P-GW is similar to GPRS 
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Support Node and Serving GPRS Support Node (SGSN) in present cellular 

standards such as GSM and UMTS. 

 The S-GW acts as a data router between evolved Node B (eNB) and the PDN. 

 MME is capable of controlling high-level operations of the UEs and regularly uses 

the Non-Access Stratum (NAS) protocol. It processes signalling between the UEs 

and EPC. 

 The functionalities of Policy and Charging Rule Function (PCRF) consist of policy 

control decision and flow-dependent charging, which lies in Policy Control 

Enforcement Functions (PCEF) which are present in P-GWs. 

 S-GWs connect with the P-GWs among S5 and S8 interfaces. The slight difference 

between the two interfaces is that the two devices communicate using the S5 

interface if both the UEs are using the same network operator services. If the 

devices belong to two different networks, then the interface between S-GW and P-

GW is S8 [29]. 

 Evolved UMTS Terrestrial Radio Network (E-UTRAN) 

According to [30] [28], the E-UTRAN contains  eNBs with the same role as that of 

Base Station (BS) in GSM, however with further functionalities. The E-UTRAN deals 

with communication between the UE and the EPC, while the eNB handles UE in one 

or more cells. The Serving eNB (SeNB) is the base station that presently offers services 

to UEs. In the downlink, eNB transmits data to all the corresponding UEs, whereas in 

uplink eNB receives transmissions from all the UEs to launch communication between 

the UE and the EPC. Additionally, the eNB controls low-level processes for instance 

handover functions. The eNB connects with the core network over the S1 interface. 

The numerous eNBs are also interconnected with each other through the X2 interface, 

which is primarily used for switching data such as packet forwarding in the time of 

handover. The S1 interface between the eNB and EPC could also make handover 

functions the cause of more delay. S1 and X2 interface functions use an IP-based 

transport network. E-UTRAN also delivers Home eNB (HeNB) services. HeNB is a 

base station that is precisely optimized for a user within a home or street for RN 

coverage. It could be linked directly either to the EPC similar to the way a normal eNB 

is connected or using some middle terminals such as gateways that forward data from 

several eNBs [31][32][33]. 
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 User Equipment 

The inner structure of a UE, which could be given from [34][35]. The internal UE 

structure resembles the structure of UE in the 3G and 4G mobile networks. In UE, the 

Mobile Equipment (ME) is essentially responsible for communication purposes. The 

Mobile Termination (MT) within UE can control all the tasks, which are linked to 

create communication. Whereas the Terminal Equipment (TE) accomplishes the 

established communication link. The Universal Integrated Circuit Card (UICC) is an 

intelligent module that offers valuable data associated with a UE, cellular standard 

identifications and security connected information with the assistance of an application 

namely Universal Subscriber Identity Module (USIM) [24]. 5G delivers services to all 

types of IP connectivity such as IP version 4 (IPv4), IP version 6 (IPv6) and dual 

IPv4/IPv6. In order to connect with PDNs, every UE uses an Internet Protocol (IP). IP 

can be IPv4 or IPv6. According to[36], UEs have an extensive range of abilities, which 

include handling of maximum data rates, multiple radio access technologies, carrier 

frequencies for transmission and reception etc. which are carried out using signalling 

messages controlled by the eNBs [29]. 

2.3. 5G Enabling Technologies 

 

5G specified the next-generation network requirements and components in its Release 

8. Those main objectives include LTE and SAE for the specification of EPC, E-

UTRAN, and E-UTRA. The communication between UE and E-UTRAN is 

accomplished using IP, which is delivered by the Evolved Packet System (EPS). In 

5G, air interface and radio access networks are modified while the architecture of EPC 

is kept almost the same. The EPS is the basis for Long Term Evolution (LTE), Long 

Term Evolution-Advanced (LTE-A), and 5G networks. The main 5G features include 

Carrier Aggregation (CA), Enhanced MIMO technology, Coordinated Multi-Point 

(CoMP), and small cells such as RN cell. The next sections give more details about 

each technology such as CA, MIMO techniques, CoMP and small cell RN [24]. 

2.4. LTE Transmission Resources  

The radio frame structure in LTE uplink and downlink is similar. According to The 

3rd Generation Partnership Project  (3GPP) LTE, the system bandwidth is divided into 
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six equal portions which range from 1 to 20 MHz and are allocated for signals 

transmission in uplink and downlink [29]. In the downlink, each LTE frame is further 

split into 10 subframes. Every single subframe is comprised of two equal time slots of 

0.5 ms. each slot is further divided into 6 extended Cyclic Prefix (CP) or 7 (normal 

CP) OFDM symbols. For uplink and downlink communications in LTE, the smallest 

radio resource which is allocated to each UE is named as PRB. A single PRB is further 

composed of 12 consecutive sub-carriers each 0.5 ms. In normal CP, there are 84 

resource elements whereas extended CP is composed of 72 resource elements because 

the number of individual sub-carriers in extended CP is 6. One PRB has a maximum 

bandwidth of 180 kHz. A physical channel possibly may comprise of multiple 

contiguous PRBs each of 180 kHz. 

 Carrier Aggregation (CA) 

CA is among the most significant attributes of LTE-A introduced by 3GPP in its 

Release 10 [31]. In CA, multiple uplinks or downlinks LTE carriers are bundled either 

in a contiguous or non-contiguous way. The component carriers themselves are 

backwards compatible in order to support Release 8 and Release 9 UEs. These carriers 

provide signals for synchronization purposes as well as for transmitting information. 

The goal of CA is to increase data rates for which wider bandwidth is required for data 

transmission. According to [29], up to five carrier components can be aggregated in 

the LTE-A network. 

 Component Carrier (CC) Aggregation 

The major difference in LTE and LTE-A networks is that LTE terminals operate on 

single carriers i.e. transmission in uplink and downlink will be a single carrier. In LTE-

A, uplink and downlink transmission can take place using multiple carriers due to CA. 

In the frequency domain, the component carriers further consist of 112 PRBs which 

are backwards compatible [29]. The channel bandwidth for carriers is 1.4 MHz, 3 

MHz, 5 MHz, 10 MHz, 15 MHz and 20 MHz. The number of different PRBs against 

the above-mentioned channel bandwidths is listed in Table 2.1.  
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Table 2. 1: Number of PRBs in E-UTRA channel bandwidth [29] 

 

This discussion concludes that a single UE is capable of aggregating multiple CCs in 

uplink or downlink direction. Figure 2.4 shows the uplink and downlink carrier 

aggregation. Release 8 and 9 UEs communicate in uplink and downlink using a single 

component carrier, while Release 10 UEs can communicate in both directions using 

one or more component carriers. Both contiguous and non-contiguous CA schemes are 

used in uplink and downlink communication. According to [29], 3GPP also proposes 

to use non-contiguous CA in which the aggregated components carriers (CCs) are non-

contiguous in  similar or distinct bands. It is since the availability of a complete 

spectrum of 100 MHz for some operators is sometimes not possible. For this reason, 

the CA in LTE-A is further categorized into the following three types:  

Figure 2. 3: Component Carrier aggregation in LTA-A 

 Multi-Users MIMO Scheme 

The MIMO technique is based on transmission and reception of radio signals using 

multiple antennas. If there are uncorrelated communication channels, then multiple 

data transmissions can share the same frequency resources. If the multiple 

transmissions/receptions take place for a single UE, then it is termed as Single User 

MIMO (SU-MIMO). On the other hand, if the transmissions and receptions are carried 

Spectrum in MHz 1.4 3 5 10 15 20 

Number of physical resource blocks 6 15 25 50 75 100 

Number of occupied carries in PRB 72 180 300 600 900 1200 
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out for multiple users, then it is called Multiple Users MIMO (MU-MIMO) systems. 

The capacity gain of the communication systems depends upon how efficiently the 

communication channels are used for multiple transmission and receptions. The 

transmission data rates depend upon several factors which include the number of 

transmitter and receiver antennas, the available bandwidth and how efficiently radio 

parameters like allocation of control channel resources are configured. MU-MIMO 

systems provide spatial multiplexing that is used to improve throughput, cell coverage 

and increases the reliability of communication systems. Among several features 

introduced in LTE-A, the MU-MIMO scheme is among the most essential attributes 

for achieving higher data rates up to 3 Gbps in downlink [37]. 3GPP LTE standard 

supports MU-MIMO technology with a maximum of 4 antennas at the transmitters and 

receivers in the downlink, while it supports one antenna in the uplink. 3GPP Release 

10 extents the MU-MIMO technology. In LTE-A, the number of transmitter and 

receiver antennas in the downlink is 8 each, whereas in uplink it is 4 transmit and 8 

receiver antennas. The reference signal design according to user-specific symbols also 

has been enhanced in Release 10. The enhanced design of the reference signals works 

well in multiple antenna transmissions receptions environment.  

 

In the uplink direction, the data rates and spectral efficiency is significantly improved 

using MU-MIMO. SU-MIMO improves spectral efficiency mostly in lightly loaded 

networks while MU-MIMO promises for significantly improved spectral efficiency 

even in case of single antenna UE and improves the capacity of the network at a very 

low cost. LTE-A systems are capable of operating simultaneously in both modes using 

dynamic user-specific MIMO transmission configuration. In downlink directions, 

MU-MIMO has already been introduced in 3GPP Release 8. The reference signal 

design and codebook introduced by 3GPP in Release 8 are considered optimum for 2 

and 4 transmit antennas. But the Channel State Information (CSI) could have been 

more accurate from UE to DeNB. The higher the number of antennas, the greater is 

the gain provided by Release 10 in the downlink. Besides these, the compatibility with 

Release 8 and Release 9 is also important. The capacity gain introduced in Release 10 

also generates overhead for UEs by introducing new reference signals. Additionally, 

the performance of the common control channel is also degraded. Consequently, the 

introduction of new features and system configurations is also necessary for the 

optimization of the LTE network performance[29][38]. 
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2.5. Heterogeneous Networks and Small Cell Deployments 

With the term HetNet, I refer to RANs that present heterogeneity in the size and the 

placement of the cells within the same radio access technology. Generally, I can 

distinguish the cells in macro and small cells. A macrocell is a high-powered cell that 

has traditionally been used to cover large areas with a range of up to 20km. Small cells 

are low-powered radio access nodes operating in licensed and/or unlicensed spectrum 

and have a much smaller range of up to 2km. In the context of LTE, these are usually 

deployed in an unplanned manner in densely populated areas to increase the spectral 

capacity by offloading traffic or by patching areas with bad signal quality. Small cells 

can be further distinguished in RN (2.5km), micro (2km range), Pico (200m range) 

and Femto (10m range) cells. The latter are usually found indoors in homes and offices 

and are closed-type cells allowing access only to a predefined group of subscribers. 

The co-existence of various small cells within the area of a macro cell is one of the 

most common causes of interference in HetNets. This leads to the need for interference 

management among the cells, through various coordinated techniques commonly 

known as Enhanced Inter-Cell Interference Coordination (eICIC). In the context of 

this thesis and for the remaining chapters, the term small cell will be used to refer to 

RN, Pico and Femtocells with very small ranges[39]. 

 Infrastructure based RNs cell 

The RNs cell is categorised into fixed and mobile cells depending upon the 

infrastructure. RNs cell is used in distinct scenarios to improve data rates, coverage 

and to facilitate UEs indoor and outdoor movements. The RNs can provision UEs 

movements from indoor to outdoor. Also, UEs experience satisfactory coverage 

through mounted RNs such as at the top of a bus or train. The further classifications 

of the infrastructure based RNs are given below [40][41]: 

Fixed RNs are mainly used to advance the coverage for those UEs, which are not close 

to the regular Donor eNB (DeNB) or base station which usually exits at the corner of 

the cells. Furthermore, the coverage holes due to shadowing are also improved. Fixed 

RNs can extend the cell coverage for the users outside the coverage of the regular Base 

stations. In Figure 2.4 the functionalities of fixed RNs are shown. The fixed RNs 
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contain comparatively small antennas as compared to the antennas at the DeNB. The 

RNs antennas are normally positioned at the top of a building, tower, poles, etc.  

Figure 2. 4:  Fixed RN  

 

According to [42], 3GPP has considered mobile RNs to provide satisfactory services 

to the users in  fast-moving trains. But, in the recent literature, it has been shown that 

mobile RNs can also professionally improve the services in public vehicles for instance 

buses and trams. The purpose of mobile RNs is to offer coverage within a moving 

environment. The mobile RNs are positioned on the vehicle, train, etc. and create a 

communication path between the mobile UEs and the DeNB. The RNs communicate 

with the cell through the mobile relay link (backhaul), whereas using an access link 

with the mobile UEs. Due to the vehicle restrictions and other safety measures, the 

antenna size of the mobile RNs is kept small; the functionalities of mobile RNs are 

shown in Figure 2.5. 
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Figure 2. 5: Mobile RN 

2.6. 5G Network Slicing  

5G as a new generation of the mobile network is being actively discussed in the world 

of technology; network slicing surely is one of the most deliberated technologies 

nowadays. Mobile network operators such as China Mobile, and SK Telecom, and 

merchants such as Nokia, and Ericsson all know it as a model network architecture for 

the coming 5G period [43]. This novel technology allows operators to slice one 

physical network among numerous, virtual, E2E networks, each rationally isolated 

counting device, access, transport and core networks such as separating a HDD into C 

and D drives and devoted for diverse kinds of services with different features and QoS 

requirements. Every network slice, committed resources for example resources within 

Network Functions virtualization (NFV), Software Defined Networking (SDN), cloud 

computing, network bandwidth, QoS, and so on are certain as seen in Figure 

2.6[44][45][46]. 
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Figure 2. 6: 5G Network Slicing 

2.7. IoT Technologies communication:  

In recent years, research has achieved significant importance for collaborative 

communication between numerous intelligent systems through either wireless or wired 

networks. One of the resultant emerging domains in collaborative communication is 

the M2M communication also called Machine-Type-Communication (MTC) and is a 

pattern which identifies the evolving paradigm of inter-connected intelligent IoT 

devices communicating with each other with or without limited human interaction 

[47]. IoT devices’ communication has achieved substantial endorsement since 

intelligent devices are considered as a crucial part of the communication systems 

having abundant application domains such as smart healthcare system, vehicular 

communication system, transportation, logistics system, and smart metering. There are 

several types of IoT devices which are already available on the market. The most 

important of these smart devices include sensors, actuators, embedded Digital Signal 

Processors (DSPs), Field-Programmable Gate Arrays (FPGAs), etc. The disparate 

application domains employing these smart devices include intelligent transport 

systems, smart metering and monitoring, home automation, e-healthcare, safety and 

emergency, logistic processes and many more [48][49]. The logic behind the emerging 

scope of M2M communication is based upon the following two points [50][51]: 
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 System performance is improved using networked devices as compared to isolated, 

stand-alone devices. 

 More autonomous operations are possible in using networked devices with the 

advancement in the Internet and wireless communications, the IoT plays a 

prominent role in facilitating human life standards through providing various 

services. 

2.8. IoT Network Architecture 

The high-level IoT architecture According to the European Telecommunications 

Standards Institute (ETSI), the IoT architecture consists of the following key elements 

[52]: 

The IoT devices are responsible for the collection and autonomous transmission of a 

sensor’s data such as pulse rate of a patient, temperature of a room, humidity level, 

etc. The IoT devices are usually connected to the small local networks termed as 

subnets for the transmission or reception of data to or from the IoT application domains 

(backend servers) [52][53]. 

 IoT Area Networks: 

The IoT area networks are responsible for establishing the communication path 

between the IoT devices and the IoT gateways. These networks are usually called 

subnets which collect and route information from the IoT devices to IoT gateways. 

There are several subnets which are used for generating the communication link 

between the IoT devices and IoT gateways. Some of the major subnets are presented 

in Table 2.2. Generally, the use of subnets is dependent on network technology. In 

fully distributed networks, all the IoT devices are connected as peers to the network. 

One of the nodes which are connected to the network through the Internet acts as a 

router. In client-server networks, all nodes or devices communicate directly with the 

servers. Whereas, in the cooperative networks, all the nodes communicate with each 

other using some intermediate gateways[52] [53]. 

• IoT Gateways: 

The intelligent sensors which are deployed to collect information communicate with 

the communication network with the help of IoT gateways. Hence, IoT gateways act 

as a bridge between sensors and communication network. 
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• Communication Networks: 

The main role of the communication network is to create a communication path 

between the IoT devices and application servers either through wired or wireless 

communication networks.  

• IoT Application Domain: 

The IoT application domain consists of a middleware layer where the collected packets 

pass through several application services and they are used by the related agencies. 

 

Table 2. 2 : List of the major IoT area Networks  

 

2.9. Network Simulation Tools  

  OMNeT++ Simulation Environment  

Objective Modular Network Testbed in C++ (OMNeT++) is considered one of the 

open-source component-based separate event network simulators [54]. The simulator 

is used to support standard wired and wireless IP communication networks, however, 

some extensions for Wireless Sensor Networks (WSN) exist. OMNeT++ is a popular 

simulator, extensible and actively maintained by its user community. OMNeT++ uses 

C++ language for simulation models. One of the significant advantages  in OMNET++ 

is the support of graphical tools for simulation building [54][55][56]. The disadvantage 

of using this simulator is a limitation of the available number of protocols. 

IoT Area Networks 

1.  Power Line Communication (PLC) 

2. Short Range Device (SRD) 

3. Ultra-Wide Band (UWB) 

4. ZigBee  

5. Meter bus (M-BUS) 

6. Wireless meter bus (M-BUS)  

7. Bluetooth  

8. WiMAX 

9. Satellite 

10. Hybrid Fiber Coax 
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 OPNET Modeler Simulation Environment  

Optimized Network Engineering Tool (OPNET) is a powerful simulation network that 

allows the simulation of a large-scale network. In addition, the OPNET modeller is an 

emerging environment suitable for the design, simulation and analysis of networks. 

Due to that OPNET comprises a large number of Ethernet, Asynchronous Transfer 

Mode (ATM), Internet Protocol (IP), and Transmission Control Protocol (TCP), as 

well as the easy way of simulating and flexible analysis of all parts of the data network. 

I have used OPNET Modeler to assess My models for several reasons. The first reason 

is the simulation works with Finite State Machines (FSM). The second reason it offers 

a graphical editor interface that is used to build models for diverse network entities 

from the physical layer to application processes. There are three graphical editors used 

in OPNET Modeler, the network editors, node editor, and process editor as shown in 

Figure 2.7. [57] [55][56].  

Figure 2.7: Graphical editor used in OPNET  
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The third reason is the option for connecting between OPNET Modeler and the 

external system. The connection is called co-simulation, using External System 

Interface (ESYS) to connect between the OPNET Modeler and the external system. 

This interface is used to ensure the control and data exchange between each system. 

The fourth reason is the development environment for the simulation and analysis of 

networks from several fields and many levels of complexity. OPNET is used to model 

devices, protocols, and behaviours with nearly 400 modelling functions. OPNET has 

a special feature to let the user adjust the existing system and produce new ones and 

the flexibility of generating several scenarios in the same project to create a good 

design for the network, using Proto-C language to program the OPNET model [58].  

 

OPNET Modeler can use topologies created manually as well as those imported or 

selected from the pool of predefined ones. There is a vast number of protocol models 

available in the program suite. For a wireless network’s simulation, OMNET uses an 

extension called OPNET Modeler Wireless Suite [46]. Modeler has an advanced GUI 

interface used for creating models, simulation execution and data analysis as shown in 

Table 2.3. OPNET Modeler provides a good manual, there is also dedicated technical 

support for commercial use of the simulator. There are also specialized training 

sessions provided the manufacturer to help you use the software. The system can be 

run under Windows or Linux [55][56][46]. 

 

Table 2 .3: Comparison of network simulation tools 

 NS3 OPNET OMNET++ QualNet GloMoSim 

Interface C++/Python C/C++ C++ Parsec Parsec (C) 

Graphical 

Support 

Limited Yes Yes Yes Limited 

Scalability Large Yes Yes Yes Yes 

Parallelism Yes Yes Yes Yes Yes 

Documentation 

and user support 

Excellent Excellent Good Good Poor 

Extendibility Excellent Excellent Excellent Excellent Excellent 

Emulation Yes Not direct Limited Yes Not direct 
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2.10. Chapter Summary  

In this chapter, I introduced the features and concepts of technologies around 5G 

mobile networks and IoT services related to the research area. I have presented the 5G 

emerging technologies and the simple features of radio resources. In addition, I have 

presented the heterogonous networks of small cells in 5G mobile networks such as 

femtocell and RN cells and how these cells can support the shapes of the 5G mobile 

networks and explained the network slicing concept in 5G mobile networks, how it 

benefits, as well as reviewed the IoT services and devices architecture and the area of 

the IoT networks. Besides, I have discussed diverse types of simulation tools and 

environments and the reasons for choosing the OPNET Modeller 18.5 to build and 

assess My proposed models. 
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CHAPTER 3:  LITERATURE REVIEW   

3.1. Introduction 

This chapter provides a comprehensive overview of the existing literature review 

related to HetNet consisting of macro-cells and small-cells operation in mobile 

networks. Three main topics are covered in this chapter, data traffic aggregation, slices 

resource management and packet scheduling mechanisms in DeNB and RNs in terms 

of enhancing the performance of networks’ QoS requirements. There is some general 

discussion introducing literature regarding deployment, backhauling and access modes 

in small-cell networks. These related works have several advantages such as novel 

control designs based on SDN and NFV to address key core network issues of traffic 

and mobility management and enable mobile networks to scale in the presence of high 

volumes of data traffic. However, there are major disadvantages when these works are 

somewhat misleading as they refer only to the UE perceived performance isolation 

(i.e. throughput) among operators sharing the RAN radio resources and not on the 

functional isolation and corresponding performance isolation of the slices’ virtual 

network functions in terms of the required computing resources processing, memory, 

networking, I will explain these research studies in the next sections. 

Figure 3. 1 :  Overview of System Models 
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 Data Traffic Aggregation models in Mobile Networks  

       The authors in [59][60] have presented unique data aggregation algorithms in 

mobile networks. The data aggregation method increases the lifetime of the IoT 

network by reducing the number of packets to be sent to sink or DeNB cell. This study 

shows the importance of exploring the data aggregation algorithms on the base of 

network topology, then they have explored several trade-offs in data aggregation 

algorithms and finally they have highlighted security issues in data aggregation 

[59][60]. This research has stated that the purpose of the data aggregation is as a good 

method to save the valuable energy of IoTs devices, when regularly in mobile networks 

thousands of IoTs are organised for area monitoring most of the intelligence and the 

situation and convey the data traffic to the DeNB cell and they have to gather all the 

data for the desired output. They have presented the aggregated data before reaching 

the DeNB, and this can reduce the number of packets in the network so they will have 

to transfer fewer packets to the DeNB cell and that can decrease the energy use of the 

IoT [59] [60]. These kinds of data aggregation are called In-Network data aggregation 

where packets are combined before reaching the DeNB. They proposed the data 

aggregation method as follows, data aggregation techniques discover how the data is 

to be sent in the network, in addition to the processing method that is used on the 

packets received by a Node. They have an excessive impact on the energy consumption 

of nodes and thus on network productivity by decreasing the length of packet or 

number of transmission [59][60]. This proposal describes the network aggregation 

method as follows: “In-network aggregation is the global process of gathering and 

sending data traffic over a multi-hop network, handling data at intermediate nodes to 

decrease radio resource consumption (in specific energy), thus increasing network 

lifetime.” [59][60]. This research has limitations, there has not been work on exploring 

the influence of heterogeneity and mode of communication single-hop versus multi-

hop on the performance of the data traffic aggregation protocols. However, there is no 

consideration of combining aspects such as data latency, and a network lifetime in the 

context of data aggregation is worth exploring [59][60]. 

 

         The authors [61][62] have discussed several issues of the data aggregation 

framework on WSNs, they have offered a study on many energy-efficient algorithms 

for data aggregation. The framework works as a pathway for aggregating data 
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measured by the number of nodes within a network. This study has given the data 

communication in sensor networks such as data aggregation, understood how 

communication in sensor networks is diverse from other wireless networks, and how 

they are energy-controlled in the network, when most of the energy is spent on 

conveying and receiving data, the procedure of data aggregation becomes a significant 

issue and a customized solution is desired. Well-organized data aggregations not only 

offer energy saving, however, they also eliminate redundancy data and hence deliver 

valuable data only[61][62].  

Once the data from the source node is conveyed to DeNB cells over nearest nodes in 

a multichip fashion by decreasing conveying and reception power, the energy 

consumption is low compared to that of sending data straight to the sink of the DeNB; 

that is: Aggregation uses less energy than conveying data without aggregation’. Also, 

they have proposed energy efficiency techniques for data aggregation in wireless 

sensor networks; their scheme integrates energy-efficient and data storage 

mechanisms. This research has shown that these techniques not only decrease power 

consumption but also extend the lifetime of a network. However, the limitation of this 

research is in the case of facing challenges with the issue of topology structure, data 

routing, loss tolerance by containing several optimization techniques that further 

decrease message costs and improve tolerance to failure and loss[61][62]. 

 

        The authors [63][64] have developed a data aggregation analytical model which 

is an effective method to reduce the energy consumption of the IoT network. They 

have developed an analytical model to compute the transmission delay and energy 

efficiency in data aggregation. Then they upgraded an extensive simulation to validate 

their proposed analytical model. Statistical results showed that addition of buffering 

time results in a major reduction in energy consumption[63][64]. The study offers 

guidelines to set up the buffering time for data aggregation in IoT networks. Smart 

devices communication technologies offer abilities for devices to communicate with 

each other through wired and wireless systems. Major IoT applications including 

alerting and habitat monitoring are considered as the scale of IoT networks become 

extremely large, a significant amount of transmission overhead could be observed in 

IoT devices such as the smart meter sensor. Since an IoT device can retrieve sensing 

data from the same kind of devices, reducing transmission overhead by data 

aggregation is an efficient way to prolong the lifetime of the IoT network [63][64]. 
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They have utilized data aggregation, IoT devices need to exercise message buffering, 

and a time-based mechanism utilizes a buffering timer. Upon expiration of a buffering 

timer, an IoT device retrieves data collected in the buffering period and aggregates 

them into a new message. Once a device extends the buffering time, both the 

aggregated volume in a message and energy efficiency improves; however, the 

transmission delay from the source to the application server (or IoT gateway) rises [63] 

[64]. To address this issue, they have proposed an analytical model to investigate the 

configuration on buffering time to balance the trade-off. Nevertheless, there are 

disadvantages in this work, as they have investigated the effect of buffering time in the 

aggregation mechanism through an analytical model and simulation experiments. The 

disagreements between their proposed analytical model and the simulation results are 

within 1%. Simulation results show that an increase in buffering time (e.g., 1/50λR) 

results in a significant reduction in energy consumption on a message (e.g., 88%), also 

the research did not consider the overall delay to IoT networks as a result of the 

buffering time[63][64].   

 

        In this research [65][66] they evaluated an LTE-A mobile network performance 

in the RNs cell-based solution to integrate IoT devices into mobile networks. They 

developed an IoT scenario consisting of both e-healthcare and logistic devices along 

with normal LTE-A users in their simulation model using OPNET modeler. The 

simulation results indicate the better performance of the LTE-A network if the RN cell 

is used for the multiplexing and aggregation of IoT data traffic. LTE-A is the most 

current standard of wireless communication proposed by the 3GPP to serve its cellular 

mobile users by providing high data bandwidth. 3GPP has specified several objectives 

including throughput enhancement of the LTE-A cell-edge users. Many solutions are 

proposed by 3GPP to solve this issue including low power heterogeneous nodes and 

low power RN. RNs are a low power device, mostly used for coverage extension of 

cells [65][66].  RN connects wirelessly over the air interface to its DeNB, the 

communication between the DeNB and the users in the edge takes place through the 

RN, the link between DeNB and RN is through a downlink (Un Interface) while the 

link between RN and UE is through an uplink (Uu Interface).  

In addition, this research has applied a layer 3 in the RN cells which, as PDCP layer, 

is the focus of this research because of its better throughput and Signal-to-Interference 

Noise Ratio (SINR). Based on the resource usage and support of two types of RNs i.e. 
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inbound and outbound relaying, the inbound relaying uses the same carrier frequency 

on both backhaul link and access link while outbound relaying uses different carrier 

frequencies on backhaul and access links[65][66]. However, the main limitations of 

this research were that it did not provide a high level of scalability compared to the 

huge number of IoT devices in density connection and it did not assess how the 

performance was affected when a huge number of IoT devices are deployed along with 

normal LTE-A users[65][66]. 

 

        The authors [67][68] have presented a data aggregation tree model based on a 

reliability model, schedule data transmissions for the links on the tree and assign 

transmitting power to each link accordingly. Since the reliability of a link is highly 

related to its SINR, the SINR of all the currently used links on the data aggregation 

tree should be greater than a threshold to guarantee high reliability. They have 

formulated the joint problem of tree construction, link scheduling and power 

assignment for data gathering into an optimization problem, intending to minimize 

data gathering latency[68]. 

This research has studied tree-based data aggregation in WSNs. The main objective is 

to gather data from all sensors with low latency and high reliability, by carefully 

constructing a data gathering tree, scheduling links on the tree, and assigning 

transmitting power levels to active links in each time slot, also they proposed a joint 

link scheduling and transmitting a power assignment algorithm which gives high 

priority to links that have heavy relaying traffic load or experience severe interference. 

They have conducted extensive simulations to evaluate the proposed algorithms[67] 

[68]. According to this research, results demonstrate that the proposed algorithms can 

significantly reduce the data gathering latency under various node densities, SINR 

thresholds, and traffic demands while guaranteeing that the SINR of each active link 

is above the edge. In addition, algorithms can distribute the relaying traffic well onto 

the data aggregation tree and have low requirement on the buffer size on sensor nodes. 

Therefore, this research has a limitation, the authors do not provide any mechanism to 

deal with low and middle priorities queueing data traffic, which can lead to the neglect 

of normal and sensitive data traffic in case of low latency and high reliability without 

sacrificing the energy efficiency and lifetime of the network compared to other 

algorithms [67][68] 
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       In this research [69] they proposed that a network-integrated D2D communication 

model under channel uncertainties is investigated where D2D data traffic is carried via 

RNs cell. The authors have discussed the multi-user and multi-relay network and 

proposed a model in which they created a robust distributed solution for resource 

allocation to maximize the network sum-rate when the user faces the issue of 

interference from other RNs cell and the link gains are ambiguous. They were 

customizing issue is framed for allocating radio resources at the RNs cell to assess E2E 

rate. Also, they have considered enhancing the performance QoS requirements for 

LTE-A mobile network cells and D2D user equipment under total power limit, each 

of the undefined parameters is modelled by a restricted distance between its estimated 

and bounded values [69]. Furthermore, in this research they have shown due to the 

time-varying and random nature of wireless channels, they have formulated a robust 

resource allocation problem with an objective to maximize the E2E rate (i.e., minimum 

achievable rate over two hops) for the UEs while maintaining the QoS (i.e., rate) 

requirements for cells and D2D UEs under total power constraint at the RN. However, 

there are some limitations in this research, the authors did not consider simulation to 

show the results of data traffic delay through RNs cell  in case of with or without as 

the main parameter of QoS requirements.[69]. 

 

      This research [70] has presented an investigation of the issue of building a shortest 

path data traffic aggregation tree with maximum lifetime for WSNs. They found one 

shortest path data traffic aggregation tree for each sensor network that would maximize 

network lifetime. They have explored that this issue could be reduced to a general 

version of semi-matching issues and show that it can be solved in multinomial time. 

Their significant contributions are as follows: 

 

 They have studied the issue of maximizing the lifetime for the shortest path 

aggregation tree 

 They have restricted to shortest-path trees comes from the requirement of delay  

 They have presented a centralized algorithm that runs in O (|E|√N log N) time, this 

algorithm to the best of their knowledge is the fastest in the related work, in 

addition, this algorithm is designed according to their results that the issue could 

be separated into numerous sub-issues, each of which is a general form of a semi-

matching problem[70].  
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According to this research result to WSNs, they have offered a distributed protocol. 

Since it is hard to transform the fastest centralized algorithm to a distributed one, they 

have used another algorithm distinct from the first one centralized algorithm for the 

semi-matching issue, which has slightly high time complexity but is more appropriate 

for distributed implementation. These research results showed that their approaches 

significantly recover the lifetime of the network. On the other hand, in this study there 

is a disadvantage, the main issue of this research is the previous results showed that 

aggregation ability is critical in generating a multinomial time algorithm in their study, 

without this ability, it is challenging to discover the shortest path tree with a maximum 

lifetime [70]. 

 

        In this research [71] the authors have developed a data aggregation framework on 

WSNs, the framework works as a middleware for aggregating data measured by 

several nodes within a network. The research proposed to compare the performance in 

terms of energy efficiency in comparison with and without data aggregation in WSNs 

and to assess the suitability of the protocol in an environment where resources are 

limited, and sensor networks are a collection of sensor nodes which supportively send 

sensed data to DeNB cell. As sensor nodes are battery-driven an efficient utilization 

of power is essential to use networks for a long duration, hence it is needed to reduce 

data traffic inside sensor networks, reduce the amount of data that needs to be sent to 

the DeNB cell [71]. The main goal of data aggregation algorithms is to aggregate data 

in an energy-efficient manner so that network lifetime is enhanced. However, this 

research has some limitations, for example, the framework algorithm did focus on 

routing the data from the source to the sink, which can show the difficulties of topology 

construction, data routing, loss tolerance by including several optimization techniques 

that further decrease message costs and improve tolerance to failure and loss [71]. 

 Packet Scheduling Mechanisms Comparison in Mobile Networks 

  In this part of related work, I have done investigation and comparison among packet 

scheduling mechanisms researches, this part evaluates and compares the performance 

of three scheduling mechanisms, PQ, FIFO and WFQ applied based on  cells of  4G 

and 5G mobile networks in terms of user's suitability enhance the priorities order, 

which will reflect on IoT devices and smart systems QoS requirements such as 

throughput, load, latency and fairness. The results from My performance evaluation 



36 

 

was provided to draw conclusions on the performance of the three packet scheduler 

mechanisms and point out the advantages and disadvantages that are common to 

schedulers under study. This would help design the scheme of the schedule at RNs and 

DeNB cells appropriately. 

 

         In this research [72] has shown different transport network packet scheduling 

mechanisms for resource allocation and their influence on real-time traffic in LTE 

mobile networks. The research has useful information in terms of considerate basics 

of LTE mobile networks and packet scheduling mechanisms for additional deep 

studies. The authors have presented how packet scheduling mechanisms can manage 

resources in the transport network, showing a key role in guaranteeing to enhance E2E 

performance for both VoIP and FTP applications. They have introduced a packet-

switched system becoming more popular for carrying data, the Internet Protocol 

Multimedia Subsystem (IMS) was introduced to ensure QoS for several multimedia 

services including VoIP. This improves the issue with VoIP calls and guarantees that 

a voice call quality might be as good as the circuit-switched based voice call [72]. This 

study has presented different packet scheduling mechanisms having various impact on 

different services under different traffic scenarios, therefore, they came with the choice 

of individual scheduling schemes based on the parameters that are used to define the 

QoS of the several services in the LTE mobile network. The authors [72] have 

indicated  other reviewed research, “It has been observed that FIFO and PQ are not 

appropriate for high-speed networks due to their tendency to drop a large number of 

packets and poor reception of VoIP data, the bursty nature of WFQ does not make it 

receive any voice traffic”, they have concluded with the purpose of providing 

satisfactory user performance for services such as VoIP, though at the same time 

offering high user capacity, the allocation of resources to users must be carefully 

managed, however, the packet scheduling mechanisms that allocate time slots to users 

must be carefully designed. However, in this research there are some limitations when 

the authors did not consider simulation to show the results of the density of data traffic 

at uplink direction of the access point via small or large cells with high capacity, which 

can allow them to assess to packet scheduling mechanisms and at the same time 

guaranteeing VoIP QoS requirements.[72]. 
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        The authors [73] have discussed and demonstrated the performance of different 

packet scheduling mechanisms, they have considered a hypothetical network topology 

in the OPNET simulations. They have designed with two routers connected by a DS1 

link and all other links through cells, they have developed three different data traffic 

scenarios, one for each packet scheduling mechanism, it includes three types of 

protocols : FTP, VoIP and RTP also, a separate server for each data traffic type, they 

have evaluated and compared the performance of different packet scheduling 

mechanisms, they determined the results to collect the average queuing delay, the 

average E2E delay, the average packet drop-rate and the average delay jitter for each 

scheduling mechanism scenarios. In addition, they have focused on the impact of using 

Random-Early Drop (RED) scheme and tested its dominance over drop-tail policy, 

they included for the node with protocol FTP data traffic, they used exponential 

distribution for packet arrival, constant packet size and best-effort type of service,  for 

nodes with protocol RTP data traffic, they used low-resolution video starting at 10 

Frames Per Sec (FPS) arrival rate and 128x120 pixels and keep increasing this rate and 

size as load increases, for nodes with protocol VoIP data traffic, the voice encoder 

scheme is G.711, the silence and talk spurt lengths are exponentially distributed. All 

these settings were made using OPNET simulation attributes profile, these sets include 

the three packet scheduling mechanisms specification, and they set the maximum 

queue size to be 500 packets. They have applied minimum and maximum threshold as 

100 and 200 respectively while keeping the mark probability denominator (the fraction 

of packets dropped when the average queue size is at maximum threshold) as 10. On 

the other hand, this study has a disadvantage in terms of the OPNET simulation 

designed when the authors do not examine the data traffic at the edges of the LTE 

mobile network, where the massive density can affect the packet delay and packets 

dropping. [73]. 

 

           The authors [74] have presented comparisons of packet scheduling mechanisms 

performance, they have considered the OPNET simulations to assess the responses 

obtained from the Fibre to the home standards. The simulation base model was created 

with different protocols include FTP, SMTP, Database, VoIP, RTP servers and user 

work stations connected to the network across the passive optical splitter in the core 

networks. The authors have designed the OPNET simulation based on three scenarios 

of packet scheduling mechanisms consisting of FIFO, WFQ and Deficit Weighted 
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Round Robin (DWRR), they have developed all these scenarios to go across the links 

in the core network [74]. The results have been evaluated and showed for the Ethernet 

delay, VoIP packet E2E delay, FTP traffic received, and SMTP server traffic received. 

The total simulation was run for 180 seconds and it has been detected that the packet 

scheduling mechanisms have different performances for dissimilar simulation times 

under the specified configuration. Nevertheless, this research has a limitation when the 

authors do not consider an OPNET designed simulation and applied the PQ packet 

scheduling mechanism as one of the important packet scheduling mechanisms.[74] 

 

Table 3. 1 : A comparison of Aggregation Models and Packet Scheduling Mechanisms 

Data Traffic Aggregation models 

Research  Contributions  RAT 

Features   

Methodo

logy  

Limitations  

Pandey, [38] Data aggregation method 

growths the lifetime of IoT 

network by reducing the 

number of packets to be 

sent to sink or DeNB cell 

LTE-A, 

IoT DeNB 

cells 

OPNET 

and 

MATLA

B 

There has not been 

worked on exploring the 

influence of heterogeneity 

and mode of 

communication single hop 

versus multi-hop on the 

performance of the data 

traffic aggregation 

protocols. 

(Massad et 

al.,[39] 

Data aggregation 

framework on WSNs, to 

measure by the number of 

nodes within a network. 

LTE-A, 

DeNB 

cells near 

to nodes  

NS2. Facing challenges with the 

issue of topology 

structure, data routing, 

loss tolerance by 

containing several 

optimization techniques 

that further decrease 

message costs and 

improve tolerance to 

failure and loss 

Tsai, [40] Data aggregation analytical 

model is an effective 

method to reduce the 

energy consumption of the 

IoT network. 

LTE-A, 

IoT 

gateway, 

DeNB 

cells 

OPNET The research did not 

consider the overall delay 

IoT networks as a result of 

the buffering time 

Ahmad et 

al.[41] 

They evaluated an LTE-A 

mobile network 

performance in the RNs 

cell-based solution to 

integrate IoT devices into 

mobile networks 

LTE-A, 

RNs cell 

IoT  

OPNET The main limitations of 

this research did not 

provide a high level of 

scalability compared to 

the huge number of IoT 

devices in density 

connection 

(Gong and 

Yang, [42] 

Data aggregation tree 

model based on a 

reliability model, schedule 

data transmissions for the 

links on the tree and assign 

transmitting power to each 

link accordingly 

LTE-A, 

WSNs 

OPNET It does not provide any 

mechanism to deal with 

low and middle priorities 

queueing data traffics, 

which can be led to 

neglect of normal and 

sensitise data traffics in 

case of low latency 
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Hasan, 

Hossain and 

Kim,[43] 

Network integrated D2D 

communication model 

under channel uncertainties 

is investigated where D2D 

data traffic is carried via 

RNs cell. 

LTE-A, 

RNs cell 

IoT 

OPNET It does not consider 

simulation to show the 

results of data traffics 

delay through RNs cell in 

case of with or without as 

the main parameter of 

QoS requirements 

(Shan et 

al.[44] 

Research of the issue of 

building a shortest path 

data traffic aggregation tree 

with maximum lifetime for 

WSNs 

LTE-A, 

RNs cell 

IoT 

OPNET The main issue of this 

research is the previous 

results showed that 

aggregation ability is 

critical in generating 

multinomial time Model 

in their study. 

Dagar and 

Mahajan, 

[45] 

Data aggregation 

framework on WSNs, the 

framework works as a 

middleware for 

aggregating data measured 

by several nodes within a 

network 

LTE-A, 

DeNB 

cell, 

WSNs 

NS3  The framework algorithm 

did focus on the routing 

the data from the source to 

the sink, which can show 

the difficulties of topology 

construction 

Packet Scheduling Mechanisms Comparison 

Research  Contributions  RAT 

Features  

Methodo

logy  

Limitations  

Sroya,[46] Comparisons packet 

scheduling mechanisms for 

resource allocation and 

their influence on real-time 

traffic in LTE mobile 

networks. 

LTE-A OPNET The authors did not 

consider simulation to 

show the results of the 

density of data traffics at 

uplink direction of the 

access point via small or 

large cells with high 

capacity. 

Velmurugan, 

Chandra and 

Balaji,[47] 

Comparisons packet 

scheduling mechanisms, 

they have considered a 

hypothetical network 

topology 

LTE-A OPNET The authors do not 

examine the data traffics 

at the edges of the LTE 

mobile network, where the 

massive density can effect 

on the packet delay and 

packets dropping 

(Pradhan and 

Gregory,[48] 

Comparisons of packet 

scheduling mechanisms 

performance, they have 

considered the OPNET 

simulations to assess the 

responses obtained from 

the Fibre to the home 

standards 

Fibre 

networks 

OPNET When the authors do not 

consider in OPNET 

simulation designed and 

applied the PQ packet 

scheduling mechanism as 

one of important packet 

scheduling mechanisms. 

 

 Data Traffic Slicing Models in Mobile Networks   

In this part of related work, the 5G mobile network slicing requirement assessment is 

an important topic, which was discussed in the previous research to meet the various 

requirements from numerous types of use cases. Simultaneously, some of the 5G 

business services originate usually hard, and expensive to meet, especially QoS 
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demands in relations of latency and throughput. It is a natural understanding that one 

system cannot suit all and there is a requirement to make a special network path to 

cover requirements of slicing services. Network slicing is presented to divide a 

common physical network to diverse slices to be configured for offering dissimilar 

QoS as demanded by the slice’s operator and required by the slice’s use cases or 

tenants. Meanwhile, these slices will be resolved by the businesses, e.g. verticals, 

allocating physical radio resources to the network slices; it is no longer an individual 

issue of performance, however, also an issue of revenue and uses case models.  

 

       In this research [75][76] the authors have developed a novel auction model; the 

major objective of this research was to tackle a combined resource and revenue 

optimization. They have concluded a general simulation study; they have 

demonstrated the proposed auction model can allocate network resources to network 

slices for offering: 

 Higher satisfaction of requirements for signal network slice  

 Improved network revenue.  

This study was to clarify several aspects of focusing on a network slicing approach 

relying on a novel auction model in order to maximize the network revenue, it worked 

very well compared with the other potential model. The authors [75][76]  said the 

network chunks and slices can work together in this proposed auction model and be 

observed as an actual method for analysis of cooperating decision making. This model 

was applied to the issue of price decision in their proposed system model. In addition, 

their proposed auction model can be performed as a significant model for resource 

allocating to network slices to take advantage of the network revenue. This research 

of the auction model studies the volume of network resources the network slices are 

demanding from the network. As a result, their proposed auction Model can be applied 

to improve the satisfaction of demands of network slices and to maximize the network 

revenue. In summary, the main contributions of this model are briefed as follows: 

 They have formulated a novel business network model for offering 5G network 

slices computational and storage resources to satisfy their resource demands 

optimally.  
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 The model network slice manager has been considered to calculate diverse prices 

of network chunks and offer a crucial view of the network information when 

required. 

 Limitations, in this research the authors do not consider the priority of slices in the 

case of the model being able to minimize the satisfaction of slices with high priority 

while meeting the requirements of slices with lower priority; as a result of Priced-

Based Network Slicing (PB-NS) the model has lower satisfactory levels as it does not 

consider the priority. Thus, PB-NS presents higher dissatisfaction for slices with 

higher priority, and this consequently decreases the overall satisfaction. [75][76]. 

 

       The authors [77][78] have presented an architecture for network-slicing-based 5G 

mobile network systems, and introducing an architecture for handling mobility 

between diverse access networks, along with shared power and a subchannel allocation 

scheme in spectrum-allocation two-tier systems based on network slicing, where both 

the co-tier interference and cross-tier interference are considered. The authors aimed 

in architecture that 5G mobile networks would meet several uses case QoS demands 

in diverse application scenarios such as the case of data delivered rate and latency. 

Moreover, in this study authors have developed an understanding of scenarios where 

seamless wide area network coverage is required, 5G mobile network systems should 

deliver users with seamless high-data-rate services anywhere and anytime, even at cell 

edges or with high-speed up to 500 km/h mobility, in urban areas where the density 

and volume of wireless data traffic requirement are both very high, 5G networks 

should offer dense hotspot coverage with high radio resource capacity [77][78]. In this 

research scenario they consider the reliable links of a large number of extensive low-

power nodes such  as wireless sensors are needed, 5G mobile networks should be 

capable of connecting millions of IoT devices under the restraints of low power 

consumption and cost per device, particularly low latency and high reliability of 5G 

mobile networks are essential to meet the performance requirements of reliable, real-

time and secure communications in some vertical use cases such as connected vehicles 

and manufacturing production control[77][78]. However, there is a drawback, the 

research has enhanced the slices use cases requirements in term of latency and data 

rate in density data traffic of IoT devices, unfortunately, the authors did not consider  

solving the issue of data traffic overload in density environment connection when the 

number of IoT devices is rapidly increased in the mobility connection [77] [78] 
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        This study [79][80] has developed a logical architecture for network-slicing-

based 5G systems, as well as an overview of the important concepts of network slicing. 

According to the proposed network architecture, the main purpose of this study is to 

develop an understanding of mobility management and virtualized radio resource 

allocation technologies in network slicing based on 5G mobile network systems. 

Because of the diversity and difficulty of 5G mobile network scenarios, these studies 

essentially provide suitable mobility management for diverse mobility scenarios. 

Therefore, the author proposed a handover management scheme for handovers 

between different access networks relying on SDN and NFV technologies. The authors 

focused on virtualized resource management as being responsible for inter-slice and 

intra-slice allocation of network resources actively and effectively. Also, the authors 

have proposed a novel combined power and subchannel allocation scheme for 

network-slicing-based spectrum-sharing two-tier networks, where both the co-tier 

interference and cross-tier interference are taken into account [79][80]. In a study 

simulation, the results display that the proposed resource allocation scheme can 

flexibly allocate network resources between diverse slices, thus understanding the 

effective allocation of network resources in 5G mobile networks. Moreover, the 

authors showed the future challenges and open issues on network slicing in 5G mobile 

networks such as the security issue. Nevertheless, this study has the main limitation 

that the authors do not provide customized slicing demands in both the RAN and core 

E2E network slicing. [79][80].  

 

         The authors [81][82] have presented a mathematical formulation of an 

optimization problem for an E2E network slices deployment for diverse 5G-based use-

cases. Each use case, for example, video streaming, intelligent transport, e-Health and 

public safety, has its availability, reliability and delay tolerance demand. For the 

mobile network slicing, issues of the admission control and resources allocation rise. 

Their research is related to this context. They are attracted in the deployment of E2E 

network slices for 5G use cases. Therefore, they have introduced a 5G use cases 

classification relying on demands in terms of reliability, availability and latency [81] 

[82]. Along with that, they have developed a heuristic algorithm which aimed to 

customize the slice on the most suitable resources to the use case needs, the targeted 

resources must be selected according to the demands of different use cases such as 
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reliability, availability and latency demands. In addition, in order to accomplish the 

highest performance and flexibility for the mobile network, 5G aimed to break the 

“one size fits all” approach to move to the one size per service approach [81][82].  

This research addresses the optimization of slices deployment within the 5G context 

while taking into consideration the most important restraints for any use case. 

According to the literature they have provided, the main use case requirements are 

reliability, availability and latency. In the following, those parameters are defined: 

 Reliability: The reliability is the capability to provide a service correctly according 

to its demand without interruption. The reliability rate required by each 5G use 

case based on its classification. Some mathematical standards of reliability rates 

for different 5G use cases are existing in the Ericsson white paper. For example, 

the 5G network should deliver a reliability rate that is equal to or higher than 

99.999% for the ultra-reliable communication use case. For the use cases which 

are non-reliability critical such as pervasive video, the reliability rate may be less 

than 99%. 

 Availability: As the 5G will be applied for the public safety and the communication 

of emergencies, the network must cover a required level of availability. In fact, 

availability is the ability to deliver a service when requested in order to achieve the 

required functions. 

 Latency: The latency parameter based on E2E delay and data plane latency. 5G 

networks must assure in general 10 ms E2E latency for the non-latency critical use 

cases and at most 1 ms for the ultra-low latency use cases. 

However, this research has disadvantages, the authors have not considered the 

management of the deployed slices in order to maintain the required QoS. Also, they 

have not tried to develop the investigation of the network performances by handling 

the interference between the several deployed slices in the uplink of the network [81]. 

 

         The authors [83][84] have presented a designed Flexible Radio Access Network 

(FlexRAN) approach by efficient radio resource scheduling algorithms while 

considering certain guarantees for operators. The fact that radio resource sharing is 

relevant for efficient RAN slicing is reflected in the more recent algorithmic work in 

this thread [83][84]. This work is complementary to My focus on systems support for 

RAN slicing. They have employed the NVS scheduling algorithm in their prototype to 

highlight the efficient radio resource use feature of orientation. From a systems 
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perspective, RAN sharing oriented slicing with no functional isolation among slices 

has been explored by the FlexRAN platform; network slicing is enabled with FlexRAN 

by programmatically defining how the radio resources need to be allocated among the 

connected UEs based on the requirements of the slice they belong to. A unified control 

plane, which is controlled by a single entity usually the infrastructure provider is 

responsible for performing the corresponding control operations. However, this 

approach has a limitation, since the capabilities of the slices are fully dependent on the 

types of control functions that are bundled in the control plane of the FlexRAN 

approach [83].In addition,  a common and key limitation of the stated  FlexRAN 

approach is that there is no consideration to implement associated challenges such as 

real-time control in their designs and they do not tackle the issue of separating the 

control and data planes in the RAN practically and concretely . Moreover, this work 

does not offer Models to take control in the RAN adaptive and flexible by allowing a 

dynamic functional split such as centralized to distributed scheduling and vice versa 

depending on the deployment scenario and the constraints posed by the underlying 

network conditions at any given point in time. [83][84]. 

 

           The research [85][86] has presented the RAN approach of allowing independent 

and fully customizable control planes for each slice so that slice owners can flexibly 

introduce their functionality in the RAN and tailor their slice as per the needs of their 

service. The approach has  accommodated  this need for slice customizability, the RAN 

slicing approach seeks full isolation by running the virtual cell instance of a slice by 

assuming  dedicated radio hardware and spectrum per slice, bearing some similarity to 

the RAN form of  RAN sharing in that resource sharing among slices is limited at best 

to computing, memory and storage resources [85][86]. In general, this research is into 

wireless virtualization overview and position functional isolation for slices, which 

supports isolated and customizable control plane for each slice. In terms of radio 

resource virtualization to the domain of RAN slicing, the research has encouraged the 

need for abstractions that decouple the control plane decisions from the physical radio 

resource grid [85][86]. However, this approach has  limitations when the authors do 

not consider the restraints that can be compulsory by the physical layer such as  

frequency-dependencies in scheduling, also, this has the disadvantage of inefficient 

use of radio resources and foregoing potential statistical multiplexing gains although 
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the focus here is on the idea of a network store for VNFs to aid in dynamic network 

slicing.[85][86].  

Table 3. 2 : A comparison of Slicing Models 

Data Traffic Slicing Models 

Research  Contributions  RAT 

Features 

Methodology  Limitations  

Jiang, 

Condoluci 

and 

Mahmoodi, 

[49] 

Novel auction model 

the major objective of 

this research to tackle a 

combined resource and 

revenue optimization. 

5G, edge 

network  

MATLAB  This research the authors 

do not consider the priority 

of slices in case if the 

model is able to minimize 

the satisfaction of slices 

with high priority while 

meeting the requirements 

of slices with lower priority 

Zhang et 

al.,[50] 

Architecture for 

network-slicing-based 

5G mobile network 

systems and 

introducing an 

architecture for 

handling mobility 

between diverse access 

networks. 

5G, IoT  

 

OPNET The authors did not 

consider the solve the issue 

of data traffic overload in 

density environment 

connection when the 

number of IoT devices are 

rapidly increased in the 

mobility connection 

(Afolabi et 

al.,[51] 

Logical architecture for 

network-slicing to 

develop an 

understanding of 

mobility management 

and virtualized radio 

resource allocation 

technologies in 

network slicing 

5G, core 

network 

SDN and 

NFV 

OPNET This study has the main 

limitation when the authors 

do not provide customized 

slicing demands in both the 

RAN and core E2E 

network slicing 

(Kammoun 

et al.,[52] 

Mathematical 

formulation of an 

optimization problem 

for an E2E network 

slices deployment for 

diverse 5G-based use-

cases. 

5G OPNET The authors have not 

considered the management 

of the deployed slices in 

order to maintain the 

required QoS 

(Kamel, Le 

and 

Girard,[53] 

Flexible Radio Access 

Network (FlexRAN) 

approach by efficient 

radio resource 

scheduling algorithms 

while considering 

certain guarantees for 

operators 

5G, NVS MATLAB This work does not offer 

Models to make control in 

the RAN adaptive and 

flexible by allowing a 

dynamic functional split 

such as centralized to 

distributed scheduling and 

vice versa depending on the 

deployment scenario 

Nikaein et 

al.,[54] 

RAN approach of 

allowing independent 

and fully customizable 

control planes for each 

slice so that slice 

owners can flexibly 

introduce their own 

functionality in the 

RAN and tailor their 

slice as per the needs 

5G OPNET The authors do not consider 

the restraints that can be 

compulsory by the physical 

layer such as frequency-

dependencies in 

scheduling. 
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3.2.         Chapter Summary  

This chapter discussed the related work about the models that are covered in this thesis 

research area, including data traffic aggregation models, slices resource management 

and packets scheduling mechanisms in DeNB and RNs cells of mobile networks in 

term of supporting the IoT nodes and the cells’ overall performance. Some of the 

related work discussed and introduced deployment to reduce the nodes’ energy 

consumption, other models to work as brokerage to offer pre-slicing prices for the 

tenants, also the other models focus on the downlink or the core of mobile networks 

and other RAN or access modes in a small-cell zone. These related works have several 

advantages such as novel control designs based on SDN and NFV to solve key core 

network issues of traffic and mobility management and enable mobile networks to 

scale in the presence of high volumes of data traffic. However, there are many 

disadvantages when these works are somewhat misleading as they refer only to the UE 

supposed performance separation such as throughput or latency among operators 

sharing the RAN radio resources and not on the functional isolation and corresponding 

performance isolation of the slices’ virtual network functions in terms of the required 

computing resources include processing, memory, and networking.  
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CHAPTER 4: DATA TRAFFIC AGGREGATION MODEL 

OVER 5G MOBILE NETWORKS 

4.1. Introduction 

In this chapter, I presented the 5G mobile networks as representing a promising mobile 

network to efficiently support emerging smart systems with a large volume of data 

traffic. Over the last few years, IoT devices have seen exponential growth over mobile 

networks, which resulted in the need to increase the capacity due to generating higher 

data rates. These mobile networks are expected to face challenges, such as the support 

of significant data explosion and various QoS requirements. The chapter started with 

a theoretical and conceptual background on the data traffic models over different 

mobile network environments with the overall implications of the data size. It also 

discusses selected related work on data traffic aggregation models. This chapter 

demonstrates a novel Data Traffic Aggregation (DTA) Model along with a Resource 

Allocation Scheme (RAS) based on slicing technique. Simulation results are 

demonstrated to evaluate the performance of the proposed Model and Scheme.     

Due to the fast growth of mobile  networks  such as 5G mobile network and IoT 

devices’ increasing demand for services with high QoS requests [87],  the managing 

of network resources becomes a permanently more challenging step that requires being 

correctly designed in order to advance network performance. The applications' areas 

of IoT devices contain for example smart office, VCS, smart alerting system, SHS, 

and logistics system [21][22][64][66]. Therefore, the 5G mobile network is getting 

importance as an effective generation of mobile networks to introduce flexibility in the 

radio resources management, as 5G slice is a gathering of the selected network 

resource  to  satisfy the service(s) QoS demands.[88][89][90].  

An assisting aspect of network slicing is the virtualization of network resources, which 

allows network operators to share the common physical resources in a flexible, 

dynamic manner in order to utilize the existing resources in a more effective approach 

[91]. In My proposal, 5G radio resources are efficiently utilized as the smallest unit of 

a Physical Resource Blocks (PRBs) in a RNs or DeNB cells by allocating the data 

traffic of several devices as separate slices based on QoS requirements for each smart 

system [91][92][93]. Due to the various QoS demands and the limitation of network 
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resources, competently allocating network resources between service slices and users 

or IoT devices is a major challenge [94][95].  

 IoT Device Challenges  

In 4G and 5G mobile networks, there is an expectation of massive access such as smart 

devices, and IoT devices can lead to serious wireless challenges in term of RAN 

overload and congestion. Since radio resources are an essential component and hardly 

exist, therefore, the efficient utilization of these radio resources is required. The mobile 

networks, such as 4G and 5G; make use of multiple carrier schemes to offer better data 

rates and to ensure high QoS. The smallest resource unit allocable in the 5G system to 

a single device is the PRB as illustrated in Figure 4.1. Under favourable channel 

conditions, PRB is capable of transmitting numerous kilobytes of data. These multiple 

carriers' schemes are capable of transmitting a large amount of data. However, in the 

case of smart or IoT devices communication, both narrowband and broadband 

applications have to be considered to enhance QoS requirements. Especially, these 

applications have different sizes of data traffic, which need QoS specifications such as 

real-time, accuracy and priority. If one PRB is allocated to a single smart device for 

data transmission of just a few bytes, then it might cause severe wastage of radio 

resources, also, the different types of data traffic should be considered in the 5G slices 

approach. Therefore, the full radio resources utilization and data traffic classification 

should be a brilliant solution to the data traffic explosion and the fairness of services 

in the near future[96][60]. 

Figure 4. 1: Physical Resource Block (PRB) 
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4.2. Infrastructure based Relay Nodes (RNs) 

The RNs cell is categorized into fixed and mobile RNs depending upon the 

infrastructure. RNs are used in distinct scenarios to improve data rates, coverage and 

to facilitate UEs’ indoor and outdoor movements. The RNs can provision UEs’ 

movements from indoor to outdoor. Besides, UEs experience satisfactory coverage 

through mounted RNs such as at the top of a bus or a train. The further classifications 

of the infrastructure based RNs are given below [40]: 

 Fixed RNs 

Fixed RNs cell is mainly used to advance the coverage for those UEs, which are not 

close to the regular Donor eNB (DeNB) or base station which usually exits at the 

corner of the cells. Furthermore, the coverage holes due to shadowing are also 

improved. Fixed RNs can extend the cell coverage for the users outside the coverage 

of the regular base stations as shown in Figure.4.2. The functionalities of fixed RNs 

contain comparatively small antennas as compared to the antennas at the base stations. 

The RNs antennas are normally positioned at the top of a building, tower, poles, 

etc[90].  

 Mobile RNs 

    Mobile RNs according to 3GPP has considered providing satisfactory services to 

the users in fast-moving trains. However, in the recent literature, it has been shown 

that mobile RNs can also professionally improve the services in public vehicles for 

instance buses and trams. The purpose of mobile RNs is to offer coverage within a 

moving environment. The mobile RNs are positioned on the vehicle, train, etc. and 

create a communication path between the mobile UEs and the Base station (DeNB). 

The RNs communicate with the DeNB through the mobile relay link (backhaul), 

whereas using access link with the mobile UEs. Due to the vehicle restrictions and 

other safety measures, the antenna size of the mobile RNs is kept small and  the 

functionalities of mobile RNs [90]  
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Figure 4. 2: Relaying in 5G 

 5G Network Slicing  

5G as a new generation of the mobile network is being actively discussed in the world 

of technology; network slicing surely is one of the most deliberated technologies 

nowadays. Mobile network operators such as China Mobile, and SK Telecom, and 

merchants such as Nokia, and Ericsson all know it as a model network architecture for 

the coming 5G period [43]. This novel technology allows operators to slice one 

physical network among numerous, virtual, E2E networks, each rationally isolated 

counting device, access, transport and core networks such as separating a Hard Disk 

Drive (HDD) into C and D drives and devoted for diverse kinds of services with 

different features and QoS requirements. Every network slice, committed resources 

for example resources within Network Functions Virtualization (NFV), Software 

Defined Networking (SDN), cloud computing, network bandwidth, QoS, and so on are 

certain as seen in Figure.4.3 [44][97][90].  
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Figure 4. 3: 5G Network Slicing 

4.3. Data Traffic Aggregation Model 

   The proposed DTA model is relying on aggregating data from several IoT devices 

at the Packet Data Convergence Protocol (PDCP) layer of the RN and DeNB cells. The 

PDCP layer performs header compression, retransmission, and delivery of PDCP 

Session Data Units (SDUs), duplicate detection, etc. In the proposed model, the PDCP 

layer is used for the aggregation of the IoT devices’ data in the uplink of 5G mobile 

networks. The main reason for selecting PDCP for aggregation in the uplink is to 

aggregate data packets with a minimum number of the additional headers as shown in 

Figure.4.4. 

The individual data packets from several IoT devices approach the PHY layer of 

aggregation device with various intact headers such as Medium Access Control 

(MAC), Radio Link Control (RLC), and PDCP. The headers are removed as the 

received data is transported to the upper layers. On arriving at the PDCP, all the 

headers are removed and only the payloads from the individual devices are available, 

which are aggregated [95][96][64]. 

One single aggregation buffer B at the RNs cell is considered to aggregate IoT devices’ 

data packets. This buffer aggregates data packets from different IoT devices ensuring 

and improving QoS for IoT device nodes as well as RNs and DeNB cells in 5G mobile 

network. In this implementation, the RN cell is worked as a user for the DeNB cell for 
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5G mobile network data traffic. In order to reach the maximum performance 

improvements in spectral efficiency, packet propagation delay, and cell throughput, I 

consider scenarios in which all the IoT devices communicate with the DeNB cell 

through RNs. The IoT devices’ data aggregation Model is shown in Figure 4.5, and 

Table 4.1 as described as follows: 

 Data from K IoT devices are considered for aggregation. 

 The essential parameter for IoT devices’ data aggregation is the maximum delay 

time Tmax for the packet at the RN cells and DeNB cell. 

The maximum delay time Tmax is an essential parameter for IoT devices data packet 

and is calculated according to the various traffic classes of the IoT device priority. IoT 

devices data packets have different priorities according to their applications. For 

example, data packets received from the IoT devices deployed in Vehicular 

Communication System (VCS) scenario for the accident alerting or two vehicles 

communication have high priority over the packets from IoT devices, which are 

deployed in smart sensors. The data packets from these IoT devices having the highest 

priority along with a lower level of latency. Therefore, I initiate the Tmax value as the 

inter-send time of the IoT devices data with the highest priority. For example, in the 

simulation setup, these IoT device applications are separate in terms of customizing 

the low level of latency, the inter-send time of the IoT devices traffic model is 5 ms, 

which is the maximum time a packet is delayed at the RNs. The reasons behind 

determined the 5ms as the maximum time for the packets to go through the cell, as I 

have tried scale time between 10 until 0 ms as delay time to made buffering for 

incoming IP packets from different smart systems and the simulation showed that 5 

ms was a perfect time that it can allow varieties of priorities level worked smoothly 

and exceptional to serve all of my smart systems used cases.  

Thus, the value of the Tmax is initiated as 5 ms, which means that the data packets 

received from the distinct IoT devices are delayed for 5 ms at the RN [95] [96]. 

The value of Tmax is adaptive, i.e., the Model updates the value of Tmax if RN receives 

packets from a device, which has higher priority than the priorities of all the other 

devices in the queue of the RN. The data from all the IoT devices are buffered at the 

RN cell and DeNB cell. The individual IP headers of all the IoT devices are kept intact. 

The data packets are buffered until time delay approaches Tmax. 
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Figure 4. 4: IoT Devices Data packets flow diagram  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. 5 :  Data Traffic Aggregation Model Flow chart  
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Table 4. 1: Data Traffic Aggregation model  

4.4. Resource Allocation Scheme (RAS) 

   To support the DTA model which I have developed, accompanied by the previous 

model Resource Allocation Scheme (RAS), this scheme mainly works on the 

application layers in the 5G mobile networks to offer exceptional QoS requirements 

over priorities level of IoT devices. In this case, I designed a form of virtualization 

radio resources in order to perform the RAS for application network slices. Certainly, 

the main aspect to be considered is the way PRBs are allocated to dissimilar slices to 

achieve the requirements of such slices [96][98]. The duty relevant to RAS becomes 

more challenging with network slicing, as it introduces a two-tier priority in the mobile 

network system. The first tier refers to the priority of different slices, i.e., inter-slice 

priority, as each slice has its priority defined according to the agreements between the 

network provider and the slice owner (tenants). The second tier refers to the priority 

between the users of the same slice, i.e., an intra-slice priority. Once looking at the 

solutions exploited over the existing 4G mobile network system to cope with PRBs, it 

emerges that 4G networks can maximize the QoS of the served users, however, they 

are not capable of performing the PRB allocation in slicing environments. This 

limitation is since RAS in a 4G mobile network system is performed by assigning the 

priorities to the requested services via the UE. This method thus fails when considering 

Model 1: An overview of the proposed data aggregation Model in the RN PDCP. 

Aim: Efficient utilization of PRBs among IoT devices initialization;  

set expiry timer Tmax == 5 ms;  

set Bmax == (available TBS − RN Un overhead);  

set timer T == 0;  

set multiplexing buffer B == 0;  

schedule RN and allocate PRBs (e.g., 5 PRBS are set for RN to analyse multiplexing process); 

schedule IoT devices within the coverage of RN for uplink transmission;  

while packet arrival == TRUE do  

start multiplexing process based on the value of timer and the size of the multiplexing buffer; 

    if     T < Tmax && B < Bmax then accumulate incoming packet into buffer B;  

            increment timer T;  

  else  

re-assemble aggregated packet of size available TBS − overhead from buffer B;  

send large multiplexed packet to RN PHY via RN Un protocols; 

add RN Un protocols overhead; route multiplexed packet to BS in next TTI;  

reset timer T;  

       end if  

       end while 
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that in the 5G mobile network system different UEs may belong to different slices with 

different priorities, and thus such UEs should be managed by considering the priority 

of the slice they belong to plus the priority of the service they need [96][98]. 

This scheme is shown in Figure 4.6, it exploits a two-tier priority level relying on the 

idea that network slices communicate to a RAS entity with the desired QoS level. The 

RAS based on the priority of the slice decides about serving the slice. However, 

according to the inter- and intra-slice priority, the virtual network allocates the PRBs 

to the UEs or IoT devices of the admitted slices. Therefore, the RAS the resource 

allocation mission is performed with the purpose to maximize the Quality of 

Experience (QoE) of the users inside each slice, by considering the inter-slice priority. 

The QoE is measured by considering the effective throughput experienced by the 

users, normalized according to their maximum demanded data rate. With this target, 

the resources allocated to a slice with low priority could be reduced, if needed, down 

to the minimum amount capable of meeting the basic QoS requirements to admit new 

slice(s) with higher priority. Therefore, My proposal dynamically changes several 

network PRBs allocated to network slices[96][98],  

according to the packets load without affecting the QoE of the users and while 

improving the network utilization. 

Figure 4. 6: RAS with inter-slice and intra-slice priority 
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4.5. Resource Allocation Scheme Environment  

According to the 5G slicing technology concept, I have focused on classifying and 

measuring QoS requirement and data traffic of IoT device applications in the smart 

city use cases such as smartphones, smart healthcare system, and vehicular 

communication systems as results of IoT device applications (services) have data 

traffic characteristics in 5G slicing technology are relying on the content type of data, 

amounts typed of flow data, priority of data transmission and data transmission mode.  

As shown in Figure.4.7. These IoT devices Content type contains voice and video 

streaming; amounts type consists of different size, large size refers to the number of 

packets more than 1K bytes, small size refers to the number of packets less than 1K 

bytes [98]. Transmission method contains the periodic transmission, continuous 

transmission, burst transmission and time-response transmission; priority of 

transmitting consists of low, medium and high. Depending on the IoT device 

applications slicing, my research would have classified them into three main slices 

based on QoS requirements and data traffic types. 

 

Figure 4. 7: Smart systems in a smart city use case. 
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4.6. Resources Allocation Scheme Strategy   

As depicted in Figure. 4.8 My scheme consists of four main elements:, the physical 

resources (PRBs), the virtual network layer, the service slice layer and the RAS[96] 

[90], [98].  

Figure 4. 8: Flow chart of RAS 

 Service Slices 

The service slices offer different services (e.g., smartphones, vehicular communication 

system and smart healthcare system) which need resources to be served. I designate 

with 𝕊 = {1, 2, 3... 𝑆} the set of slices in the virtual network [66][90], [98]. Each slice 

𝑠 has a set of UEs, such a set is symbolized by 𝕌𝑠  = {1, 2... 𝑈𝑠}. Each slice 𝑆 performs 

a request to the RAS in terms of QoS restraints. In this section, I modelled such a 

request with 𝑅𝑆𝑚𝑖𝑛𝑠 and 𝑅𝑆𝑚𝑎𝑥, which denotes the minimum and maximum data 

rates associated with the slice 𝑠, respectively. Each slice 𝑠 is characterized by a priority, 

𝕡s, where such priorities are defined with the constraint that ∑𝑠 ∈ 𝑆 𝕡𝑠 =

 1.Similarly, each user 𝑢 belonging to the slice 𝑠, i.e.,𝑈𝑠 is characterized by a priority, 

where ∑𝑢𝑠 ∈ 𝑈𝑠 𝜇𝑢𝑠 =  1 

 Virtual network  

The virtual network layer delivers an abstraction of the physical network resources 

(PRBs), According to the decisions of the RAS, the virtual network slices the resources 

of the network to accommodate different slices. The virtual network receives the 
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requests of different slices in terms of UEs to be served for each slice, and executes 

the subsequent allocation of physical resources according to the inter- and intra-slice 

priority while considering the QoE of UEs [66]. 

 Physical resources 

The physical resources denote the PRBs available in the virtual network. For the 

purpose of simplicity, I refer to the uplink channel of one RN cell. The total available 

bandwidth is indicated by 𝐵 MHz. The set 𝕄 = {1, 2...𝑀} represents the available sub-

channels,  

where the bandwidth of the generic sub-channel 𝑚 is 𝑏𝑚 = 
𝐵

𝑀
. The total transmits 

Power  𝑃𝑇𝑂𝑇 is uniformly allocated to each sub-channel, i.e., 𝑝𝑚= 
𝐵

𝑀
. 

When PM is assigning the physical resources, I consider the channel conditions of the 

UEs. I assume that channel condition is determined by transmission path loss and 

shadowing components. The path loss and the shadowing fading path loss are assumed 

to be a Gaussian random variable with zero mean and 𝜎 standard deviation equal to 

8𝑑𝐵 [99]. So, the path loss is based on the distance value 𝑑𝑢𝑠 between a generic UE 

and the RNs. 

4.7. Services Allocation Uses Case    

The 5G mobile network terminal offers exceptional QoS through a diversity of 

networks. Nowadays, the mobile Internet users choose manually the wireless port of 

different Internet Service Providers (ISP) without having the opportunity to exploit the 

QoS history to choose the suitable mobile network linking for a provided service. In 

the future, the 5G phones will offer a chance for QoS analysis and storage of measured 

data traffic in the mobile network terminal. There are diverse QoS parameters (e.g., 

bandwidth, delay, jitter, and reliability), which will support in future the 5G mobile 

running in the mobile terminal. System processes will offer the best appropriate 

wireless connection based on needed QoS automatically. Therefore, I will consider 

various types of use case priorities as service allocation as shown in  Figure.4.9 [90], 

[98]. These priorities types are based on different QoS requirement by various users 

and services the same as the following:   
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Figure 4. 9: Services Allocation Use Cases    

 

 Smartphones 

Smartphones and tablets are recent technologies that are represented as popular data 

traffic. Although smartphones are expected to continue as the key personal device and 

more development in terms of performance and ability, the number of personal devices 

growth was driven by such devices as wearable or sensors to reach millions in 2020. 

These devices the content type of mobile video streaming which is cause the total of 

the flow packets is regularly numerous megabytes or even tens of megabytes, it is 

many of packets; the transmission way is usually continual transmission; the priority 

is generally low due to the video requires broad bandwidth, and is likely to be blocked 

in congestion [90], [95]. 

 

 Smart Healthcare System (SHS) 

The smart healthcare system as sensitive data traffic is a promising model, which has 

currently achieved extensive attention in research and industry. A sensor Body-Area-

Network (BAN) is generally positioned near the patient to gather information about 

the numerous health parameters, for instance, blood pressure, pulse rate, and 

temperature. Moreover, the patients are also monitored repeatedly by placing smart 

device sensors on the body of the patient when they are outside the hospitals or home. 

For handling critical situations, alarms are triggered to send messages to the related 
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physicians for urgent treatment. In a smart healthcare system scenario, in order to 

monitor the patients frequently outside the medical centres (e.g., hospitals) the patients 

are equipped with smart devices that monitor various health parameters[90], [95]. 

 

 Vehicular Communication System (VCS) 

A vehicular communication system allows the conversation of alerting information 

between a vehicle’s infrastructure and the system applications over communication 

approaches and technologies. In this system, I will consider heavy data traffic. 

Vehicles connect with other Vehicles (V2V) or communicate with smart traffic 

monitoring servers, Vehicle to Infrastructure (V2I). This system application includes 

collision prevention and safety, parking time, Internet connectivity, transportation 

time, fuel consumption, video monitoring, etc. In the case of emergency, the 

information from devices positioned to monitor emergencies is transmitted to other 

networked vehicles within the communication range. To prevent any more accidents, 

the connection between the vehicles and the servers should be very fast for the 

detection of emergency messages and delivery of alerting messages. Since the reply 

time of the warning messages is very small, collision avoidance services request a high 

level of QoS (i.e., low latency), which can be supported by the 5G cellular networks. 

According to [87], the alerting messages are small size and must only be sent in serious 

circumstances for effective use of the communication network bandwidth. Traffic and 

infrastructure management play an important role in monitoring the issue of traffic 

congestion[58][63]. 

4.8. RAS Model 

A RAS is based on the priority of new slices or users and provides a global 

optimization of the resources allocated to service slices at RNs or DeNB cell. The steps 

of My proposed RAS can be applied for admission control of new slices, by simply 

adjusting the parameters under consideration. When the new UE arrives on the 

network, by considering the QoE of the users in the same slice, I can derive an 

acceptance probability of the novel user in the virtual network by considering the 

constraints in terms of intra-slice priority as well as the QoE of served UEs. In My 

RAS, new UEs are accepted if the existing resources are enough to guarantee to satisfy 

at least the demand on the minimum data rate. The set of accepted users is thus offered 

as input to the resource allocation process [98].  
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Table 4. 2 : Resources Allocation Scheme at RNs. 

 

4.9. Simulation Approach 

OPNET simulation is used to assess the performance of the proposed DTA model and 

RAS scheme. Several protocols are simulated to evaluate the impact of IoT devices’ 

data traffic on 5G mobile networks. The simulated proposed DTA model and RAS 

data traffic protocols include SMTP, VoIP, RTP and FTP. The main scenarios have 

Resources Allocation Scheme at RNs  

Aim: Resources allocation based on services; 

        for 𝒔 := 1 to 𝑺 do 
             for 𝒖 := 1 to 𝑼 do 
                   for 𝑷 := 1 to 𝒑 do 
                         Calculate 𝕢𝒖𝒔∀𝓤𝒔 ∈  𝕌𝒔; 
                          find UE 𝒙𝒔 with the max QoE; 
                          find UE 𝒋𝒔 with the max QoE; 
                          while a new UE 𝒖𝒔 ∈  𝑼𝒔 enters 
                                 the network do 
                                 Calculate the new QoE value of 𝒖𝒔:𝒒𝒖𝒔; 
                                 Then, find the neighbour QoE value of 𝒖𝒔:𝒒𝒖𝒔; 
                                 if 𝒒𝒖𝒔 − 𝒒𝒖𝒔 >0 then 
                                      if E [𝒒𝒖𝒔] < 𝒒𝒖𝒔 then 
                                           Inject UE 𝒖𝒔; 
                                           check priority order; 
                                           if the priority order is the 
                                                    same then 
                                                   𝒙𝒔 will be replaced by the 
                                                   new UE;  
                                                  else  𝒋𝒔 will be replaced by 
                                                             the new UE; 
                                                  end 
                                           end 
                                           else 
                                                   Do not admit UE 𝒖𝒔; 
                                            end 
                                     end 
                                     else 
                                            generate accept probability 

                                            𝒑 =  
−△𝑸𝒐𝑬

𝑻
  ; 

                                            then, the new UE will be 
                                            rejected based on the 
                                            probability 𝒑; 
                                     end  
                              end 
                        end 
                  end 
            end 
       end 
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been characterised into first scenario aggregation PRBs with RAS, second scenario 

aggregation PRBs without RAS and third scenario without both aggregation PRBs and 

RAS. The simulation has assessed the significant impact of IoT devices’ data traffic 

on high priority data traffic. The E2E network performance has been improved by 

allocated data of several IoT devices, which is determined by simulating these 

scenarios. Considerable performance improvement is achieved in terms of average 

throughput per RNs cell, IoT nodes’ average upload response time, nodes’ average 

packet E2E delay and nodes’ radio resource utilization. [100][90], [98].   

 Simulation Setup 

    I have developed and redesigned the IoT nodes along with LTE-A protocols, to work 

with the 5G mobile network. The remote server supports SMTP, VoIP, FTP, and RTP 

applications in the form of smart systems. The remote server and the Access Gateway 

(aGW) are interconnected with an Ethernet link with an average delay of 5 ms. The 

aGW node protocols include Internet Protocol (IP) and Ethernet. The aGW and eNB 

nodes (RN1, RN2, RN3 and DeNB) communicate through IP edge cloud (1, 2, 3 and 

4). QoS parameters at the Transport Network (TN) guarantees QoS parameterization 

and traffic difference. The user mobility in a cell is matched by the mobility model by 

updating the location of the user at every sampling interval. The user mobility 

information is stored in the global server (Global-UE-Server). The channel model 

parameters for the air interface contain path loss, slow fading, and fast fading models 

[58]. Simulation modelling mostly focuses on the user plane to perform E2E 

performance evaluations. An inclusive explanation of the LTE-A simulation model 

and details about the protocol stacks. The different traffic QoS have been set according 

to the 3GPP standardization. The other simulation parameters are recorded in Table 

.4.3 [58][66]. 

Table 4. 3 : Simulation parameters 

 Parameters                          Setting  
Simulation length  1500 sec 

Cell layout  1 Enb 

eNB coverage radius  350 m 

Min. Enb-UEs 35 m 

Max. terminal power  23 dBm 

5G Parameters 
5G cell 8*8 antennas  

Cloud  Edge could  
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 OPNET 5G Model Description 

LTE-A simulation scenario is in the project editor with some of the most important 

entities of the simulation model. Whereas, the node's model of the DeNB and RNs 

cells implementation has been modified to 5G mobile network requirements, such as 

several antennas, edge cloud, small cells and high level of bandwidth as Figures 4.10 

and 4.11 depict; more description of these entities is given below:  

 Applications: Different applications such as VoIP, RTP, FTP, and SMTP are 

defined and configured in the applications. 

 Profile: Various traffic models are defined in profiles. Moreover, the other 

operating parameters such as simulation length, start time, etc. are also defined in 

profiles to support applications requirement. 

  Mobility: Mobility models of various users are defined. Moreover, channel 

conditions such as path loss, fading, etc. are also defined in mobility. 

  Global UE Server: contains user’s data and transport functionalities. 

 Remote Server: It is the application server. 

  IP Cloud:  In the form of edge clouds routes user data packets between DeNBs, 

RNs, and servers. 

Capability  Enabled  

RN Parameters 

PRBs for RN  3 PRBs are allocated to RN by DeNB to evaluate PRB utilization.  

Type of RN  Fixed  

RN 1  Supported by 4 antennas, 10 MHz TDD 

RN 2 Supported by 3 antennas, 5 MHz TDD 

RN 3 Supported by 2 antennas, 3 MHz TDD 

TBS capacity  1608 bits against MCS 16 and PRBs 5. Available service rate TBS-

overhead (bits/TTI), 1608 (TBS)-352(overhead) =1256 bits/TTI. 

Simulated scenarios  Aggregation PRBs with RAS, Aggregation PRBs Without RAS, 

Without both Aggregation PRBs and RAS. 

General Parameters 

Terminal speed  120 km/h 

Mobility model  Random Way Point (RWP) 

Frequency reuse factor 1 

System Bandwidth  5 MHz 

Path loss 128.1+37.6 log 10 (R). R in km 

Slow Fading  Log-normal shadowing, correlation 1, deviation 8 Db 

Fast Fading  Jakes-like method  

UE buffer size  ∞ 

RN PDCP buffer size 5 ms 

Power control  Fractional PC, α= 0.6, Po= -58 dBm 

Applications  SMTP, VoIP, RTP and FTP. 
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 It also serves as a peer-to-peer connector between the transport network and servers. 

 Ethernet connectors (E1, E2, E3, and E4): are connectors in the linked network. 

 DeNB: DeNB models the functionalities of DeNB in E-UTRAN. 

 UE: UEs represents different users in with various applications.  

 Figure 4. 10: OPNET 5G Project 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. 11: RN cell model 
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  QoS of Radio Bearers 

The LTE QoS has gained considerable importance in the designing and planning of 

the networks. There are possibilities to use the LTE network for various operations. 

For example, some subscribers use the network services for emergency cases, while 

others use the services for entertainment purposes. QoS explains how a network serves 

subscribers due to the enclosed network architecture and protocols. In LTE, the term 

bearer can be defined as the flow of an IP packet between the UE and P-GW. Each 

bearer is linked with the QoS parameter. The network provides almost the same 

services to the packets which are linked to an individual or the same bearer. For 

establishing a communication path between UE and PDN, UE attempts to generate a 

bearer by default. Such bearers are called default bearers. The other bearers are named 

as dedicated bearers which are established to the PDNs. Establishing more than one 

bearer is possible. This is because one user demands several services and each service 

demands a specific bearer. For example, if a bearer is established, it is possible to 

generate more bearers in the presence of an existing bearer. 

Moreover, the QoS value of an existing and newly created bearer is possible to vary. 

The bearer can be classified into Guaranteed Bit Rate (GBT) and Non-Guaranteed Bit 

Rate (Non-GBR). 

 The GBR bearer has a minimum bandwidth which is allocated by the network for 

various services such as voice and video communication, regardless of whether 

they are used or not. Due to dedicated system bandwidth, the GBR bearer does not 

undergo any packet loss due to congestion and is free from latency[90], [98]. 

 The Non-GBR bearer is not allocated a specified bandwidth by the network. These 

bearers are used for best-effort services such as web browsing, SMTP, etc. These 

bearers might undergo packet loss due to congestion. 

 Quality Control Identifier (QCI) describes how the network treats the received IP 

packets. The QCI value is differentiated according to the priority of the bearer, 

bearer delay budget and bearer packet loss rate. 3GPP has defined several QCI 

values in LTE which are summarized in Table 4.4. 
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Table 4. 4 : LTE QCI values [6] 

 

 Radio Resourcing Aggregation and Allocation Models 

Packet scheduling is the distribution of radio resources between the radio bearers in 

RN and DeNB cells by the DTA and RAS Models. In 3GPP LTE standards, this task 

is performed by the PDCP and MAC schedulers in the RNs and DeNB cells. The 

allocation of the downlink and uplink PRBs by the RN cell to the UEs depends upon 

the data present in the buffers of the RNs cell and the UEs respectively. If the data for 

a UE is present in the buffer of the RN cell, then the RN cell allocates radio resources 

to the UE for downlink transmission if the RN cell has enough available PRBs and the 

QoS requirements of the other UEs located in the coverage area of the RNs cell are 

fulfilled. Similarly, in uplink transmission, the UEs transmit Buffer Status Report 

(BSR) information to the RN cell for granting PRBs if there is data present in the buffer 

of the UEs. UE BSR information also identifies the types of traffic in the UE buffer 

[90], [98]. The RN cell allocates PRBs for downlink and uplink according to the radio 

bearers QoS requirements of the UE. Time Domain-Maximum Throughput (TD-MT) 

scheduler provides the radio resources to the UEs close to RN and bears good channel 

conditions. The users at the cell-edge may not get radio resources. The TD-MT 

scheduler provides maximum throughput at the cost of fairness [90], [98], which can 

be expressed simply as in (Equation1): 

 

 

𝑃𝑘𝑇 𝐷 =  𝑟𝑘(𝑡)                                                   (1) 

 

 

QCI Resource Delay Priority Error Service type 

1  

2  

3  

4  

5  

6  

7  

8  

9 

GBR  

Non 

GBR 

100 ms  

150 ms  

50 ms  

300 ms  

100 ms  

300 ms  

100 ms  

300 ms  

300 ms 

2  

4  

3  

5  

1  

6  

7  

8  

9 

10-2  

10-3  

10-3  

10-6  

10-6  

10-6  

10-3  

10-6  

10-6 

Conversational (VoIP) 

Conversational (Video) 

Real time gaming 

Non-conversational voice 

IMS signalling 

Video Buffered streaming 

TCP based (SMTP, HTTP, 

FTP) 

Voice, video and interactive 

gaming 

video buffering streaming 
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 Simulation Scenarios 

The performance of the proposed model and scheme has been evaluated by three 

scenarios based on the algorithms, which have been applied along with RNs and DeNB 

cells. In the first scenario, an aggregation PRBs with RAS, in the second scenario an 

aggregation PRBs without RAS and the third scenario is without both aggregation 

PRBs and RAS as shown table 4.5. The data packets from all the active IoT devices, 

which are positioned in the vicinity of the RN and DeNB cells, are aggregated at the 

RN before being sent to the DeNB. Though, only the periodic per-hop control model 

is used in which the large aggregated data packets are served to guarantee full 

utilization of PRBs. The expiry timer is presented by 5 ms in order to limit the 

multiplexing delay particularly in the low loaded scenarios between RN and DeNB 

cells. In this situation, the aggregated packet is served after Tmax at the latest. All the 

above-stated scenarios are further sub-categorized into numerous sub-scenarios. In the 

first sub-scenario, VCS devices are placed in the vicinity of the RN1 cell, which is 

supported by 4 antennas and 10 MHz Time Domain Duplex (TDD) with a low level 

of priority 5 ms. The second sub-scenarios SHS devices are placed in the vicinity of 

the RN2 cell, which is supported by 3 antennas and 5 MHz TDD with a medium level 

of priority 10 ms. The Third sub-scenarios smartphones devices are placed in the 

vicinity of the RN3 cell, which is supported by 2 antennas and 3 MHz TDD with a low 

level of priority 15 ms. 

Table 4. 5 : Simulation Scenarios 

Scenarios Smart Systems Application Types 

(1) Aggregation PRBs with RAS All SMTP, VoIP,FTP &RTP 

(2) Aggregation PRBs without RAS All SMTP, VoIP,FTP &RTP 

(3) Without both Aggregation PRBs 

and RAS 

All SMTP, VoIP,FTP &RTP 
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4.10. Simulation Results and Analysis 

 IoT Nodes Loading performance 

     All the scenarios for both the DTA model and the RAS scheme are simulated using 

OPNET 18.5 Modeler. The results for the average load packet for VoIP, RTP and 

SMTP nodes are shown in Figures 4.12, 4.13 and 4.14. The results display that the 

VoIP, RTP and SMTP IoT devices have the diverse load packets variation in all three 

scenarios even when allocated together with GBR bearers. The cause is the 

proportional varieties’ distinguishing of priority, which is characterized by the RAS in 

scenario 1 comparing with scenarios 2 or 3. Besides, both VoIP, RTP and SMTP nodes 

have a significantly improved packet loading as a result of the PRBs DTA aggregation 

model, which allow the packets to use the maximum of PRBs in RNs cells.  

 

 

 

 

 

Figure 4. 12 : SMTP Application Download Response 
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Figure 4. 13: RTP Node Packets load 

Figure 4. 14: VoIP Node Packets load 
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 IoT Nodes E2E Delay performance 

Meanwhile, in terms of the E2E delay performance,  the VoIP nodes bearer has a 

relatively low level of packets E2E delay in scenario 1, in which the accrued data rate  

tends to get higher priority feature and will permanently be scheduled first based on 

RAS, however, in the scenario 2 as I have mentioned in the packets loading for VoIP 

node is really high as result of buffering the incoming packets into RNs cell without 

considering the priority of the traffic as same as scenario 1 by RAS. In addition, the 

VoIP node average E2E delay as shown in Figures 4.15, It can be seen that scenario 1 

has somewhat better E2E delay compared to scenarios 2 and 3 ; this is because scenario 

1 allocates the VoIP nodes to a higher MAC QoS class by allocating the this PRBs to 

VoIP users in this scenario[90].  

 

 

Moreover, in Figure 4.16 the average Packets E2E delay variation for the RTP nodes.  

The result describes that the RTP nodes have worse performance in the scenario 2 

compared to scenarios 1 and 3 where the RTP bearers are allocated by RAS into the 

GBR MAC classes by considering the priorities of RTP nodes. In scenarios 3, the RTP 

node shares the same non-GBR MAC QoS class with SMTP, FTP and VoIP nodes 

Figure 4. 13: VoIP Node E2E Packets Delay 
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since the accumulated data rate of the RTP. Bearers are expressively high (~ 350 kbps), 

they do not become served all the time as a result of each node of them use only the 

assigned PRBs without aggregation incoming packets to RNs cell same as scenarios 1 

with DTA model. The performance dropped down of the RTP nodes in scenario 2 as 

shown obviously with the average E2E delay. The RTP nodes suffer from significantly 

higher E2E delay performance compared to scenario1 where the RTP nodes have 

served with specific priority requirement by applying the RAS. 

 

 IoT Nodes Throughput performance  

On the other hand, there is an observation of the VoIP and FTP nodes throughput 

results as seen in Figures.4.17 and 4.18. It can be observed that the VoIP nodes have 

much better application performance scenario 2 compared with scenarios 1 and 3, 

when I have applied the DTA model to aggregate the packets that are going through 

the RNs cell, which improves the data rate performance, even if I have not allocated 

on a lower MAC QoS class as I can see in scenario 1. Also, mostly when it is not mixed 

with the FTP, SMTP and RTP nodes and is allocated to a lower MAC QoS class than 

FTP nodes. Also, I can observe that with FTP nodes which are slightly improved 

compared with scenario1, this is because of the QoS weight in scenario1, which is 

Figure 4. 14 : RTP Node Average packets Delay   
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considered the priority in a different level based on applications and critical smart 

systems requirements compared to scenarios 2 or 3. 

Figure 4. 16: FTP Node Throughput 

Figure 4. 15: VoIP Node Throughput 
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 RNs and DeNB cells Performance  

Lastly, I have done comparisons among the three scenarios in terms of assessing the 

overall performance of the small cells (RNs) and macrocell (DeNB), as I can see in the 

Figures 4.19, 4.20 and 4.21, the RNs cell packets’ loading is decreased in scenario 2 

compared with scenarios 1 and 3 as a result of the DTA model, since the incoming 

packets from different IoT nodes are aggregated in scenario 2 without considering the 

priorities of these IoT nodes, however, it has been observed in scenario 1 with the  

RAS where I have allocated the packets with an appropriate priority. However, the 

results have shown a significant improvement in the E2E delay in the RNs cell in 

scenario1, which I can describe by enhancing the priorities of the IoT devices by 

allocating to the lowest MAC layers QoS class as mentioned in table 4.4. However, 

the results in Figure 4.21 scenario 2 and 3 have a high level of E2E delay, the reasons 

behind that are that I have not applied the RAS to allocating and customizing the radio 

resources among IoT devices. 

Moreover, the DeNB cell PRBs utilization performance results are seen in 

Figure.4.19., it has shown that in the scenario 1 it has the maximum level of a radio 

resources fairness used among the IoT devices of different smart systems, as a result 

of applied DTA model in the PDCP layer of DeNB cell, in addition, it has been 

observed that these radio resources are allocated with high level by using a RAS in the 

MAC layer of DeNB cell.  

Figure 4. 17 : RNs Cell Load per Packets 
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Figure 4. 18 : RNs Cell E2E Delay 

 

Figure 4. 19: DeNB Cell PRBs utilization % 
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4.11. Rational Discussion of the Simulations 

This chapter proposed the DTA model and RAS scheme. I have developed the DTA 

model in fixed RNs cell for uplink in 5G mobile networks. It improves the radio 

resource utilization for smart systems over 5G mobile networks. It offers a maximum 

multiplexing gain in the PDCP layer for data packets from several IoT devices along 

with considering diverse priorities to solve packets E2E delay. Also, in this chapter, I 

have presented a novel RSA scheme for radio resource allocation in the 5G mobile 

networks with network slicing. This scheme is a heuristic-based prioritized resource 

allocation among IoT devices in terms of the scheduling mechanism in the MAC layer 

of RNs and DeNB cells, which takes into consideration both the inter-and the intra-

slice priority and executes the resource allocation accordingly in order to meet the QoS 

requirements dictated by the service slice. My scheme increases the QoE experienced 

by mobile UEs as well as allowing better management of network resources. In the 

implementation, the RNs and DeNB cells are used to aggregate PRBs and allocate 

these radio resource in different priorities in the form of slicing for IoT devices. This 

has enhanced the performance in terms of cell throughput and E2E delay of IoT 

devices data traffic for different scenarios.  
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CHAPTER 5:  APPLYING SCHEDULING MECHANISMS 

OVER 5G MOBILE NETWORK  

5.1. Introduction  

  In this chapter I have done investigation and comparison among packet scheduling 

mechanisms, this part of the thesis is to evaluate and compare the performance of three 

scheduling mechanisms designed for 4G and 5G mobile networks in terms of user's 

suitability to enhance the priorities order, which will reflect on IoT devices and smart 

systems QoS requirement such as   throughput, load and delay as I have stated in the 

previous chapter. The results from My performance evaluation allowed us to draw 

conclusions on the performance of the three-packet scheduler mechanisms and point 

out the strengths and weakness that are common to schedulers under study. This would 

help design the scheme of the scheduler at RNs and DeNB cells appropriately.          

As a result, choosing an appropriate packet traffic scheduling scheme is a critical 

element in a case of enhancing quality of service over 5G mobile networks, especially, 

in the near future mobile networks are expected to face challenges due to the massive 

number of IoT devices and their data traffic with various QoS requirements, 

specifically 5G mobile networks is anticipated to offer higher bandwidth with the best 

QoE among the IoT devices and users [101]. The main impact on QoS in the near 

future is that there will be billions of IoT devices such as smartphones, SHS and VCS. 

They require different priorities in terms of using 5G mobile networks, therefore, 

present a comparison of the packet traffic scheduling mechanisms applied based on 

data traffic slicing model through RNs and DeNB cells. In this chapter, I present the 

executed data traffic slicing model along with the most outstanding packet traffic 

scheduling mechanisms such as WFQ, PQ and FIFO in the 5G mobile network. 

Consequently, there is strong challenge and inspiration beyond packet scheduling 

mechanisms and radio resource provision in order to recover smart systems 

performance by supporting the spectral productivity of the wireless interface and hence 

upgrade inclusive network capacity [101].   

 Packet Queueing Challenges  

Real-time applications, such as video monitoring in critical smart systems are essential 

to gain the advantage of the QoS adaptation by any network., It is highly critical to 
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offer QoS for priority application such as Vehicular Communication System (VCS) 

and Smart Healthcare System (SHS) [73]. The highest priority of such packets must 

be efficiently handled by packet scheduling mechanisms. In contrast, fewer priority 

packets would also be managed and conveyed fairly. So, it is the serious task of 

developing scheduling mechanisms to balance among all these standards [74]. Since 

radio resources are essential assets and rarely obtainable in mobile networks, therefore, 

efficient utilization is required. The novel communication technologies, such as LTE, 

LTE-A, and 5G mobile networks, make use of multiple carriers’ schemes to offer 

better data rates and to ensure high QoS demands. As I have mentioned in the previous 

chapter the PRB unit is allocable in the 5G mobile networks to a single IoT device. 

Under favourable channel conditions, the PRB can transmit several kilobytes of data. 

These multiple carriers’ schemes are able of transmitting a large amount of data. 

However, in the case of IoT communication, both narrowband and broadband 

applications must be considered to enhance QoS requirements. Especially, these 

applications have different sizes of data traffic, which need QoS specifications such as 

real-time, accuracy and priority [73]. If one PRB is allocated to a single IoT device for 

data transmission of just a few bytes, then it might cause severe wastage of radio 

resources. Also, the different types of data traffic should be considered in the 5G slices 

approach in terms of network operators providing an appropriate QoS for different 

types of data traffic. Therefore, utilization of the full radio resources and classifying 

data traffic should be an ideal solution for data traffic explosion and the fairness of 

priorities. 

 Data Traffic Priority Types  

The 5G mobile networks terminal offers exceptional QoS through a diversity of 

networks. Nowadays, the mobile Internet users choose manually the wireless port of 

different Internet Service Providers (ISP) without having the opportunity to exploit the 

QoS history to choose the suitable mobile network linking for a provided service. In 

the upcoming years, the 5G phone will offer an occasion for QoS analysis and storage 

of measured data traffic in the mobile network terminal. There are diverse QoS 

parameters (e.g., bandwidth, delay, jitter, and reliability) which will support in future 

5G mobile running in the mobile terminal. System processes will offer the best 

appropriate wireless connection based on needed QoS automatically[90][101]. 

Therefore, I will consider dissimilar types of data traffic (e.g., sensitive, popular, and 
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heavy traffic in term of the fairness of priorities) as shown in Figure 5.1 Data Traffic 

Queuing model [102].  

Figure 5. 1: Data Traffic Queueing Model. 

5.2. Comparison of Packet Scheduling Mechanisms 

In this part of the chapter, I have proposed a novel comparison among packet 

scheduling mechanisms based on the 5G mobile network slicing model, that relies on 

smart systems in the smart city case study, which I stated in the previous chapter. I 

have considered the concept of network slices to differentiate smart systems such as 

services priority. Therefore, the delay of the packets which happens at the output buffer 

of an RNs cell and DeNB cells is called queuing priority. Such a priority is dealt with 

efficiently and equally by several packet scheduling mechanisms.  QoS and Fairness 

demands are the most significant features offered by any scheduler. Priority Queuing 

(PQ), First-In-First-Out (FIFO) and Weighted Fair Queuing (WFQ) are a few of the 

most frequently utilized packet scheduling mechanisms. In this chapter of the thesis is 

applied packet scheduling mechanisms in order to the classified fairness services 

priority for QoS evaluation in protocols include FTP, VoIP, SMTP and RTP. These 

protocols have been applied in OPNET simulation into IoT devices relying on the 

priority of the data traffic, I have considered some QoS requirements such as delay, 

load and throughput for diverse packet scheduling mechanisms in the 5G mobile 

networks. 
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 Packet Scheduling Mechanisms  

The three core packet scheduling mechanisms used in this part of the chapter are FIFO, 

PQ, and WFQ. This section shows these three packet scheduling mechanisms in further 

details. 

 First-in-First-out (FIFO) 

The simplest method to schedule a packet in any network is FIFO. Here the first packet 

in the queue is served first in a specific time slot, regardless of any prioritization, 

protection or even fairness[103]. Therefore, it is very simple to execute. However, it 

fails to reach all other scheduling customize excluding complexity. FIFO suffers from 

the Head of Line (HOL) issue, which means that if the first packet in the queue is 

blocked for any cause, the rest is blocked even though the link is idle [103]. 

Figure 5. 2: First-in-First-out Mechanism 

 Priority Queuing (PQ) 

PQ is designed to cope with the issue of FIFO, which does not offer any priority to any 

data traffic or any class. PQ normally confirms the fastest service of high priority data 

at each point where it is applied [103]. It provides firm priority to the traffic, which is 

very essential. The location of each packet in one of four queues known as high, 

medium, normal or low is achieved relying on the allocated priority of each 

packet[103]. The possible disadvantage of this scheduling mechanism is that the lower 

level traffic cannot be assisted for a long time if the high priority is usually there [103]. 
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Consequently, the lower class will be affected by a starving issue that leads to a major 

discard of the packets. 

Figure 5. 3: Priority Queuing Mechanism 

 Weighted Fair Queuing (WFQ) 

WFQ is a queuing mechanism relying on data packet flow and the applied realization 

of Generalized Processor Sharing (GPS) structure that is a theoretical theory and 

sustains decent fairness [100]. Two things are done seamlessly in WFQ, first reactive 

traffic is scheduled to the front of the queue for the decrease of response time, and 

secondly, it shares the residual bandwidth between high-bandwidth flows in a fair 

mode [100]. WFQ commonly looks into the matter that queues do not starve for 

bandwidth and all packets must gain the anticipated services. WFQ can notice the 

superiority bit marked in the IP packet header of each packet and in order with that 

marking, it classifies the priority levels of packets, with the growth of the superiority 

value, WFQ assigns more bandwidth to that exact packet to avert congestion [100] 

Figure 5. 4: Weighted Fair Queuing Mechanism 
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5.3. Comparison Transmission Packet Scheduling 

Mechanisms 

In this part, I presented the advantages and disadvantages of packet scheduling 

mechanisms in terms of transmitting the packets from the source of IoT devices via 

uplink and downlink of RNs and DeNB cells until they reach the core network of the 

5G mobile networks. Besides, I have done comparisons of the QoS requirement 

parameters of the IoT devices in the uplink of the 5G mobile networks as I can see in 

tables 5.1 and 5.2: 

 

Table 5. 1: Scheduling Mechanisms Transmission Comparison 

 

 

 

 

Queuing 

Mechanisms 

                  Advantages                    Disadvantages 

 

 

FIFO 

 Simple and fast (one single queue 

with a simple scheduling 

mechanism) 

 Supported on all platforms 

 Supported in all switching paths 

 Supported in all OS versions (above 

10.0) 

 

 Unfair allocation of bandwidth 

among multiple flows 

 Causes starvation (aggressive 

flows can monopolize links) 

 Causes jitter (bursts or packet 

trains temporarily fill the queue) 

 

 

PQ 

 Provides low-delay propagation to 

high-priority packets 

 Supported on most platforms 

 Supported in all OS versions (above 

10.0) 

 Starvation of lower-priority 

classes when higher-priority 

 classes are congested 

 Manual configuration of 

classification on every hop 

 

 

WFQ 

 Simple configuration (classification 

does not have to be configured) 

 Guarantees throughput to all flows 

 Drops packets of most aggressive 

flows 

 Supported on most platforms 

 Multiple flows can end up in 

one queue 

 Does not support the 

configuration of classification 

 Performance limitations due to 

complex classification and 

scheduling mechanisms 
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 Table 5. 2 : Scheduling Mechanisms QoS parameters 

 

 Data Traffic Priority Types and PQ Mechanism 

In the data traffic slices model, I have considered enhancing QoS by efficient 

utilization of the 5G radio resources PRBs for IoT and the principal idea of the PQ 

Mechanism. I have found that the PQ mechanism is the appropriate packet scheduling 

mechanism in terms of supporting the various queuing priorities, which is based on 

the priority of the packets, the highest priority is transferred to the output port first 

and then the packets with lower priority and so on as illustrated in data traffic slices 

model in Figure 5.6. Therefore, I design My smart systems environment in three 

levels of priorities high (slice1), medium (slice2), and low (slice3), relying on the 

data traffic types as follows: 

 Vehicular Communication System (VCS) as sensitive data with high priority (5 

ms) 

 Smart Healthcare System (SHS) as heavy data with medium priority (10 ms) 

 smartphones as popular data with low priority (15 ms) 

This data traffic will work in a form of slicing over the 5G mobile network in the uplink 

path between RN and DeNB cells based on user plane interface as shown in Figure 5.5. 

 

 

 

 

QoS variables FIFO PQ WFQ 

Default on interfaces >2 Mbps No <=2 Mbps 

No of Queues 1 4 Dynamic 

Configurable Classes No Yes No 

Bandwidth Allocation Automatic Automatic Automatic 

Provides for Minimal Delay No Yes No 

Modern Implementation Yes No No 
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Figure 5. 5: proposed model for data traffic slices 

5.4. Simulation Approach   

OPNET simulation is an extensive and powerful simulation software tool with a wide 

variety of capabilities. It enables the possibility to simulate entire heterogeneous 

networks with various protocols. The simulated communication network design as 

shown in Figure 5.7, consists of 3 RNs cells, DeNB cell, 32 users and 4 different 

application servers.  

 Simulation setting 

 In this part of the chapter, I have considered the LTE-A nodes with LTE-A protocols 

that I have modified to be suitable along with 5G mobile networks features. The remote 

server includes SMTP, FTP, VoIP and RTP applications among all smart systems. The 

remote server and the aGW are connected with an Ethernet link with an average delay 

of 20 ms. the aGW node protocols contain Internet Protocol (IP) and Ethernet. The 

aGW and Enb nodes (DeNB1, and RN1, RN2, RN3) connect over IP edge cloud (1, 2, 

3 and 4). QoS Parameters at the Transport Network (TN) guarantees QoS 

parameterization and traffic difference as seen in Figure 5.8 Table 5.3. The user 

mobility in a cell is coordinated by the mobility model by updating the location of the 

users at every single interval. The user’s mobility data is saved on the Global Server 

(Global-UE-Server). The channel model parameters for the air interface cover slow 

fading, fast fading models, and path loss. The simulation demonstrating generally 

emphasises on the user plane to execute E2E performance assessments[58]. The 

several traffic QoS have been established withthe 3GPP standardization. Which I have 
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considered the bearers can be categorized addicted to (GBT) and Non-GBR) in the 

above chapter. 

Table 5. 3 : Simulation parameters  

Parameters Setting 
Simulation length  1000 sec 

Cell layout  1 Enb 

eNB coverage radius  350 m 

Min. Enb-UEs 35 m 

Max. terminal power  23 dBm 

5G Parameters 
5G cell 8*8 antennas  

Cloud  Edge could  

Capability  Enabled  

RN Parameters 

PRBs for RN  3 PRBs are allocated to RN by DeNB to evaluate PRB utilization.  

Type of RN  Fixed  

RN 1  Supported by 4 antennas, 10 MHz TDD 

RN 2 Supported by 3 antennas, 5 MHz TDD 

RN 3 Supported by 2 antennas, 3 MHz TDD 

TBS capacity  1608 bits against MCS 16 and PRBs 5. Available service rate TBS-overhead 

(bits/TTI), 1608 (TBS)-352(overhead) =1256 bits/TTI. 

Simulated scenarios  FIFO Model, PQ Model, WFQ Model 

General Parameters 

Terminal speed  120 km/h 

Mobility model  Random Way Point (RWP) 

Frequency reuse factor 1 

System Bandwidth  5 MHz 

Path loss 128.1+37.6 log 10 (R). R in km 

Slow Fading  Log-normal shadowing, correlation 1, deviation 8 Db 

Fast Fading  Jakes-like method  

UE buffer size  ∞ 

RN PDCP buffer size 5 ms 

Power control  Fractional PC, α= 0.6, Po= -58 dBm 

Applications  SMTP, VoIP, RTP and FTP. 
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Figure 5. 6 : OPNETS Scheduling Mechanisms Models 

 Scenarios 

Three scenarios are proposed in this paper, the initial scenario used (FIFO). The 

second scenario used (PQ) and the third scenario proposed the (WFQ) as queuing 

Mechanisms in 5G heterogeneous networks environment. 

Table 5. 4 : Packet scheduling Mechanism Comparisons 

 

5.5. Simulation Results and Analysis 

 In this section, I review the performance of the proposed comparison of three queuing 

packet scheduling mechanisms in 5G heterogeneous networks, the scenarios are 

simulated according to PQ, FIFO and WFQ Models, which are applied on DeNB cell 

and RNs cells to link the users (smart systems) by the main server. They were 

Scenarios Cells Application Types 

(1) FIFO Model RNs and DeNB SMTP, VoIP,FTP &RTP 

(2) PQ Model RNs and DeNB SMTP, VoIP,FTP &RTP 

(3) WFQ Model RNs and DeNB SMTP, VoIP,FTP &RTP 
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considered to compare the performance of both the highest uplink load, throughput 

and a lower E2E delay between users using different applications among three smart 

systems, I have designed these smart systems with four applications, SMTP, FTP, 

VoIP and RTP also, I have stated three levels of packet priorities for each smart system, 

as I have mentioned above.  

 IoT Nodes performance 

The results shown in Figure 5.7 in the case of SMTP node in three smart systems,  the 

FIFO and WFQ models have higher SMTP upload response time compared with the 

PQ model which has a lower SMTP upload response time for all smart systems, which 

is a given indication that FIFO and WFQ scheduling mechanisms have supported 

packets loading from the sources until the final destination of 5G mobile networks.  

Besides the VoIP node in three smart systems as shown in Figure 5.8 that PQ model 

has a slightly lower delay in the E2E VoIP packets than FIFO and WFQ models, which 

is supported the data traffic convey from smart systems to reach main server especially, 

for the vehicular communication system.   

Figure 5. 7: SMTP Node Upload Response Time 
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Figure 5. 8 : VoIP Node E2E Delay 

 Cells Performance  

On the other hand, as I have compared the three scenarios on DeNB and RNs cells as 

shown in Figures 5.9, 5.10, and 5.11, for instance, in Figure.5.10 I have utilized the 

three queuing scheduling mechanisms over DeNB cell, I found PQ model has slightly 

lower processing delay in uplink packets than FIFO and WFQ models, which have a 

similar delay in transferring packets from users, which is offered that PQ model can 

support packets processing delay lower level and can solve the issue of critical smart 

systems.  Moreover, Figure.5.10 illustrated RNs cell in terms of throughput the PQ 

model has the higher value than FIFO and WFQ models, which can be used to enhance 

the heavy data traffic in both vehicular communication systems and smart health care 

systems. In addition, in Figure 5.11 and 5.12 I have used these three queuing 

scheduling mechanisms over RNs cells, it has illustrated FIFO and WFQ models have 

the lower packets loading compared with the PQ model, which has the highest rate of 

loading that can be useful to support different smart systems loading requirements such 

as smart healthcare systems. Overall, after analysis and simulation of the three models 

in the 5G mobile networks, I found that PQ is the best option of packet scheduling 

mechanisms to enhance both highest uplink E2E delay and throughput, which can 

support a low level 
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 of latency in data traffic demand such as vehicular communication systems. However, 

the FIFO and WFQ models have been observed to enhance the packets loading, which 

can be used for heavy data traffic such as smart health care systems among other smart 

systems. 

Figure 5. 9: DeNB Cell IP Processing Delay 

 

Figure 5. 10 : RNs Cell Throughput 
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Figure 5. 11: RN Cells Load 

5.6. Rational Discussion of the Simulations 

In this chapter, I have proposed the data traffic slicing model over the small cell RNs 

and the macrocell DeNB within the uplink in 5G mobile networks. It has investigated 

the radio resource utilization for smart systems over scheduling mechanisms include 

FIFO, PQ, and WFQ, this has provided an overview of comparative advantages and 

disadvantages of scheduling mechanisms in terms of E2E packets transmission also 

QoS parameters. Moreover, I have applied and assessed the FIFO, PQ, and WFQ 

models over the RNs and DeNB cells of OPNET simulation, I found PQ model as the 

appropriate scheduling mechanism in the case of supporting various priorities queuing 

for data traffic, which demand a lower level of latency and throughput such as 

vehicular communication system. Also, the simulation has shown the FIFO and WFQ 

models have improved the packet loading particularly in the heavy data traffic such as 

smart healthcare system. Overall these comparisons have been based on smart systems 

QoS need in a smart city case study to support and assist the operations of diverse 

systems (e.g., vehicular communication system, smart healthcare system, and 

smartphones). It can present opportunities for more research in terms of resolving data 

traffic explosion and fairness of services area. 
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CHAPTER 6: SLICING ALLOCATION MANAGEMENT 

MODEL    

6.1. Introduction 

      In the next few years with the fast growth of IoT with billions of devices, the 5G  

mobile networks will be required to offer massive connectivity of IoT devices and 

meet the demand of QoS such as low latency, these QoS  requirements are really 

important  for Vehicular Communication System (VCS), where the communication 

system of connected vehicles: Vehicle-to-Vehicle (V2V), Vehicle-to-Roadside 

(V2Rs), Vehicle-to-Infrastructure (V2I), and Vehicle-to-everything (V2X) are the 

basis of intelligent and connected transportation systems where all vehicles and 

infrastructure systems are interconnected with each other. [104][105]. On the other 

hand, this massive number of IoT devices and services are connected through various 

Heterogeneous Networks (HetNets) such as RNs and DeNB cells. Although many of 

these will only be sending and receiving relatively small amounts of data, they will 

make new demands, in terms of managing the total accumulation of data and number 

of physical connections. However, current 3GPP networks cannot connect a higher 

number of users and establish and maintain a healthy transmission at the same time 

due to inherited control-plane limitations and scheduling limitations respectively 

[106][105].  

Hence, new scheduling and access control mechanisms are required to reduce the 

amount of control plane signalling for IoT users. Nonetheless, emergency service 

providers like Smart Healthcare System (SHS) need real-time data availability and a 

higher level of reliability in order to deal with critical situations more effectively. 

Police, fire, and ambulance services must have highly reliable voice links without 

having issues like call dropping and unresponsive networks. Today, some of these are 

provided using dedicated networks, but they have limited data capacity of throughput 

and require high investment just to provide reasonable coverage [107]. Moreover, 

these systems do not guarantee to fulfill futuristic service requirements in terms of 

high data rates and real-time interactions. So new network technologies and 

innovations are required for "ultra-reliable" scenarios, where the ability to connect and 

operate in situations of severely degraded or complete lack of infrastructure must be 
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assured. This is based on using a device to device direct communication, ad-hoc 

backhaul and networking, and flexible reconfiguration of networks[106][108]. 

Furthermore, mobile networks are estimated to face challenges as a result of 

demanding QoS requirements of futuristic IoT services such as a provision of radio 

resources to a massive number of IoT devices, prioritization, and inter-device 

communication [44][108].. The existing mobile systems such as 4G and upcoming 5G 

might run out of capacity due to the increasing IoT devices traffic, resulting in the 

performance degradation of regular mobile data traffic [109]. On the other hand, IoT 

devices demand various types of QoS levels to facilitate different services. For 

example, SHS devices convey big sized data that are sensitive to delay [110][111]. 

The RAN is the smallest radio resource unit call PRB, which is allocated to a single 

device for data transferred in 5G mobile networks. In smart systems, different devices 

are transmitting numerous sizes of data; where some transmit small size of data traffic, 

therefore, the capacity of the PRB is not fully used and without radio allocation in the 

shaping of slicing, as a result of this significant effect of performing the smart systems.  

To tackle these issues the contribution of this chapter has presented a Slice Allocation 

Management (SAM) model for efficient utilization PRBs via HetNets cells such as 

RNs and DeNB and customize dedicated slices to specific IoT devices and smart 

systems. Therefore, based on 5G SAM functional architecture radio resources will be 

efficiently exploited by managing the data of different IoT devices for each slice 

individually, also the Mobile Edge Computing (MEC) for each slice will reduce the 

latency and improve the QoS [111].  

 Heterogeneous IoT Service Challenges 

      The main challenge of the IoT devices in the near future with high densification 

and heterogeneity of mobile networks, particularly, when these IoT devices increase 

to reach more than twenty billion in 2020. Besides, the world of mobile network the 

fast growth such as 4G and 5G mobile networks and ever-increasing demand for 

services with high QoS request, they need to are managing of network resources as 

becomes a permanently more challenging step that requires to be correctly designed to 

advance network performance. Nevertheless, network slicing is born as an emerging 

business to operators by allowing them to sell the customized slices to various tenants 

at different prices and QoS demands, in this situation, network slicing is getting 
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always-increasing importance as an effective approach to introduce flexibility in the 

management of network resources. A slice is a gathering of network resources, 

selected in order to satisfy the demands of such things as QoS of the service(s) to be 

delivered by the slice. Slicing aims to introduce flexibility and higher utilization of 

network resources by offering only the network resources necessary to fulfil the 

requirements of the slices enabled in the smart systems. My approach here is designed 

to exploit and manage the RAN capacity of RNs and DeNB cells in slicing form, which 

allows us to customize and reduce the PRBs wastage in each slice in terms of technical 

requirements such as mobility management and priorities, also QoS requirements such 

as latency, throughput and loading. In addition, I have designed the MEC Model to 

reduce the latency of IoT devices based on finding the closed edge cloud to these IoT 

devices, which also set up the appropriate priority for each IoT node. Therefore, I have 

used the smart city use case as the smart system, which forms the network slices by 

differentiating the data traffic smartly in terms of QoS requirements of each slice such 

as in VCS, SHS and smartphones.  

6.2. System Model  

In this section, I have proposed the SAM Model relying on SAM functional 

architecture to support specific slicing network, which will concentrate on categorizing 

and dedicated QoS demand of IoT devices such as Smartphone, VCSs, and SHS.  

 SAM Functional Architecture 

From a functional perception, the 5G-RAN consists of two types of network functions 

(NFs)1, each distributing the full radio access functionality to interact with the UE 

over the radio interface: gNBs, using the 5G New Radio (NR) interface; and ng-eNBs, 

using an evolution of the LTE interface. Focusing on 5G NR access, gNBs are linked 

to the 5G Core network (5GC) utilizing NG interfaces and may be interconnected with 

other gNBs and ng-eNBs over Xn interfaces. To present modularity and support 

different deployment options, 3GPP has also standardised the F1 interface that 

functionally splits a gNB into a gNB Central Unit (gNB-CU) for upper protocol layer 

processing and a gNB Distributed Unit (gNB-DU) for lower protocol layer 

processing[112]. A single gNB, regardless of whether it is divided into gNB-CU/ gNB-

DU or not, handles the operation of one or more 5G (RN) cells. Each 5G cell, 

individually identified by a cell ID, is allocated with specific radio resources such as 
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RF carriers which are operated under a common set of control channels (e.g. 

synchronisation, broadcast). The 5G (RN) cell interface is being designed with high 

flexible OFDM based waveforms with different numerologies (e.g. different subcarrier 

spacing and cyclic prefix lengths and adaptable time-frequency frame structures such 

as selectable slot durations and dynamic assignment of downlink/uplink transmission 

direction) [112]. Furthermore, the 5G (RN) cell interface allows for UEs served via 

the same 5G (RN) cell to be instructed to receive or transmit using only a subset of the 

cell resource grid. Eventually, this flexibility of the 5G cell interface allows UEs with 

diverse access types such as enhanced Mobile Broadband [eMBB], massive Machine 

Type Communications [mMTC], and Ultra-Reliable Low Latency Communications 

[URLLC] to be concurrently multiplexed over the same 5G cell, as shown in Figure 

6.1. From a service perception, the overall 5G network 5G RAN and 5GC is considered 

to support a PDU Connectivity Service, such as a service that provides an exchange of 

Protocol Data Units (PDUs) such as IPv4, IPv6, Ethernet or Unstructured data packets 

between a UE and an external data network reachable from the 5GC. The PDU 

Connectivity Service is realized via the establishment of one or multiple PDU sessions, 

which are the logical associations created between the 5GC and the UE to handle the 

data packet exchanges [113]. On this basis, the understanding of network slicing relies 

on the principle that each PDU session is associated with a specific Network Slice. 

 

In fact, a Network Slice, which is defined as a logical network that delivers specific 

network abilities and network characteristics, allows providing a differentiated 

network behaviour to UEs that are attached to the same 5G network such as to the 

same 5GC, uniquely identified by a Public Land Mobile Network [PLMN] identity, 

but have PDU sessions connected with different delivered Network Slices. Moreover, 

to differentiated traffic treatment, Network Slices can also be used to serve diverse 

customers separately as per an agreed Service Level Agreement (SLA). Therefore, a 

Network Slice is officially identified in 3GPPspecifications [113] by a Single Network 

Slice Selection Assistance Information (S-NSSAI) identifier, which is unique within a 

PLMN and is comprised of a Slice/Service type (SST), denoting the expected network 

behaviour, and a Slice Differentiator (SD), differentiating amongst multiple network 

slices of the same Slice/Service type. Therefore, each PDU session activated between 

a UE and a 5GC/PLMN network is associated with one and only one S-NSSAI so that 

the corresponding traffic flows. Denoted as QoS flows in the 5G network are handled 
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according to whatever behaviour is pre-established for the allocated S-NSSAI. The 

allocation of the serving S-NSSAI is decided between the UE and 5GC based on such 

as subscription rights and communicated to the 5G-RAN through signalling. Within 

the 5G-RAN, the pre-established behaviour associated with the S-NSSAI can be then 

enforced by the proper handling of Data Radio Bearers (DRBs), which are the delivery 

services provided by the 5G-RAN over the radio interface such as specific scheduling 

rules and/or radio protocol stack configuration for the corresponding DRBs. 

Furthermore, to supporting multiple S-NSSAIs of a particular 5GC/PLMN, the 5G-

RAN could also serve multiple 5GC/PLMN networks by leveraging the sort of RAN 

sharing solutions introduced for legacy technologies such as 3GPP Multi-Operator 

Core Network (MOCN). Hence, gNBs could be linked to several 5GCs and the shared 

5G cells could broadcast information about the reachable 5GC/PLMN networks as 

well as support flexible access control mechanisms per PLMN/S-NSSAI such as 5G 

Unified Access Control mechanisms. 

 Slicing Allocation Management Model 

I propose a novel SAM model by operating and managing the slices by reducing the 

loss of multiplexing. If the number of slices is low, the wastage for each slice is also 

low. In the proposed SAM model, virtualized links and nodes are managed in by the 

Service-Based Slice Allocator (SBSA), including, an   Operation   Support   System 

(OSS) and Business Support System (BSS) are expanded to implement a SAM Model 

as shown in Figure 6.2 [28].  The SAM Model starts when the service operator needs 

to execute a service to the user demand (e.g., smart healthcare system, smartphone and 

VCS, (1) the service operator sends an inquiry to SAM requesting service release 

admittance accompanied by a list of the technical service required (e.g., priority 

management, access area range, etc.) and their QoS requirements (e.g., lower latency 

limit, high bandwidth limit, service specification protocol). (2) SAM calculates the 

required resources and chooses one of three options: (A) allocate current slice, (B) 

allocate current slice after expansion, and (C) create service-dedicated slice on basis 

of service requirements and current slice’s utilization [28].  

If option (B) or (C) is selected, (3) SAM instructs the Network Functions Virtualization 

Orchestrator (NFVO) to expand the current slice or create a new slice. Then, (4) SAM 

sends the SBSA the service-related information and the forwarding destination of the 
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service. Then, (5) SAM notifies the service operator of the results (which option was 

selected) and the access point. (6) The service operator embeds the access point into 

the background application of the service or its IoT devices (7) so that when someone 

uses the services, the service information is provided to the user. Finally, (8) the 

service user accesses the SBSA with the information, and (9) the SBSA transmits the 

service traffic to the assigned slice along with various technical and QoS requirements 

based on equations (1) and (2) below, which consist of  the priority or latency of the 

packets, the highest priority and lower latency need is conveyed on the output port first 

and then the packets with lower priority with high latency and so on as illustrated in 

the service slices Model as showed Figure 6.4. Therefore, I design My smart systems 

environment in three technical and QoS requirements high (slice1), medium (slice2), 

and low (slice3), rely on the data traffic types as follow: 

 Vehicular Communication Systems (VCS)as sensitive data traffics 

 Smart Healthcare System (SHS) as heavy data traffics 

 Smartphone as popular data traffics  

This data traffic will work in slicing over the 5G mobile network in the uplink path 

between RNs and DeNB based on user plane interface. This Model and slice operating 

method reduce the number of slices to the minimum, thus improving multiplexing gain 

by accommodating more service traffic in a slice. Compared to current monolithic EPC 

architecture, since service traffic's time-varying resource demand patterns with bursts 

of high demand periods and low- utilization services are complementary, the more 

multiplexing service traffic in a slice, the less total capacity required to satisfy the 

demand of all the services.
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Figure 6. 1: SAM Functional Architecture 
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Figure 6. 2 : Slicing Allocation Management Model 
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 Vehicular Communication System (VCS)  

   In this, as I have taken the VCS as the main use case, which enables the exchange of 

information between vehicles’ infrastructure and VCS applications through 

communication methods and technologies. In VCS, vehicles communicate with other 

vehicles (V2V) or communicate with the VCS server’s infrastructure (V2I). The VCS 

applications include collision avoidance and safety, parking time, the Internet 

connectivity, transportation time, fuel consumption etc. [114]. Several research efforts 

were made to investigate the support of IoT communication in VCS [115]. To explain 

the use of IoT in VCS, few VCS applications are discussed in previous chapters. 

Collision avoidance and onboard security are the most significant applications of the 

VCS. When driving a vehicle which is not networked with the VCS server, the 

decisions are made depending upon the information within the Line-of-Sight (LoS) of 

the vehicle. According to [115], the main purpose of using wireless IoT 

communication is to deal with such LoS limitations in order to avoid an accident. In 

the case of emergency, the information from devices positioned to monitor 

emergencies is transmitted to other networked vehicles within the communication 

range. To avoid any further accidents, the communication between the server and 

vehicles must be very fast for the detection of emergency messages and delivering of 

warning messages. Since the response time against the warning messages is very small, 

so collision avoidance services demand high QoS services and low latency. According 

to[114], the warning messages are small in size and should only be sent in critical 

situations for efficient utilization of the communication network bandwidth. Traffic 

and infrastructure management plays a significant role in controlling the problem of 

road congestion. All over the world, every day the drivers face the problem of road 

congestion that not only increases fuel consumption which leads to more emissions 

and causes an increase in pollution but also causes high tension for the drivers [114]. 

A better-managed infrastructure improves productivity and reduces the factors of costs 

and pollution in society. VCS tackles the problem by providing a bidirectional IoT 

communication. Such applications do not demand high data rates as few parameters 

like time, speed and vehicle identification are required. As a result of the low latency 

which will be delivered by the fundamental access network, 5G network emergency 

services which depend on massive IoT and device-to-device connections will be 
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categorised by higher throughput, QoE, higher QoS and low buffer demands for the 

IoT devices [116] [117].     

 Table 6. 1: Use cases performance metrics [95] 

 

Figure 6. 3 : SAM model Environment  

 Service Slices Model 

I consider 𝑡𝑛 and 𝑞𝑛for each slice 𝑛 (n = 1, 2, 3.) where  𝑡𝑛 represents technical 

requirements such as mobility management, tunnelling while 𝑞𝑛 represents QoS 

criteria such as maximum bandwidth, minimum latency stated in Table 6.1. The 

algorithm used by SAM model to decide whether to (A) allocate existing slice, (B) 

allocate existing slice after expansion, or (C) create service-dedicated slice on basis of 

service requirements and current slice’s utilization is diagrammed in Figure 6.3. When 

the service operator 𝑆 requires a slice, which is characterized by 𝑡𝑠and𝑞𝑠. It will send 

𝑡𝑠and 𝑞𝑠 to SAM model and slice allocation will be calculated at SAM model 

Services Traffic 

types 

No of 

Devices 

Loading Priority Latency Mobility Throughput 

VCS Sensitive Thousands High 5ms Low Very 

High 

Very High 

SHS Heavy Thousands Very 

High 

10ms Low Medium High 

Smartphones Popular Billions Medium 15ms High High Medium 
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according to equation (1) and (2). 𝑑𝑡 (𝑛) and 𝑑𝑞 (𝑛)represent the difference between the 

required (𝑡𝑠, 𝑞𝑠 ) and current slice’s (𝑡𝑛  ,𝑞 𝑛). 

 

 

                          𝑑𝑡 (𝑛)= 𝑡𝑛 − 𝑡𝑠                                                                          (2)     

 

                                         

                          𝑑𝑞 (𝑛)=𝑞𝑛−𝑞𝑠                                                                      (3)    

 

                              

First, it determines whether 𝑆 can be accommodated in a slice by calculating the 

parameters  𝑑𝑡 (𝑛) and 𝑑𝑞 (𝑛)  . For every slice 𝑛, if one or both parameters are always 

negative, accommodating S by using a current slice is impossible because no slice 

meets S's technical requirements or/and QoS criteria. Then, for every slice 𝑛, SAM 

model calculates 𝐶𝑒𝑛 , which is the cost of expanding the current slice, 𝐶𝑜𝑒𝑛  , which is 

the cost of operating the current slice after expansion, 𝐶𝐶 , which is the cost of creating 

a service-dedicated slice, 𝐶𝑂 , which is the cost of operating a created service-dedicated 

slice, and 𝐼, which is the loss of multiplexing gain. Next, SAM model calculates 𝑑𝑐𝑡𝑒𝑐ℎ   

, which is the difference between cost of expanding a slice and the cost of creating a 

slice. 

 

           𝑑𝑐𝑡𝑒𝑐ℎ (𝑛)= 𝐶𝑒𝑛+  𝐶𝑜𝑒𝑛− (𝐶𝐶+   𝐶𝑜 )+I)                                (4)        

 

     

If some 𝑑𝑐𝑡𝑒𝑐ℎ  (𝑛) is negative, SAM model decides that the expansion cost is lower 

than the slice creation cost and expands the slice with the lowest 𝑑𝑐𝑡𝑒𝑐ℎ  (𝑛). The 

service example, in this case, would fall within non-emergency communication such 

as smartphones as shown in Table 6.1. It could be high-resolution RTP streaming, 
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which is feasible only if some priority parameters are expanded. Compared to a 

physical architecture, the proposed architecture expands virtually, so it is easier and 

more cost-effective to scale-up or scale-down. 

If all 𝑑𝑐𝑡𝑒𝑐ℎ  (𝑛) is positive, SAM model decides that the lowest slice expansion cost 

is higher than the slice creation cost and creates a new slice of the service. The service 

example, in this case, would fall within emergency communication systems such as 

SHS and VCS as shown in Table 6.1. It could be remote surgery service, which has 

service requirements (e.g., throughput, latency, and topology) that are very stringent. 

With the proposed architecture, the network provisioning cost for a service with a 

small number of users and tough requirements would be reduced greatly because of 

the reduced hardware cost and higher multiplexing gain. 

If 𝑑𝑡 (𝑛) and 𝑑𝑞 (𝑛) are both positive, SAM model decides that there is no technical 

problem with accommodating the service in a current slice. However, for a service that 

uses much more than enough node functions such as priority management at the slice, 

creating a slice with minimum functionality would reduce operation cost. Therefore, 

SAM model decides whether to create a slice from the commercial phase. It calculates 

the cost of operating the service 𝐶𝑛   for each slice with positive  𝑑𝑡 (𝑛)  and 𝑑𝑞 (𝑛). 

Then, it calculates 𝑑𝐶𝑐𝑜𝑚𝑚 (𝑛), which is the difference between the slice expansion 

cost and the slice creation cost. 

 

 

      𝑑𝐶𝑐𝑜𝑚𝑚 (𝑛)= 𝐶𝑛 - (𝐶𝑐  +𝐶𝑜 + 𝐼 )                                          (5)      

 

 

 If 𝑑𝐶𝑐𝑜𝑚𝑚 (𝑛),  is negative, SAM model decides to accommodate the service by using 

an existing slice. If some slices have a negative 𝑑𝐶𝑐𝑜𝑚𝑚 (𝑛), SAM model 

accommodates the service in the slice with the lowest 𝑑𝐶𝑐𝑜𝑚𝑚 (𝑛). The service 

example, in this case, would fall within middle emergency communication systems 

such as VCS as shown in Table 6.1. It could be voice communication or browsing with 

requirements that fit within the current slice’s capacity. If 𝑑𝐶𝑐𝑜𝑚𝑚 (𝑛)  is positive, the 
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cost of operating the current slice’s excessive node functions is higher than the slice 

creation cost. SAM model thus creates a service dedicated slice for the service. The 

service example, in this case, would fall within non-emergency communication such 

as smartphones. It could be a smartphones service, which has a massive number of 

devices and low functional requirements 

Figure 6. 4 : SAM Model 

6.3. SAM Edge Cloud Model    

In this section, I have presented novel Models in which can place Mobile Edge 

Computing (MEC) direct the IoT devices data traffic as the nearest edge cloud with 

assigned priorities that should reduce bandwidth consumption by placing caches at the 
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edge of targeted IoT nodes in the smart systems.  Edge or fog cloud facilities will also 

participate in the management of network latency, routing, and load balancing, 

becoming the ingress points for the data coming from multiple heterogeneous sources 

and deciding if it must be analyzed locally or conveyed through a specific path to the 

cloud for further processing. Such a complex ecosystem is referred to as edge-fog 

cloud computing. Its scalability, flexibility, and performance characteristics represent 

a driving force for a new type of applications that involve effective and efficient data 

management and analytics, such as VCS or SHS applications needing reliable low 

latency and data traffic management connected  [117] as illustrated in Figure. 6.5.  

Figure 6. 5: SAM Edge Cloud Model 

 MEC Placement  

Several applications and systems, such as VCS, SHS, RTP streaming, and machine 

control can benefit from placing MECs close to the user. MECs’ running application 

layer services such as control processes, data pre-processing, and caching may create 

significant performance improvements when being run at the network edge. The 

benefits of edge processing include low latency, caching at the edge, and reduction of 

data transfer to the core and local significance of data (including device-to-device 

communication).  



 

 

104 

 

With the term edge node, I mainly refer to RNs/DeNB cells, but the network may 

contain several hierarchical levels of edge nodes between the cells and the central data 

centre, such as regional nodes. The goal of the edge processing is to select those MECs 

that most benefit from being close to the IoT device and, based on their priority, place 

them on the available nodes. In the case of all the capacity of the edge nodes being 

already allocated, the MECs with the lowest need for being at the edge should be 

moved farther away from the edge. MECs implementing common functions, i.e. 

functions applicable to most of the users in the slice, should be placed on every edge 

node that is part of a slice. Thus, when the slice is created, MECs are created at all 

identified edge nodes. When a new edge node becomes part of a slice, an IoT device 

belonging to the slice is joining, the MECs are installed on the node.   

Each MEC is assigned a priority for being located at the edge. The priority is increased 

by factors such as the need to minimize the latency or reduce bandwidth consumption 

by placing caches at the edge. On the other hand, each MEC has a cost in terms of the 

consumed resources. If MECs are placed at the edge, they have to be replicated to 

more nodes than in the centralized case. Although the needed capacity of the MEC is 

lower in the edge case, there is still overhead associated with each new MEC. 

Therefore, the priority also needs to consider the cost. Thus, if the cost is high in 

comparison to the benefits offered by placing at the edge, the priority should be low, 

as I have specified each slice with different priorities.  

Besides, in terms of placing IoT devices closed to MEC a configuration is required. 

The network must be configured to assign the IoT devices to use the appropriate 

(closest) MECs. The choice of MEC software to install also depends on the location 

within the network. A MEC at the edge typically does not need to handle the same 

amount of traffic as the corresponding MEC more centrally located. Therefore, the 

MEC size, the image to be deployed or the scaling must be considered. This also affects 

the placement algorithm in that the capacity required by the MEC is a function of the 

location or the number of users served by the MEC. An MEC flow chart for this MEC 

service is provided in Figure 6.6. Precisely, radio conditions are monitored through a 

Radio Network Information Service (RNIS) specified per user (or per network slice). 

Different actions might be activated: the MEC controller may directly adjust network 
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resources allocated to different network slices to efficiently   handle slice SLA 

violations.  

Figure 6. 6: SAM Flow chart placement close to the edge 

 MEC Placement algorithms   

In the placement MECs algorithm, I start from the cells and users traverse the network 

toward the core data centre while looking for an available location for the edge MECs. 

I place the MEC near to the first cell with enough capacity for the user or IoT device. 

If they encounter the IoT device or user with the same MEC already installed, I stop. 

This may happen at the edge of the cell already if there is another user part of the slice. 

Along the path, I may need to move any of the existing MECs having a lower priority 

far away from the edge placement. These are moved toward the core using the same 

algorithm. Thus, when I encounter a MEC with a lower preference of the priority user 

for being at the edge, I remove the lower preference user and place the higher 

preference on the current MEC, and finally continue the algorithm for placing the 

lower priority user or IoT device. The algorithm is presented in Table 6.2. 
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Table 6. 2: Model for Placing MECs at Edge 

 

In this algorithm, I denote 𝐶𝑛  as the available capacity of node (users) 𝑛 and 𝐶𝑚  as 

the capacity required by MEC 𝑚. In practical applications, 𝐶𝑛   and 𝐶𝑚  are vectors 

consisting of multiple properties such as CPU power, memory, disk space, etc. each 

represented as an element. To consider the dependency of the location (e.g. the number 

of users served) 𝐶𝑚 can be replaced by a function 𝐶𝑚 (d, u), where d denotes the 

distance from the edge and u denotes the estimated number of users (or bandwidth) 

served. I further denote  𝑴𝒏 as the set of MECs currently allocated to node n, 𝑻𝒎 as 

the type or class of the MEC m, 𝑷𝒏as the parent node of node n in the hierarchical 

network topology, and 𝑷𝒎 as the edge priority of MEC m. The edge priority indicates 

how important it is for the MEC to run at the edge.  

I run the algorithm once per cell included in the slice. Thus, when the algorithm starts, 

n is the cell to which the user is connected. If later a new cell is added to the slice, the 

algorithm is run again.  The above algorithm, in its simplicity, can only replace a single 

existing MEC with a lower priority MEC. The algorithm can be extended into a version 

that moves several of the existing MECs as needed, shown in Table 6.3. 

 

 

 

 

Model 1: aim, Steps 

Aim: Placing MECs at Edge 

Steps: 

1.  𝒏 ∶= 𝐬𝐭𝐚𝐫𝐭𝐢𝐧𝐠 𝐧𝐨𝐝𝐞 

2. 𝒎 ∶= 𝐌𝐄𝐂 𝐢𝐧𝐬𝐭𝐚𝐧𝐜𝐞 𝐭𝐨 𝐩𝐥𝐚𝐜𝐞  

3. if  𝑻𝒎 ∈  {𝑻𝝎 |∀𝝎 ∈  𝒎𝒏 } 𝐭𝐡𝐞𝐧 𝐬𝐭𝐨𝐩  

4. if  𝑪𝒏  ≥  𝑪𝒎 𝐭𝐡𝐞𝐧 𝑴𝒏 ∶= 𝑴𝒏  ∪ {𝒎}; 𝐬𝐭𝐨𝐩  

5. 𝝎 ∶= 𝒂𝒓𝒈𝝎 𝒎𝒊𝒏 {𝑷𝝎 |∀𝝎 ∈  𝑴𝒏 }  

6. if  𝑷𝝎 < 𝑷𝒎 𝒂𝒏𝒅 𝑪𝒏 + 𝑪𝝎 −  𝑪𝒎  > 𝟎 𝐭𝐡𝐞𝐧 𝑴𝒏  ≔ 𝑴𝒏 \{𝝎} ∪ {𝒎};   𝑴 = 𝝎  

7. if 𝑷𝒏 = ∅ 𝐭𝐡𝐞𝐧 𝐬𝐭𝐨𝐩 𝐰𝐢𝐭𝐡 𝐟𝐚𝐢𝐥𝐮𝐫𝐞  

8. 𝒏 ∶= 𝑷𝒏 

9. Go to 3 
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Table 6. 3 : Model for Moving Lower Priority 

 

Depending on the policy, moving MECs can consider priorities across network slices. 

Thus, a higher priority MEC in one slice might cause a lower priority MEC in another 

slice to be relocated. This requires that priorities are specified in a uniform way. Using 

such a policy may improve the use of processing resources and the overall QoE across 

slices, but on the other hand, causes undesired dependency between slices where the 

slice performance may be impacted by events in other slices. Mobility also affects 

deciding which MECs are located at the edge. MECs that are affected negatively by 

mobility need to be farther away from the edge. These are the MECs that are specific 

to a given user or groups of users. To consider for these cases, a lower priority 

(possibly even negative) can be assigned to these MECs. In a multi-level hierarchical 

network, an alternative approach would be to start the algorithm from a higher layer 

starting node, e.g. 𝑷(𝒏), for these MECs. For removed MECs or the case of the last 

user of a slice leaving the cell, a similar process is started in reverse. The aim is to 

optimize the use of edge nodes in this new situation. 

 

 

 

 

 

 

 

 

Model 2: Aim, Steps 

Aim: Moving Several Lower Priority MECs at Edge 

Steps: 

 

1. 𝒏 ∶= 𝐬𝐭𝐚𝐫𝐭𝐢𝐧𝐠 𝐧𝐨𝐝𝐞 

2. 𝒎 ∶= 𝐌𝐄𝐂 𝐢𝐧𝐬𝐭𝐚𝐧𝐜𝐞 𝐭𝐨 𝐩𝐥𝐚𝐜𝐞  

3. if 𝑻𝒎 ∈  {𝑻𝝎 |∀𝝎 ∈ 𝑴𝒏  } 𝐭𝐡𝐞𝐧 𝐬𝐭𝐨𝐩 

4. 𝑴𝒍𝒐𝒘 ∶= {𝝎 |∀𝝎 ∈  𝑽𝒏 , 𝑷𝝎 <  𝑷𝒎 } 

5. 𝑪𝒍𝒐𝒘  := ∑𝝎 ∈ 𝑴𝒍𝒐𝒘  𝑪𝝎 

6. if 𝑪𝒏 +𝑪𝒍𝒐𝒘 −𝑪𝒎 < 𝟎 𝐭𝐡𝐞𝐧 𝒏 ∶=  𝑷𝒏  ; go to 3 

7. 𝑴𝒏  ≔ 𝑴𝒏  \  𝑴𝒍𝒐𝒘  ∪ {𝒎} 

8. For each 𝒎 ∈ 𝑴𝒍𝒐𝒘  𝐫𝐮𝐧 𝐭𝐡𝐢𝐬 𝐚𝐥𝐠𝐨𝐫𝐭𝐡𝐞𝐦 𝐰𝐢𝐭𝐡 𝒏 ≔  𝑷𝒏   
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Table 6. 4: Major Symbols Use 

 

6.4. Simulation Approach   

In this section, I proposed the simulation tool was OPNET version 18.5, I have 

considered the LTE-A nodes with LTE-A protocols I have modified to be suitable 

along with 5G features. The remote server includes SMTP, FTP, VoIP and RTP 

applications among all smart systems. The remote server and the aGW are connected 

with an Ethernet link with an average delay of 20 ms. the aGW node protocols contain 

Internet Protocol (IP) and Ethernet. The aGW and Enb nodes (DeNB1, and RNs1, 2, 

3 cells) connect over IP edge cloud (1, 2, 3 and 4). QoS Parameters at the Transport 

Network (TN) guarantees QoS parameterization and traffic difference as seen in 

Figure 6.7 and Table 6.5. The user mobility in a cell is coordinated by the mobility 

model by updating the location of the users at every single interval. The user's mobility 

data is saved on the Global Server (Global-UE-Server). The channel framework 

parameters for the air interface cover slow fading, fast fading models, and path loss. 

The simulation emphasises on the user plane to execute E2E performance assessments 

[90]. The several traffic QoS have been established with the 3GPP standardization.  

Slice Allocation Models Symbols 

Symb. Meaning Symb. Meaning 

𝒏 Each Slice Coen The cost of operating the current slice 

after expansion 

𝒕 Technical requirements Cc cost of creating a service-dedicated slice 

𝒒 QoS criteria Co The cost of operating a newly created 

service-dedicated slice. 

𝑺 Service operator dctech The difference between cost of expanding 

a slice and the cost of creating a slice 

𝒅 Difference between the required 

and current slice’s 
l The loss of multiplexing gain 

Edge Cloud Allocation Models Symbols 

n Node (user) d Distance from the edge 

m MEC (edge cloud) u Estimated number of users (or bandwidth) 

served 

𝑪𝒏   Capacity of node   𝑻𝒎 The type or class of the MEC 

𝑪𝒎 Capacity required by MEC 𝑷𝒏 The parent node of node 

𝑴𝒏 The set of MECs currently 

allocated to node 
𝑷𝒎 The edge priority of MEC 

Cen The cost of expanding the 

current slice 
dCcomm The difference between the slice 

expansion cost and the slice creation cost 
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 Simulation Setup  

   OPNET is a simulation used to assess the performance of the proposed model. 

Several scenarios are simulated to evaluate the impact of smart devices data traffic on 

regular 4G and 5G mobile networks data traffic. The simulated 4G and 5G data traffic 

applications include FTP, VoIP SMTP and RTP. The scenarios are categorized into 

four scenarios, the first one was designed for 4G mobile networks without density 

connection of devices and the other three were designed for supporting 5G mobile 

networks the first two 5G mobile networks in density connection of IoT devices 

without small cells and edge clouds, the last one 5G mobile networks with density 

connection of IoT devices in the form of slicing based on My smart systems use case 

requirement and it was supporting of RN cells and edge clouds. The results show the 

significant impact of IoT devices data traffic on high priority data traffic. The E2E 

network performance has been improved by allocating data of several IoT devices, 

which is determined by simulating several scenarios. Considerable performance 

improvement is achieved in terms of average IoT device and cell throughput, average 

upload response time, average packet E2E delay and radio resource utilization in the 

SMTP, VoIP, FTP and RTP applications. [29].   
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Table 6. 5 :  Simulation parameters

Parameters                                        Setting 

Simulation length  2000 sec 

Cell layout  1 Enb 

eNB coverage radius  350 m 

Min. Enb-UEs 35 m 

Max. terminal power  23 dBm 

5G Parameters 
5G cell 8*8 antennas  

Cloud  4 Edge clouds with difference latencies and support different priorities. 

Capability  Enabled  

RN Parameters 
PRBs are allocated to 

Cells   

RN 1 = 50 PRBs, RN 2= 25 PRBs, RN3 = 15 PRBs and DeNB 50 PRBs to 

evaluate PRB utilization.  

Type of RN  Fixed  

RN 1  Supported by 6 antennas, 10 MHz TDD 

RN 2 Supported by 3 antennas, 5 MHz TDD 

RN 3 Supported by 1 antenna, 3 MHz TDD 

TBS capacity  1608 bits against MCS 16 and PRBs 5. Available service rate TBS-overhead 

(bits/TTI), 1608 (TBS)-352(overhead) =1256 bits/TTI. 

Simulated scenarios  4G Mobile Broadband No Density, 5G Density No Edge Clouds, 5G Density 

No Small Cells and SAM Density with Small Cells Edge Clouds 

General Parameters 
Terminal speed  120 km/h 

Mobility model  Random Way Point (RWP) 

Frequency reuse factor 1 

System Bandwidth  25 MHz 

Path loss 128.1+37.6 log 10 (R). R in km 

Slow Fading  Log-normal shadowing, correlation 1, deviation 8 Db 

Fast Fading  Jakes-like method  

UE buffer size  ∞ 

RN PDCP buffer size ∞ 

Power control  Fractional PC, α= 0.6, Po= -58 dBm 

Applications  SMTP, VoIP, RTP and FTP. 
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 Figure 6. 7 : OPNET 5G Project 

 Simulation Scenarios 

In this section, I compare the performance of My proposed SAM model, it will be 

evaluated by four scenarios relying on RNs and DeNB cells to assess the three slices 

of smart systems based on throughput, load and latency requirements within density 

environment of IoT devices. In the first scenario is  4G mobile networks with 

traditional 4G Smartphone without density environment of IoT devices connection, 

the second  scenario is 5G mobile networks density environment of IoT devices 

connection without edge clouds, the third scenario is 5G mobile networks density 

environment of IoT devices connection without supporting by small cells and the 

fourth scenario is  My SAM model in 5G mobile networks density environment of IoT 

devices connection with edge clouds and small cells as shown Table 6.6. The data 

packets from all the active smart devices, which are positioned in the nearness of the 

RNs and DeNB cells, are allocated slice services at the RN cell before being sent to 

the DeNB[118].  
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 However, only the periodic per-hop control model is used in which the large allocation 

data packets are served to guarantee full utilization of RAN. The expiry timer is 

presented in order to limit the multiplexing delay particularly in the low loaded 

scenarios between RN and DeNB cells. In this situation, the allocated packet is served 

after Tmax at the latest. All the overhead stated scenarios are further sub-categorized 

into three sub-scenarios. In the first sub-scenario VCS the IoT devices are placed near 

to RN1 cell, which is supported by 6 antennas and 10 MHz TDD with a low level of 

priority 1 ms in both the small cell and edge cloud. In the second sub-scenario SHS 

the IoT devices are placed near to RN2 cell, which is supported by 3 antennas and 5 

MHz TDD with a medium level of priority 5 ms in both the small cell and edge cloud. 

In the third sub-scenario Smartphone devices are placed near to RN3 cell, which is 

supported by 1 antenna and 3 MHz TDD with a medium level of priority 10 ms in both 

the small cell and edge cloud. 

 

Table 6. 6 : Simulation Scenarios 

Scenarios DeNB Cell Small 

Cells 

(MEC) SDN 

(Slicer) 

Smart 

Systems 

Application 

Types 

(1) 4G Mobile 

Broadband No 

Density 

4G Yes No No Mobile 

Broadba

nd 

SMTP, 

VoIP,FTP & 

RTP 

(2) 5G Density No 

Edge Clouds 

5G + 

MIMO 

Yes No Yes All SMTP, 

VoIP,FTP & 

RTP 

(3) 5G Density No 

Small Cells 

5G + 

MIMO 

No Yes Yes All SMTP, 

VoIP,FTP & 

RTP 

(4) SAM Density 

with Small Cells 

Edge Clouds 

5G + 

MIMO 

Yes Yes Yes All SMTP, 

VoIP,FTP & 

RTP 
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6.5. Simulation Results and Analysis 

 IoT Nodes E2E delay  

In this subsection, I have compared between the four scenarios and the three sub-

scenarios as mentioned above: the simulation results showed the average air interface 

packet E2E delay for FTP and SMTP nodes are shown in Figures 6.8 and 6.9. The 

results display that the FTP and SMTP nodes have the diverse E2E delay variation in 

all four scenarios even when allocated together with GBR bearers. The cause is the 

proportional varieties distinguishing of priorities, which is characterized by SAM 

Model in “scenario2, 3 and 4”.  Meanwhile, the VoIP bearer has a relatively low level 

of packets E2E delay in the “scenario 4” compared to “scenario1, 2, and 3”.  As a result 

of the support by SAM and MEC placing Models within the small cells and edge 

clouds with RAN allocation in the shape of slicing, it tends to get higher priority 

feature and will permanently be scheduled first. Then, the average packets E2E delay 

of VoIP and RTP node are shown in Figures 6.10 and 6.11. It can be seen that “scenario 

4" has somewhat better packets E2E delay compared to “scenario1, 2 and 3". However, 

I can see an example "scenario1", in RTP node has better performance compared to 

"scenario 2, and 3", as a result of there being no density of IoT devices connection that 

causes a low level of packets overload and cognition, also, the "scenario 4” is a result 

of SAM and MEC placing Models allocating RAN to VoIP and RTP node bearers in 

Figure 6. 8 : FTP Node E2E Delay  
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the RN1 to customize the slice 2 to support SHS with a higher MAC QoS class for 

VoIP SMTP IoT devices in this sub-scenario.  

 

 

 

Figure 6. 9 : SMTP Node E2E Delay  

Figure 6. 10: VoIP Node Delay  
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 IoT Nodes Loading  

The performance packet load of the VoIP node in "scenario 1 and 4" is shown in Figure 

6.12. The VoIP node has a significantly higher ratio of loading performance compared 

to "scenario 2, and 3" as a result "scenario1” has no density and massive connectivity 

of IoT devices and "scenario 4" has customising slice by SAM and MEC placing 

Models. On the other hand, the SMTP node in Figure.6.13, in "scenario 4” has best 

loading compared with the other scenarios, where the SMTP node has served with 

specific priority requirement in "scenario 4” in the form of slicing based on SAM and 

MEC placing Models with existing small cells and edge clouds or without, mostly 

when it is not mixed with the FTP and RTP nodes and is allocated to a lower MAC 

QoS class than FTP. This is since the QoS is customized in form slices the same as in 

"scenario 4" and not customized in the "scenario1". 

 

 

 

Figure 6. 11 : RTP Node Packets Delay  
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Figure 6. 12: VoIP Node Load per Packets  

Figure 6. 13: SMTP Node Load per Packets 
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In addition, as I have considered the priority in a different level based on applications 

and smart systems need in the RNs, DeNB cells and edge clouds in “scenario2, 3, and 

4” based on SAM and MEC placing Models. As I can see in FTP and RTP nodes 

packets loading as shown the results in Figures 6.14 and 6.15 as already predictable, 

the RTP node performance is decreased when going from fully mixed scenario to fully 

separate one. Where the FTP node packets’ loading time becomes improved in the 

“scenario 4”. This is due to the FTP node being allocated to the lower level of MAC 

QoS class and is supported with low priority in the RNs, DeNB cells and edge clouds 

as compared to the other applications. However, offering the FTP node lower priority 

is realistic since FTP is not the real-time application and in real life, it is acceptable for 

the FTP IoT devices to wait a couple more seconds for their files to be sent, while the 

same cannot be accepted when it comes to real-time applications such as RTP or VoIP. 

  

 

Figure 6. 12 : RTP Node Load per Packets 
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 IoT Nodes Throughput 

Moreover, in the case of throughput FTP and VoIP nodes as shown in Figures 6.16 

and 6.17 the throughput for the FTP and VoIP IoT devices, the result describes that 

the FTP and VoIP IoT devices have worse performance in the “scenario1” compared 

to “scenario2,3 or 4” where the FTP nodes are allocated into the GBR MAC classes. 

In the “scenario 4”, the FTP and VoIP nodes do not share the same non-GBR MAC 

QoS class with SMTP, RTP nodes in the same slice, which has different priority in the 

RNs, DeNB cells and edge clouds, since I customize the slices and IoT device such as 

the data rate of the FTP node. Besides, I have observed in all nodes downlink and 

uplink throughput has a significantly higher ratio in the “scenario 4” compared to 

“scenario1, 2 or 3” as results seen in Figures 6.18 and 6.19 demonstrate. This is due to 

the SAM and MEC placing Models allocating the packets to the different levels of 

MAC QoS class and being supported with low priority in the RNs, DeNB cells and 

edge clouds. 

 

Figure 6. 13 : FTP Node Load per Packets 
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Figure 6. 14 : FTP Node Throughput  

Figure 6. 15 : VoIP Node Throughput 
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Figure 6. 16 : All Nodes Uplink Throughput 

Figure 6. 17 :  All Nodes Downlink Throughput 
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 RNs and DeNB cells Performance  

Finally, the RNs and DeNB cells load, delay and throughput are shown in Figures 6.20, 

6.21, and 6.22. It can be seen that overall load, delay and throughput of cells are 

evaluated in just one scenario, which is “scenario 4” (SAM Density with Small Cells 

and Edge Clouds), where the IoT devices are connected directly to DeNB while some 

other IoT devices placed close to cell edge communicate with DeNB through the RNs, 

therefore, this part is focused on the individual cell to evaluate the overall performance 

and assess the SAM Model slicing process, when the single IoT devices are 

communicating individually via RNs or DeNB cells with the core networks. SAM 

Model has a positive impact on the network by freeing the network resources, which 

ultimately increases the DeNB cell load, throughput and improving the networks E2E 

packets delay. The overall DeNB cell load and throughput are lower levels compare 

with small cells as a result of enhancing slicing of the smart systems and separating 

the load and throughput among RN1, RN2 and RN3 cells with the result that, for 

example, the load and throughput in the RN1 has a significantly higher performance 

for VCS compare with RN2 SHS and RN3 (Smartphone).  

Therefore, in the density environment of IoT devices in which I have considered both 

the VCS and SHS devices in the RN1 and RN2 cells, along with normal Smartphone 

users in RN3 cell, the performance evaluation showed there are RAN allocated in each 

slice based on smart systems QoS requirements, the single IoT devices are 

communicating individually via RNs or DeNB cells with the core networks. Moreover, 

the performance evaluation showed there are RAN allocated in each slice based on 

smart systems QoS requirements, the cells have different levels of E2E delay based on 

the slices close to RNs cells, the RN1 has lower level of E2E delay can offer to the IoT 

devices closed to this cell such as VCS, compared with the RN3 has the high level of 

E2E delay can serve the IoT devices closed to this cell such as Smartphone. 
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Figure 6. 19: Cell Load per Packets 

Figure 6. 18: Cells E2E Delay 
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6.6. Rational Discussion of the Simulations 

In this chapter, I have proposed SAM and MEC models, I have allocated unique slices 

for each smart system application such as VCS, SHS, and smartphone in the 5G mobile 

networks, based on the technical and QoS requirements. It uses well-recognized and 

promising network slicing technology, enabling cost-effective service deployment and 

an effective operational model.SAM and MEC models were working in the density 

environment of IoT devices in which I have considered both the VCS and SHS devices 

in the RN1 and RN2 cells, along with normal Smartphone users in RN3 cell, the 

performance evaluation showed there are RAN allocated in each slice based on smart 

systems QoS requirements, the single IoT devices are communicating individually via 

RNs or DeNB cells with the core networks. Moreover, the performance evaluation 

showed there are RAN allocated in each slice based on smart systems QoS 

requirements, the cells have different levels of E2E delay based on the slices close to 

RNs cells, the RN1 has lower level of E2E delay can offer to the IoT devices closed to 

this cell such as VCS, compared with the RN3 has the high level of E2E delay can 

serve the IoT devices closed to this cell such as Smartphone. 

Figure 6. 20 : Cells Throughput  
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 I have reduced the loss of multiplexing gain that occurs with conventional slicing, 

which leads to resource wastage. My proposed models use dynamic slice-based 

separation, inter-slice resource optimization, and service multiplexing in a single 

network. This chapter provides flexibility for all proven network operation techniques 

while enabling IoT heterogeneous service requirements effectively including overall 

technical and QoS requirements. These models enable the realization of customizing 

the dedicated slice method to solve the issue of high densification and heterogeneity 

of wireless networks in 5G mobile network and demand for high speed such as VCS 

including the low latency, low loading, high throughput, and massive scalability.  
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CHAPTER 7: CONCLUSION AND FUTURE WORK  

7.1. CONCLUSION  

The main findings of this thesis were, firstly, I have developed the SAM and MEC 

models were working in the density environment of IoT devices in which I have 

considered both the VCS and SHS devices in the RN1 and RN2 cells, along with 

normal Smartphone users in RN3 cell, the performance evaluation showed there are 

RAN allocated in each slice based on smart systems QoS requirements, the single IoT 

devices are communicating individually via RNs or DeNB cells with the core 

networks. Moreover, the performance evaluation showed there are RAN allocated in 

each slice based on smart systems QoS requirements, the cells have different levels of 

E2E delay based on the slices close to RNs cells, the RN1 has lower level of E2E delay 

can offer to the IoT devices closed to this cell such as VCS, compared with the RN3 

has the high level of E2E delay can serve the IoT devices closed to this cell such as 

Smartphone.  

Secondly, I have applied and assessed the FIFO, PQ, and WFQ models over the RNs 

and DeNB cells of OPNET simulation, I found PQ model as the appropriate scheduling 

mechanism in the case of supporting various priorities queuing for data traffic, which 

demand a lower level of latency and throughput such as vehicular communication 

system. Also, the simulation has shown the FIFO and WFQ models have improved the 

packet loading particularly in the heavy data traffic such as smart healthcare system. 

Thirdly, I have developed the DTA model is fixed RNs cell for uplink in 5G mobile 

networks. It improves the radio resource utilization for smart systems over 5G mobile 

networks. It offers a maximum multiplexing gain in the PDCP layer for data packets 

from several IoT devices along with considering diverse priorities to solve packets 

E2E delay. Also, in this chapter, I have presented a novel RSA scheme for radio 

resource allocation in the 5G mobile networks with network slicing. This scheme is a 

heuristic-based prioritized resource allocation among IoT devices in terms of the 

scheduling mechanism in the MAC layer of RNs and DeNB cells, which takes into 

consideration both the inter-and the intra-slice priority and executes the resource 

allocation accordingly in order to meet the QoS requirements dictated by the service 

slice. 
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The focus of this thesis was on providing three relevant solutions in the context of the 

RAN, considering the challenges that arise by the massive data traffic of 

heterogeneous types of IoT services in the density area, this part of the mobile network 

architecture compared to the core. While each of the individual solutions focused on 

addressing different problems, the resulting systems are highly complementary and 

contribute in the bigger picture of creating a next generation RAN that is flexible and 

adaptable to a wide range of use cases. Big attention was given to creating realizable 

system designs, something that is evident both from the concrete prototype 

implementations that complement them and from the extensive evaluation results that 

indicate the feasibility and performance of the proposed models and approaches. The 

high-level conclusions for each of these solutions are presented in the following 

subsections. 

 

The contribution of this thesis attempted to address the problem of bringing 

virtualization and slicing capabilities to the RAN in a way that ensures the efficiency 

in the allocation of the PRBs and the fully functional and performance isolation of the 

co-existing slices. Towards this direction, the customized RAN slicing system was 

proposed, which enables the dynamic virtualization of RNs and DeNB cells and the 

flexible customization of slices to meet their respective service needs. Customized is 

based on a packet aggregation and allocation components that is the key enabler of the 

RAN virtualization. Among others, the aggregation builds on a set of abstractions that 

are specifically introduced for ensuring the isolated distribution of the PRBs to slices. 

It also allocates data traffic by controlling and extending the priorities of critical smart 

systems such as VCS and SHS to allow the introduction of multiple virtual control 

planes, each corresponding to a different slice. To complement the basic design of 

customized RAN slicing, an additional extension was also considered to provide the 

needs of 5G slicing service providers. The evaluation results and the case studies that 

were performed using a concrete prototype implementation revealed both the 

feasibility of the proposed approach and the benefits that it can bring compared to the 

state-of-the-art. 

 

These thesis approaches are assessed over the OPNET simulator to measure the 

performance of the SAM and DTA models along with an assessment of the packet 

scheduling mechanism. The simulation considers IoT devices in several smart systems 
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such as VCS, SHS and smartphones also, diverse protocols contain SMTP, FTP, VoIP 

and RTP. Simulation results displayed an important upgrading in IoT nodes packets 

transmission through RNs and DeNB cells, in My SAM model scenario comparing 

with other scenarios with or without density area. The model has enhanced such as 

E2E delay in FTP node by reaching 1ms, loading in VoIP node by 80% and throughput 

of all nodes in the uplink side of networks by 66%. 

In addition, the results showed significant impact of IoT data traffic with several 

priority, networks E2E performance is improved by aggregating data traffic of several 

IoT devices with DTA model, which is determined by simulating several scenarios, 

considerable performance improvement is achieved in terms of average cell 

throughput, upload response time, packet E2E delay and radio resource utilization. 

Finally, the result found the PQ packet scheduling mechanism as the appropriate 

scheduling mechanism in case of supporting several priorities queuing for data traffic. 

I have improved the uplink network infrastructure of the 5G heterogeneous network 

by applying RNs as small cells and MEC as Edge cloud. These improvements can be 

useful for 5G network slicing operators and tenants in utilizing the appropriate slices 

in both QoS and technical support.  

In summary, the novel contributions presented in this thesis are outlined below: 

 A comprehensive state-of-the-art in three main topics are covered:  

 Data traffic aggregation models 

 Slices resource management models  

 Packet scheduling mechanisms 

 Developed Data Traffic Aggregation (DTA) model is relying on aggregating 

packet data.  

 Investigation and comparison among packet scheduling mechanisms.  

 Designed and investigated a Slice Allocation Management (SAM) model based 

on critical services. 

 Assess and investigate the above contribution works by using OPNET 

Simulation: 

 Design and simulate data traffic of IoT heterogeneous services in RNs and 

DeNB cells.  
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 Limitations and Future work  

This section summarizes the limitations and future work opportunities concerning the 

contributions made in this thesis: 

Security concerns – the security issue that needs to be further considered is related to 

the security concerns raised by the Virtual File System (VSF) updating Model. 

Depending on the environment in which RAN slicing operates, the VSF updating 

mechanism could be potentially exploited in cases when the development and 

deployment of third-party applications are allowed. Developing a sandbox 

environment with controlled permissions for the execution of the VSFs is a very 

important topic for further research [119]. 

 

Scale and scope – Improving the scalability of RAN slicing for wide-area settings by 

introducing another layer of control and broadening its scope to go beyond the control 

and management of the PRBs in the 5G mobile network RAN by considering other 

domains like the core network and multi-RAT settings would provide a more holistic 

SDN solution for future mobile networks [120]. 

 

Slicing the UE – The current design of the SAM model of UEs to slices with the 

additional capability of supporting Over The Top (OTT) services over the extensions 

considered. However, in some use cases, multi-slice abilities might still be required, 

like for example allowing an IoT device to be connected to two different slices at the 

same time for work and personal use correspondingly [121]. Perhaps the most 

important challenge when trying to present such multi-slice abilities is associated with 

the need to provide guarantees regarding the conflict-free operation of slices. For 

instance, dealing with mobility and power management in such settings is not 

straightforward, as the roles and the responsibilities of the different slices are not clear. 

Presenting an approach to resolve such conflicts and regulate the operation of multi-

slice environments is an interesting topic for future research [121]. 

 

Multi-RAT settings – The focus of SAM model was in allowing multi-tenancy in 

indoor RNs and DeNB cells environment with shared PRBs. The practicality of the 

network could be further enhanced by also considering unlicensed PRBs in the context 

of both 3GPP-based on RATs such as LTE-U and Multifibre, but also technologies 
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such as WiFi, as this could significantly enlarge the capacity of the network[111][122]. 

However, the opportunistic nature of the spectrum presents extra limitations in terms 

of its allocation to the tenants, since its availability can change at an even higher time 

separately compared to the scenario of the shared spectrum such as every few ms. 

Investigating the applicability of the proposed dynamic pricing mechanism in such 

cases and classifying ways to improve its performance is another interesting topic for 

future work [111][122]. 
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