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ABSTRACT 

The aim of this research is to develop a fault tolerant control (FTC) and fault diagnosis (FD) 

methodology for nonlinear dynamic systems. This method is applied to the pitch system of a variable 

speed wind turbine system to verify the effectiveness of this method. The research is divided into 

three parts. 

The first part proposes a robust fault detection approach using an unknown input observer method. 

This developed observer is sensitive to actuator faults in the benchmark model while it is robust to 

the system disturbance. A benchmark model consisting of a pitch system, a drive train, generator 

and converter and the state space model is proposed.  

The second part proposes the use of neural network (NN) estimator to detect sensor faults in a wind 

turbine system. An independent radial basis function neural network (RBFNN) is developed for 

online diagnosis of the sensor faults. The RBF is trained using sample data during a fault free 

operating condition. The benchmark model of the wind turbine system proposed in the first part with 

three sensor faults simulated is developed on Simulink. This research will use two techniques to 

employ the RBF. One of the RBF will be used to model the wind turbine and generate residuals 

while the second RBF is developed as a classifier to isolate faults from the generated residuals.   

In the final part the reliability of the wind turbine system is guaranteed by designing a variable speed 

wind turbine pitch angle control which can tolerate and detect faults. The pitch angle system consists 

of hydraulic pump, hydraulic and pitch gear system. The fault diagnosed here is the shaft rotary 

friction change which is caused by the break of shift or pitch gear set. The proposed fault tolerant 

control (FTC) method uses a disturbance observer to diagnose the fault. The FTC is implemented 

using the combination of a neural network (NN) estimator and a full order terminal sliding mode 

control. The post fault states can drive to the sliding surface and converge in finite time. The control 

law is derived using a Lyapunov stability method to ensure we guarantee stability for post-fault. 

Matlab and Simulink are used to simulate the electrohydraulic servo pitch system with the faults 

simulated. A third order nonlinear state space is derived, and physical parameters applied in the 

simulation. The simulation results are presented to validate the effectiveness of the proposed 

method. 
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CHAPTER 1 

Introduction 

1.1 Background of thesis 
 

Recently, wind energy has attracted more attention from energy suppliers around the world; 

this is due to increased government investments and promotion of going green. These have led to 

the demand for wind energy because it is renewable and eco-friendly [1][2]. Over the years, wind 

turbines have contributed significantly to power production around the world [3]. By the end of 2019, 

the wind turbine installed capacity worldwide had reached 650.8GW [106].  Wind turbines have had 

an average yearly increase rate of more than 10 percent over the past 10 years [106]. Megawatt-

sized wind turbines are expensive; therefore, it is anticipated that their energy production within the 

short downtimes will be worth the investment [3]. In modern engineering systems, the demand for 

improved productivity leads to more challenging operating conditions [4]. Wind turbines are 

generally located in isolated places and some are made to work in difficult conditions [107][58]. 

Figure 1.0 presents the components of the wind turbine. 

 

Figure 1.0: Components of the wind turbine [5][115] 
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This has made accessibility to these turbines difficult and costly if a fault occurs [107]. This has led 

to an increase in demand to improve the control system of the wind turbine with fault tolerant control 

schemes that allows the wind turbine to continue operating even when a fault occurs [107]. A wind 

turbine is a complex system but when some components fail in the wind turbine it can affect the 

entire wind turbine system [58]. From a commercial point of view, the introduction of fault tolerant 

control and fault diagnosis will reduce the maintenance cost and make wind turbine commercially 

more competitive especially when compared to other types of energy sources [58]. 

A fault in a wind turbine system can be defined as an unpermitted deviation of the structure 

of a system from the nominal situation. Faults are often unexpected and impossible to predict. In a 

wind turbine, the blade pitch system contributes to the failure rate and downtime of a wind turbine 

[108]. The gearbox faults are a major category of failure modes in wind turbine (WT) drive-train 

systems. They are caused by various factors such as manufacturing and installing errors, surface 

wear, fatigue, etc. A gear fault will lead to performance degradation of the WT drivetrain and may 

cause a catastrophic failure of the gearbox or even failures of other components in the WT drivetrain 

[114]. Faults can be classified as actuator, component, or sensor faults. The effect of faults in a 

system range from total shut down of the system to delay in production until the fault is resolved [3]. 

From an industrial point of view, different faults can occur in a wind turbine system. Pitch systems 

could have actuator faults. This actuator fault in the pitch may be caused by air content in the oil or 

hydraulic pressure drop. This will lead to slow pitch action which makes it impossible for the pitch 

control to maintain the rated speed in the rotor. The sensor fault can occur by damage to the sensor 

caused by the maintenance team. This will lead to a false measurement of the pitch angle, rotor 

speed and generator speed.  

A fault tolerant control system should have the ability to detect faults early without human 

intervention and accommodate the effects of the faults on the system in such a way that the system 

can maintain working while the performance provided is acceptable [3][76]. A fault diagnosis system 

is a system that has the capacity of detecting and isolating faults [39]. The key for protecting the 

turbine from an unexpected operational condition is fault diagnosis of a blade pitch system at the 

early stage [108]. Different methods have been developed recently for fault tolerant control such as 

the use of adaptive neural network [116], terminal sliding mode control [119], back stepping [117], 

least squares support vector machine [118]. In the actual application, these methods have their own 

advantages and disadvantages [121]. The least squares support vector machine can resolve the 

nonlinear, small-sample, and high dimensional problems [121]. When least squares support vector 
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machine is used to solve nonlinear problems, the kernel function will affect the final classification 

result directly [121]. Robustness and fault tolerance capabilities are vital properties in the control 

system of a wind turbine system [22]. The wind turbine design has a couple of challenges, but the 

main challenges are: 

 (1) the aerodynamic torque is not measured [130]. 

 (2) the wind speed is difficult to measure as the speed is not constant [130].  

Due to competition between wind turbine producers, wind turbine data are not always available. 

These challenges led researchers to develop modelling techniques for the wind turbine systems.   

Modelling has become the basic tool for analysing dynamic systems including wind turbines. 

The last two decades have recorded significant research activities in fault diagnosis and 

accommodation analysis. [7] talked about the fault detection and isolation of the wind turbine 

benchmark using an Estimation-based Approach. In [8], a robust detection and isolation scheme 

was developed for abrupt and incipient faults in nonlinear Systems. The model-based fault detection 

and the signal-based fault detection were compared, and the result presented.  

1.2 Aims and Objectives  

The aim of this project is to propose a novel fault detection and isolation (FDI) approach for 

nonlinear industrial plants and implement the proposed approach to a wind turbine system to 

evaluate the effectiveness of the developed approach. The following objectives are designed to 

achieve this aim.  

(a) Develop a mathematical model for the wind turbine system including pitch system, drive train 

and generator parts.  

(b) Design the wind turbine system on Matlab/Simulink. 

(c) Develop fault diagnosis for wind turbine system using unknown input observer. Simulate the 

faults and analyse the result. 

(d) Design a nonlinear state observer including a neural network estimator to diagnose the 

faults. Simulate three sensors faults and validate the results. 

(e) Propose and design full order terminal sliding mode control with finite time stability, no 

singularity, no chattering features for fault diagnosis of the pitch system and drive train of the 

wind turbine system.  

(f) Design, configure and model the pitch system on Matlab/Simulink. 
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(g) Evaluate the developed fault diagnosis and FTC methods on the pitch system developed 

using Matlab/Simulink.  

1.3 Novelty  

The novelty of this research is summarised as follows.  

i. A novel method will be proposed to design the nonlinear observer and adaptation law for 

neural estimator to estimate the states which will enable identifications of actuator and sensor 

faults, as well as provide some further information about the faults. 

ii. A novel terminal sliding mode control method will be developed for fault tolerant control of 

the pitch systems of the wind turbine. This design has the advantages of robustness, rapid 

response and converges at a finite time.  

iii. The stability of the closed-loop system after the occurrence of a fault is guaranteed using 

Lyapunov theory. 

iv. The pitch angle control is achieved in the presence of friction change which is a fault that 

often occurs in real life wind turbine systems.  

v. The developed new control method will be applied to a simulation of the pitch systems of a 

wind turbine system for fault tolerant control, so that the control performance will be more 

reliable, robust and stabilized for post-fault dynamics 

1.4 Structure of Thesis 

This thesis is organised in seven chapters to achieve the objectives above. 

In Chapter One, the background of the thesis has been presented. Wind energy has attracted 

more attention from energy suppliers around the world; this is due to increased government 

investments and promotion of going green. In modern engineering systems, the demand for 

improved productivity leads to more challenging operating conditions. This is hard to achieve without 

the introduction of fault detection, isolation, and accommodation systems into the turbines. The aim 

and objectives of this research are also presented.   

                                                                                                                                                                                                                                                                                                                                               

In Chapter Two, cumulative research work has been carried out by several researchers over 

the past few decades. A fault diagnosis system is a system that has the capacity of detecting and 

isolating faults. An in-depth study of faults is presented. Different types of real time faults in a wind 

turbine are presented here. Fault detection types are presented and explained in detail.  Fault 
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tolerant control is also presented here with the two types explained in this chapter. Fault detection 

using artificial intelligent is also discussed here. 

In Chapter Three, the benchmark model including all subsystems of the wind turbine are 

modelled and described. The Simulink model of the nonlinear wind turbine including the pitch angle, 

aerodynamic, drive train, generators and converters are set up using Matlab/Simulink. The state 

observers are designed for the wind turbine system. 

In Chapter Four, the fault detection and isolation for pitch and drive train model using 

unknown input observer is described. An unknown input observer is designed, and this observer is 

sensitive to faults and robust to system disturbances. An actuator fault and three sensor faults are 

simulated on Matlab/Simulink. The simulation performances are presented to show the 

effectiveness of the proposed method on the linear model of the wind turbine. 

 Chapter Five investigates the fault diagnosis for wind turbine systems using a neural network 

estimator. Firstly, an independent RBFNN is designed to estimate the states and generate residuals 

for the detection part. The training algorithm of RBF is outlined, and the data selection process is 

presented. Fault detection was carried out using RBF network. First at no fault condition for training 

purposes and then a fault is simulated, and the simulation result was as desired. For the fault 

isolation task, an additional RBFNN is designed as a classifier. The simulation results are presented.  

  In Chapter Six, the pitch system design, configuration and modelling of the hydraulic pitch 

system is presented. The variable and physical parameters of the model are presented.  

Chapter Seven presents a fault detection and fault tolerant control scheme using the 

proposed method. For the fault detection scheme, a disturbance observer is designed, and an 

adaptive RBF is also presented. The proposed method used for fault tolerant control is modelled 

here. The proposed method was applied to the hydraulic pitch system in this chapter. The simulation 

results are presented and discussed. 

In Chapter Eight, the general conclusions of this research described in the thesis are 

presented. Suggestions and recommendations on how the research can be further developed are 

also presented. 
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CHAPTER 2 
Literature Review 

2.1 Introduction 

The wind turbine systems are nonlinear, unsteady, and complex [8]. Implementing maximal energy 

transformation and adaptation to wind speed change are important roles that the control system 

plays in wind turbines [8]. However, wind turbines are situated in a harsh atmosphere, which makes 

them prone to large numbers of accidents [20]. Due to the accidents, the need for operational 

reliability, safety and stability is rising. However, unplanned maintenance is expensive, which 

demonstrates the use of an advanced control system to balance load reduction and power 

generation optimally.  

2.2 Fault diagnosis  

With the rapid development of complex industrial systems, it is important to maintain 

increasing demands for reliability and safety of control systems [6]. Due to the large production 

requirements of modern engineering systems, there is need for more demanding operating 

conditions [7]. Some of these conditions increase the chances of faults occurring in the system. A 

fault diagnosis system is a system that has the capacity of detecting and isolating faults [39].  Fault 

diagnosis is subdivided into three. 

• Fault detection 

• Fault isolation and  

• Fault accommodation. 

I.Faults 

In dynamic systems, a fault can be defined as an unpermitted deviation of a system structure 

from the nominal situation [8][40][73]. This means that a fault is a state that could lead to a system 

malfunctioning or failure [30][66]. There are three different types of faults from a control engineer 

point of view [8]. These are shown in Figure 2.0. Faults in dynamic systems are normally caused by 

malfunctioning of the actuators, sensors, or other components in the system [5][63]. When there are 

sensor faults, plants are not affected but the sensor readings have significant errors [8]. On the other 

hand, if there is an actuator fault, the plant properties are not affected but the impact of the controller 

on the plant is either distributed or modified [8]. In the case of plant also called component fault, the 

input and output properties of the plant are changed [8]. These faults may lead to unwanted 
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performance or cause instability and damage to the system, which may further lead to the shutdown 

of the system [5][6]. 

 

Figure 2.0: Different types of faults [8] 

 

Changes in faults may be abrupt, gradual, or intermittent and their time behaviour may be 

unpredictable [40][89]. Due to the damage that faults may cause, engineers seek to design a reliable 

control system [5][9].  

II.Fault diagnosis process 

The process of fault diagnosis is made up of two phases: fault detection and fault isolation. 

This is the reason why many papers use FDI (fault detection and isolation). This fault diagnosis can 

be further achieved by the combination of fault generation and residual evaluation [40][35]. This can 

be presented in Figure 2.01. 
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Figure 2.01:  Fault diagnosis stages [35][40] 

 

From Figure 2.01, the fault diagnosis process has two systems namely residual generation and 

residual evaluation [40]. 

i. Residual generation 

The residual generation deals with comparing the measured system outputs and the 

predicted system outputs. The reason for this procedure is to calculate the quantitative indices of 

fault presence in the residuals [40][86]. For a fault free condition, the residual is expected to be close 

to zero but at the occurrence of a fault it is expected to deviate from zero [35][40]. 

ii. Residual evaluation 

 There is need for a process that translates or analyses the residual signal to determine if 

there is a fault [35]. This process is known as residual evaluation.  This process determines whether 

a fault has occurred, and it helps in isolating the fault in the system device [40]. It also determines 

whether the fault is small or not [40]. 

2.2.1 Fault detection (FD) 

The objective of fault detection is to determine the occurrence of a fault [8].  It decides the 

time it takes a system to be exposed to faults [8][11]. It can be determined with or without a process 

model [35].  The safety of real systems is guaranteed when faults are detected early [36]. 
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2.2.1.1 Types of fault detection 

 FD is subdivided into four as presented in figure 2.02. These are further explained below.  

 

Figure 2.02: Types of fault detection 

 

a. Hardware redundancy:  

This is the traditional engineering approach for fault detection in dynamic systems [102]. Here, 

the process components are rebuilt using identical hardware components with the same input 

signals to produce duplicate output signals that can be compared [8][11].  If the output of the process 

component is different from the one of its redundancy, then there is a fault in the process component 

[8][40][11].  Hardware redundancy is dependable, but costly, which increases weight of systems 

and occupies more space [12]. This has made this approach unattractive. 

b. Plausibility test 

The plausibility test is carried out based on the check of simple physical laws that guides the 

working conditions of a process component. Given the assumption that a fault will lead to plausibility 

loss, checking the plausibility becomes an important means to reveal the detailed information about 

faults [8][11].  

c. Signal-based approaches 

 The correct sensors are installed in wind turbines instead of input-output models. The sensors 

measure signals such as electric signals, vibration, and sound signals [57].  It is assumed that 

information about faults of interest is carried by certain process signals. This approach is used to 
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get signals which are identified by the corresponding faults [57]. The real time signal and the signals 

with no fault are compared from the prior knowledge and experiences before a diagnosis decision 

is made. The schematic diagram of a signal-based approach is presented in Figure 2.03.  One 

example of fault detection using signal-based approaches is artificial neural network [85]. The 

signal-based fault diagnosis mathematical model is generally divided into time domain method, 

frequency domain method, statistical method, and time frequency approach [57][65].  This method 

is widely used in real-time monitoring and diagnosis for induction motors and mechanical 

components in a system [12]. In the statistical approach, the mean value and the standard deviation 

are the two basic parameters out of several statistical parameters. These parameters are calculated 

in the time-domain and are generally used to define average properties of process variables that 

can cause an occurrence of fault [65]. To perform a quick check on the statistical behaviour of a 

signal, these parameters can be used. However, in time series analysis, due to its simplicity and 

ability to show sharp peaks in the frequency domain the autoregressive (AR) is commonly used [65]. 

 

Figure 2.03: Signal based fault diagnosis [57] 
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A parametric method that is responsible for signal prediction which can be used to predict fault 

occurrence is known as autoregressive modelling [65]. This approach is preferred in industrial 

systems where a significant amount of data is used [85]. 

 

d. Model-based approaches 

The hardware redundancy is very expensive and to find a cheaper and better option model-based 

approach was suggested [40][79][80]. The idea behind this technique is to replace the hardware 

redundancy using a process model, which is done in the software form on a computer [8][11]. This 

is suitable for non-stationary wind turbine operations [57][64]. Here the comprehensive model of the 

system is required to be available. This can be obtained by using system identification techniques. 

From the model, in the model-based fault detection approach, the wind turbine model and the real 

time wind turbines will have the same inputs, and the difference in the outputs is monitored [12][57]. 

The residual is the difference between the system output and the model predicted outputs. The 

model-based fault detection approach is presented in Figure 2.04. The green part is the subsystem 

of the wind turbine and the model, and the blue part shows the systems in the green subsystem.  6If 

the residual is zero, the wind turbine is in a healthy state. Otherwise, if the real time wind turbine 

outputs are not consistent with the model outputs it signifies there is a fault in the wind turbine 

system [57]. Not requiring high sampling rate measurements is one advantage of the model-based 

approach [58][59]. 
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Figure 2.04: Model based fault diagnosis [57] 

 

 Observer-based is one of the most used and most effective model-based approaches [62]. An 

observer is designed to estimate the model output and the residual is observed to see if there is a 

fault [57].                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                            

2.2.2 Fault isolation:  

Fault isolation provides the user with information about the fault type. This is a vital step towards 

fixing online and offline faults [9]. This determines which of the faults has occurred among the 

possible faults [8]. It determines the location and component in which the fault has occurred [7]. This 

requires that the fault should be unique [35]. This is implemented based on fault signatures 

generated by the fault detection module and their relationship with all the considered faults [99]. The 

fault isolation analysis presented in [9] consists of three parts.  

• derivation of adaptive thresholds.  

• investigation of conditions for fault insolubility  

• fault isolation time computation.  

The first part ensures that an incorrect isolation decision will be avoided [9]. This is realized by 

selecting an adaptive threshold for each fault, such that the residual attached with the isolation 
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estimator that matches the fault is guaranteed to remain below the threshold [9]. During the adaptive 

design, there is always a trade-off between false alarms and missed faults [9]. The time interval 

distance between the fault detection and the determination of its type is known as the fault isolation 

time [9]. When there is a fault, the fault isolation estimators are activated [9].  

 

2.2.3 Fault identification:  

This identifies the fault and indicates the amplitude of the occurred fault [8]. It determines the 

category of fault and its severity [7][8]. In real application the fault identification phase is rarely used.  

2.3 Intelligent fault diagnosis methods  

2.3.1 Fault diagnosis using Space vector machine 

Support vector machine (SVM) is a special class of machine learning based techniques which 

are cheap [112]. This statistical approach has become popular due to its preferable effect of 

classification and regression [112]. This is a family of learning algorithm that have been successfully 

applied to several problems [111]. SVM are dependent on learning theory and are special for solving 

learning problems of smaller sample numbers [122].  The learning algorithm of the support vector 

machine is easy to use and needs few model parameters [111]. Support vector machine are based 

on the structural risk minimization principle which has improved its generalization property even if 

the number of samples are reduced [110][109].  It uses structural minimization principles to select 

functions that have minimal risk bound and the necessary training sample size is smaller [113]. The 

chances of SVMs to over-fit data is unlikely [113][112]. The Support vector machine-based 

techniques which have a nonlinear characteristic that tolerates separation of non-linearly separable 

SVM data have been used extensively to solve classification problems in large feature space 

[109][110]. SVM are trained as a convex optimization problem which makes them a global solution 

[113]. The SVM algorithm can improve the detection accuracy which led to it being used for fault 

detection [109][124]. The support vector machine has a unique principle of classifying data from two 

different classes [109]. The support vector machine uses temporal correlations for fault detection 

and attribute correlations for classification for faults [112].  The SVM applied for regression problems 

are called support vector regression (SVR). This is a special case of SVM that is based on a real 

value inputs predicts a real value output [113]. SVM algorithm combined with kernel function has 

the nonlinear attribute and can better handle the case where samples and attributes are massive 
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[109]. One of the disadvantages of SVM is that it does not perform very well for large data sets 

[121].  

2.3.2 Fault diagnosis using expert system 

An expert system is a software system that solves problems that may require significant 

human expertise using knowledge and inference procedures. it is vital in dealing with problems of 

incomplete information or large amounts of complex knowledge. It is one of the most vital and active 

branches of artificial intelligence [123]. The use of expert systems compensates for the scarcity of 

human experts and can use, preserve, and spread the knowledge and experience of experts [123]. 

One of the characteristics of the expert system that have made them very useful especially for online 

operations is that they incorporate symbolic and rule-based knowledge that relates actions and 

situation. They can explain a line of reasoning. An expert system needs to have a complete 

understanding of every system component being monitored for it to work effectively. One of the 

main demerits of expert systems is that human experts don’t always think and solve problems by 

rules and they do not really copy human expert reasoning [123]. In control engineering fault 

diagnosis is a popular application of the expert system. An expert system has three basic 

components which are user interface, knowledge base and an inference engine. The user interface 

changes the user input into a computer language and presents conclusions and explanation to the 

user. The knowledge base comprises of either shallow knowledge based on heuristics or deep 

knowledge based on structure or mathematical model. The inference engine supplies inference 

mechanism to the use of the knowledge directly. This mechanism includes forward and backward 

chaining, and meta-rules. When a fault is detected, the expert system tries to isolate the cause of 

the fault using the programmed knowledge base. The knowledge base is a collection of IF/Then 

rules containing information mapping the system space to the fault space. 

2.3.3 Fault diagnosis using Neural network  

Neural networks (ANN) for the last few decades have been widely used in modelling and 

control of nonlinear systems. It is a flexible structure that can make a nonlinear mapping between 

input and output spaces. The neural network approach is applied on systems whose first 

mathematical models are too complicated to formulate [120]. The general structure of a NN is stated 

in Figure 2.05. Neural network application can be classified into three categories. They are outlined 

below. 
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I. NN uses its network to differentiate several faults from the normal condition and from one 

another. This is achieved by using different fault patterns represented in the measured input 

– output system data either by offline training or by online learning of the fault patterns by an 

adaptive network. A growing RBF network uses the latter approach to learn various online 

data patterns. These patterns are represented using the hidden nodes of the network [120]. 

A faulty condition is believed to occur when a new pattern appears which is significantly 

different from the existing pattern.  

II. NN is used for fault isolation based on the residual generated by a quantitative model-based 

method.  

III. In the third approach, a NN model is used to predict the system output and the residual is 

generated from the prediction error. For fault isolation, another network is used. 

 

Figure 2.05: General structure of a neural network 

The neural network uses the training data to study enough information. The neural network can be 

changed easily by retraining a new set of training data without modifying the whole program. Neural 

network can be used to model any nonlinear function which has made it a desirable tool for nonlinear 
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systems [125].  Neural network does not need the mathematical model of the system to be 

implemented [125]. Radial basis function (RBF) is one of the types of NN. They have become 

popular because of the ability of the weights to linearly relate to the objective function and the 

training is very fast [126]. The modelling of dynamic systems using RBF NN can be carried out using 

two different modes which are dependent mode and independent mode. In the dependent mode the 

output of the process is used as part of the network input which makes the model dependent on the 

process to run [126]. The model here can predict the process output for one step ahead only. The 

training of the dependent mode is easy for accurate one step ahead prediction. In the independent 

model, the model output is used as part of the model input instead of the process output. The model 

can predict for long steps provided the input is available. The structures of the dependent and 

independent mode are illustrated in Figures 2.06 and 2.07. 

 

Figure 2.06:  Dependent model structure 
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Figure 2.07:  Independent model structure 

2.4 Fault tolerant control (FTC) 

 The popularity of the FTC in recent times has been due to the need to increase the reliability 

and possibility of a distributed energy system [39][81][84]. Also, the reason for the popularity is that 

faults exist in the real-life world and may lead to loss of properties [68][69]. For an improved 

efficiency of the system, the reliability of the system can be improved by fault tolerant control (FTC) 

[7][87]. A fault tolerant control system should have the ability to detect faults early without human 

intervention and accommodate the effects of the faults on the systems in such a way that the system 

can maintain working while the performance provided is acceptable [5][7][10]. Despite the presence 

of faults an FTC is an effective approach to deal with these faults and guarantee stability, tracking 

performance [68][71][72]. Different fault tolerant control approaches have been established in the 

literature to improve the safety and reliability, and to keep the system’s stability and convergence 
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under some conditions. From a control strategy point of view, fault tolerant control can be divided 

into two categories, passive and active methods [13].  

2.4.1 Passive FTC method:  

 Here both the normal and faulty operation system performances are dealt with by a single 

controller with fixed structure without any feedback information from the fault [5][13][101]. The fault 

information is assumed to be on-line [37]. The FTC system here does not need the faulty information 

to control the system and is related closely to robust control [74][75]. A robust control is a fixed 

controller that is robust against any possible fault in a system [73][90][104]. The passive FTC uses 

the concept of hardware redundancy. The passive FTC is popular due to its simplicity in 

implementation, low computation load and rapid response to faults [77][78]. Its limitation is that the 

design needs to have prior knowledge of possible faults occurrence [37]. Another limitation is that if 

a failure that is not anticipated during the design occurs, the performance of the closed-loop system 

may not be guaranteed, and its stability will be affected. The dependence on hardware redundancy 

is another limitation of this method [73][83]. When using hardware redundancy, the product cost, 

product weight and product size will increase. These limitations found in the passive method 

motivated researchers to develop some other method of fault tolerant control [13]. Sliding mode 

control is one of the examples of the passive FTC [67]. This second method known as the active 

FTC is discussed below. Figure 2.08 shows the structure of the passive FTC method. 

 

 

Figure 2.08: Structure of the passive FTC [73] 
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2.4.2 Active FTC method: 

 Here this method is confident that the controller can change the structure to actively acquire 

information suitable on faults and the system state can change to perform prompt dynamic 

correction to guarantee that the system stability is maintained after a fault occurs [90][70]. In 

developing the control signal here, the following phases are considered; In the first phase, fault 

detection and isolation scheme are designed to make available the fault information. False alarm or 

inaccurate information will have a direct effect on the performance of the FTC [73]. The fault 

information obtained in phase one is used as a feedback in phase two to adjust the control input 

and the controller structure. The active FTC will be robust against imperfect fault information. One 

limitation of the active fault tolerant control is that the performance is degraded due to time delay 

caused by the online fault diagnosis and controller reconfiguration. The system becomes unstable 

or out of control if the delay of the fault diagnosis is too long. However, if the fault detection and 

isolation process avoid making an incorrect or delayed decision, active fault tolerant techniques can 

re-configure the control system structure and controllers based on fault information and lead to 

better performance of the closed-loop system [13]. System performance in active fault tolerant 

control depends on how accurate the fault information obtained is. With accurate information, the 

performance becomes more active than the passive fault tolerant system, which makes it favourite 

in practice [14]. The fault detection and fault isolation produce the information used for controller 

redesign as shown in Fig 2.09 

 

Figure 2.09: Structure of Active fault tolerant controls [73] 

 



P a g e  | 20 

 

2.5  Sliding mode control 

Sliding mode control (SMC) is a type of variable structure control (VSC) method used to control 

high-order nonlinear systems under certain conditions [15][105]. It is nonlinear robust control 

method targeted at removing the effects of uncertainties or external disturbances that are bounded 

by means of discontinuous controller [16][17]. It is characterised by a decision rule and feedback 

control laws [16][103][17]. This technique is expected to drive the system state variables to 

equilibrium using a discontinuous feedback control law [40][91]. Sliding mode control consists of the 

following steps: 

• Designing a suitable sliding surface that has good performance and convergence 

properties when the dynamics are reduced and are also independent of the disturbances 

[17]. 

• Design of a discontinuous term in the control law with the task that in finite time, the 

trajectories of the system are pushed to the sliding surface and remain on it [17][92]. 

Sliding mode control is a high frequency switching control that is not affected by internal or external 

structured disturbances [18][28]. The choice of the switching function directly tailors the dynamic 

behaviour of the system. Due to the advantages, which include fast response, easy implementation 

and robustness to external disturbances, interest in sliding mode control method has increased 

significantly when compared with other control methods [15][16]. Generally, a system under sliding 

mode control design exhibits asymptotic stable performance [6][15]. Due to the high frequency 

switching of the sliding mode control signal it has a chattering effect as a disadvantage [19][95]. 

Sliding mode controller does not assure that the sliding surface offers a finite time convergence 

[14][29]. Sliding mode control is divided into linear and terminal sliding mode [41][34]. In the linear 

sliding mode, the sliding surface are linear functions that contain the state of the system which are 

suitable with low requirements on state accuracy [41][93]. The sliding surface used in linear sliding 

mode is the hyperplane [42][43][44]. The linear sliding mode cannot converge in finite times when 

used in complex nonlinear systems even though it ensures asymptotic convergence of system state 

to the equilibrium point [41][42]. The design task for a linear sliding mode is design of control strategy 

and sliding mode surface [45]. 

2.5.1 Terminal sliding mode:  

To solve the disadvantage experience with the conventional SMC an advanced SMC known 

as terminal SMC (TSMC) has been developed recently as an active method [14][49][50]. Instead of 

using linear surface, TSMC uses nonlinear sliding surface to enable the system to guarantee finite 
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time convergence [14][93][15]. In recent years terminal sliding mode control has attracted much 

interest due to its advantages in making nonlinear systems efficiently achieve a fast and finite-time 

convergence and its ability to be robust to system uncertainties [1][52]. Two main problems have 

often been associated with terminal sliding mode which are singularity and chattering. The existence 

of negative fractional powers in the TSMC causes the singularity. This means that in the state space, 

the terminal sliding mode control may need to be infinitely large in order maintain the ideal terminal 

sliding mode motion [45][82]. A couple of researchers have conducted research to remove this 

singularity problem which has limited the application of terminal sliding mode. The method proposed 

in [46] was able to avoid the singularity problem completely but the method is suitable only for the 

second order system and some class of high order systems. A derivative and integral terminal sliding 

mode control was developed in [47] but they are also for a special class of high order system and 

second order system. In [48] the singularity problem was further investigated, and the result showed 

that if the terminal sliding mode manifold is chosen as reduced order the singularity areas will always 

exist in the state space. 

Another problem to worry about is the chattering problem. The switching function adopted by 

the terminal sliding mode control can cause high frequency oscillation in the system state [34][96]. 

This high oscillation is what is known as chattering. This can be simply referred to as the result 

caused by the existence of discontinuous terms in TSMC. Chattering can lead to mechanical wear 

of the actuators. In [34][46][51], the state travels away from the sliding surface to achieve finite-time 

convergence to a bounded layer around zero and not the origin so that its characteristics are lost. 

This is because a reduced TSMC was used.  

2.5.2 Full order terminal sliding mode control:  

A novel concept of full order terminal sliding mode control which overcame the two problems of 

chattering and singularity was proposed in [34]. This method is targeted at achieving a finite time 

convergence to the origin. In this concept, the order of the designed FOTSM is the same as that of 

the system model. The full order terminal sliding mode proposed in [34] has exciting features such 

as avoidance of singularity and chattering. The singularity problem was avoided by preventing 

differentiating terms with fractional power in sliding mode manifold from deriving the control laws 

and by applying a continuous control strategy, the chattering in both linear system and terminal 

sliding mode is resolved [34]. The system behaves as a desirable full-order dynamic rather than a 

desirable reduced order dynamic with the control strategy in place. One major demerit of the method 

proposed in [34] is that it requires prior knowledge of the system model and the bounds of the system 
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uncertainties derivatives. This may be difficult to obtain in real life applications. In [94] a full order 

terminal sliding mode control is proposed for a class of nonlinear system.  The systems behaved as 

a desirable full-order dynamic rather than reduced-order dynamics during the ideal sliding motion 

[94]. The control strategies do not include the fractional power terms and the control signals are 

continuous [94]. This guarantees singularity is avoided, and chattering is attenuated [94]. The finite-

time convergence of the system is guaranteed with the full-order terminal sliding mode control even 

in the presence of error [94].                                                                                                                                                                                                                                                                                                                                                                                                                                     

2.6  FD and FTC for wind turbine systems 

Wind turbine systems have attracted more attention from energy suppliers around the world; this is 

due to increased government investments and promotion to go green [53]. Megawatt-sized wind 

turbines are expensive; therefore, it is anticipated that their energy production within the short 

downtimes will be worth the investment [3]. This is hard to achieve without the introduction of fault 

detection, isolation and accommodation systems into the turbines [3][54]. Most of these operating 

conditions increase the possibility of the system failures characterized by unpredictable changes in 

the system dynamics [99]. The wind speed is divided into four regions according to the control 

objective and wind turbine operation [56]. This is outlined in Figure 2.10 where the cut in and cut 

out wind speeds are denoted as min v and max v. In region 1, the turbine is not at work and the 

wind speed is lower than the cut in value [98]. In Region II, the wind speed is below the rated speed 

[56]. The control objective in this region is to capture all possible wind power attaining global 

maximum power with the pitch angle set at zero. Here the generator load torque is regulated 

[25][55]. In Region III, the wind speed is higher than the rated speed. This is between nominal 

speeds and cut-out. The wind turbine power output is maintained at the rated power [21]. This is to 

ensure that the wind turbine works within its limit. Region IV denotes the high wind speed which 

leads to shutdown of the turbine to avoid damages [25][54]. The wind turbine operations modes are 

presented in Figure 2.10. 
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Figure 2.10: Wind turbine operations modes [25] 

 

 Table 2.0 outlines some of the faults experienced in wind turbine systems and the main 

causes of the faults are presented in Table 2.1. 

Table 2.0: Wind turbine system faults and percentage [57][85] 

s/n Faults Percentage (%) 

1 Electrical system 23 

2 Gear Box 4 

3 Mechanical Break 6 

4 Sensors 10 

5 Hydraulic system 9 

6 Yaw system 8 
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7 Drive train 2 

8 Rotor Hub 5 

9 Structural parts/housing 4 

10 Generator 4 

11 Plant control system 18 

12 Rotor blade 7 

 

Table 2.1: Typical fault causes in a wind turbine [57] 

s/n Fault type  Causes of faults  

1 Blades and rotors faults  Corrosion of blades and hub; reduced 

stiffness; increased surface roughness; 

deformation of the blades; crack errors of pitch 

angle; and imbalance of rotors, etc 

2 Gear box faults Shaft imbalance and misalignment, high oil 

temperature, poor lubrication and broken 

shaft. 

3 Generator faults  Generator overheating, abnormal noises. 

Generator vibrating excessively and insulation 

damage. 

4 Bearing faults Unplanned stress could cause overheating 

and premature wear. 

5 Faults on main shaft Corrosion, crack and coupling failure  

6 Hydraulic faults  Sliding valve blockage  
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7 Mechanical braking system 

faults  

Failures of the Hydraulic and exceeding the 

wind speed limit.  

8 Faults on tower Improper installation and loading, harsh 

environment. 

9  Electrical system faults Electric leaks and cold-solder joints  

10 Sensors faults  Malfunction of physical failure of a sensor. 

 

The adoption of fault-tolerant controller designs with timely fault detection, isolation and 

successful controller reconfiguration is very important in wind turbine systems [8]. The ability of a 

control system to continue operation despite the presence of a fault is known as fault tolerant control. 

The fault tolerant system provides the ability of a system to detect a fault early without human 

intervention and accommodates the effects of the faults on the system in such a way that the system 

can maintain working while the performance provided is acceptable [5]. By Interacting with any pre-

existing controllers to cancel the effects of faults, the fault tolerant control compensates for the faults 

in the wind turbine [61]. In [88] an unknown input observer (UIO) was used to estimate faults in the 

converter and accurately isolate if it is an actuator or sensor fault. The choice of the UIO was made 

because the wind speed is assumed unknown, and its measurement is affected by turbulence 

around the rotor plane [88]. In [97] an unknown input observer is designed to detect in a specific 

benchmark model three sensor faults for fault detection and accommodation of wind turbines. The 

proposed scheme within the simulation time was able to detect sensor faults in question but the 

converter fault was detected outside the simulation time [97]. In [9], a robust detection and isolation 

scheme was developed for abrupt and incipient faults in nonlinear Systems.  A detection and 

approximation estimator are used for online health monitoring. In [60] sensor and actuator faults 

diagnosis for a wind turbine system was achieved using robust observer and filter. The study 

considered individual pitch control as the load reduction. The observer was designed to be sensitive 

to faults but insensitive to disturbances. In [23] a group of unknown input observers were used for 

fault diagnosis in the generator speed sensors and the rotor of the fault detection isolation 

benchmark model. Some methods use analytical redundancy of the system for fault estimation and 

the design of the virtual actuators or sensors [24]. In [129], a wind turbine model was designed 
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based on the closed loop identification technique, where the wind dynamics were included. Dual 

Kalman filters was used to generate residuals for the fault detection. Both faults considered here 

are additive and multiplicative. [130] talked about the Fault Detection and isolation of the wind turbine 

benchmark using an Estimation-based Approach. A fault detection estimator was used to monitor 

the occurrence of a fault, and a bank of fault isolation estimators were employed to determine the 

exact fault type. 

2.7 Summary  

In dynamic systems, a fault can be defined as an unpermitted deviation of the structure of a 

system from the nominal situation. This fault diagnosis can be achieved by the combination of fault 

generation and residual evaluation. Fault diagnosis is made up of fault detection, fault isolation and 

fault accommodation. The objective of fault detection is to determine the occurrence of a fault.  Fault 

isolation provides the user with information about the fault type. Fault tolerant control can be divided 

into two categories, passive, and active methods. Sliding mode control (SMC) is a type of variable 

structure control (VSC) method used to control high-order nonlinear systems under certain 

conditions. A novel concept of full order terminal sliding mode control which overcame the two 

problems of chattering and singularity was proposed.  
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CHAPTER 3 

Wind Turbine Modelling 

3.1       Introduction  

In the wind turbine system proposed, a benchmark model of the wind turbine with physical 

parameters as used in [3] will be used. A linear mathematical model for the wind turbine pitch system 

and drive train will be proposed. The wind turbine is designed in a way to conveniently allow 

electrical energy to be generated from the wind’s kinetic energy. A MATLAB and Simulink model 

will be developed using the benchmark mathematical model in which an actuator fault and sensor 

faults will be introduced. The following sub-systems make up the wind turbine system; 

Aerodynamics, Pitch Actuator, Drive-train System, the generator and converters. A block diagram 

of this wind turbine is shown in Fig.3.01.  

 

Figure 3.01: Block diagram of the wind turbine benchmark [5] 

3.2       Pitch and blade model 

The aerodynamic model and the pitch model make up the pitch and blade model. The aerodynamic 

model which is used to determine 𝜏𝑟 needs wind speed and pitch models [3]. 

3.2.1 Aerodynamic model 

The drive train is used to transfer aerodynamic torque from the rotor to the generator [3]. The 

aerodynamic torque is given by (3.01) [1],[3].  
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𝜏𝑟(𝑡) =
𝜌𝜋𝑅3𝐶𝑞(𝜆(𝑡),𝛽(𝑡))𝑣𝑤

2 (𝑡)

2
     (3.01) 

here 𝐶𝑞 =
𝐶𝑝

𝜆
, Cp is the power coefficient. This is the quantity of wind turbine efficiency used by the 

wind turbine.  𝜌 is the air density, R is the radius of the blade,  𝐶𝑞 is the torque coefficient, 𝛽 is the 

pitch angle and 𝜆 is the tip speed ratio. The ratio of the translational speed at the wind turbine blade 

to the actual velocity of the wind is called the speed ratio.  

𝜆 =
𝑤𝑟𝑅

𝑣𝑤
 

Power in the wind is given by the rate of change in energy [3].  

𝑃𝑤 =
𝑑𝐸

𝑑𝑡
=

1

2
𝜌𝐴𝑣𝑤

3        (3.02) 

Where      𝐴 = 𝜋𝑅2 , R is the radius of the blade  

According to Betz limit, a wind turbine can extract no more than 59.3% of the energy carried by the 

wind [3]. The Cp value is unique to each turbine type as no wind turbine can operate at the Cpmax 

value [3]. Cp is dependent on the tip-speed ratio 𝜆 and blade pitch angle 𝛽. This is expressed in 

(3.03) [1], [3]. Due to factors like gear box, bearings, and generator, only 10-30% of the power of 

the wind is eventually converted into useable electricity. Hence the available power from the wind 

is given by (3.04) [3]. 

 

{
𝐶𝑝(𝜆, 𝛽) = 0.22(

116

𝑚
− 0.4𝛽 − 5)𝑒−12.5 𝑚⁄

1

𝑚
=

1

𝜆+0.08𝛽
−

0.035

𝛽3+1

     (3.03) 

𝑤𝑟 =Mechanical angular velocity in rad/sec.  𝑣𝑤 =Wind speed in m/s 

𝑃𝑎𝑣𝑎𝑖𝑙 =
1

2
𝜌𝐴𝑣𝑤

3𝐶𝑝     (3.04) 
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3.2.2 Pitch system  

The pitch system is a hydraulic system which is modelled as a second order system between 

the measured pitch angle 𝛽 and the reference signal  𝛽𝑟 [1][3].  Figure 3.02 displays the block 

diagram of the pitch system.  

�̈�(𝑡)  = −2�̇�(𝑡)𝜁𝜔𝑛 −  𝛽(𝑡)𝜔𝑛
2 +  𝛽r(t)𝜔𝑛

2
   (3.05) 

Where 𝛽r is the desired pitch angle and 𝛽 is the actual pitch angle 𝜔𝑛 and 𝜁 are the natural frequency 

and damping ratio of the pitch actuator respectively [3].  

 

Figure 3.02: Block diagram of the pitch system model 

3.3        Drive Train  
The drive train model is modelled as a rotational 2-mass, 1-spring.1-damper system. The 

drive train of a wind turbine system consists of a main gear box, low speed shaft (turbine) and a 

high-speed shaft (generator) whose inertias are denoted as 𝐽𝑟 and 𝐽𝑔 respectively [1][26]. Its aim is 

to transfer torque from the low-speed shaft (turbine) to the generator using a gearbox [1]. The drive 

train model is presented in Figure 3.03  
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Figure 3.03: Drive train dynamics [1] 

 

In Figure 3.4, the shaft on the rotor side is assumed to be flexible and the shaft on the generator 

side is rigid. The gear unit is assumed to be loss-free. N is the gear ratio between the rotor and the 

generator. The drive train systems differential takes the form of (3.06) to (3.07) [1] 

 𝜔𝑟̇ = −
𝐷𝑠

𝐽𝑟
𝜔𝑟 +

𝐷𝑠

𝐽𝑟𝑁
𝜔𝑔 +

𝐾𝑠

𝐽𝑟
𝜃 +

𝜏𝑟

𝐽𝑟
        (3.06) 

 𝜔�̇� = −
𝐷𝑠

𝐽𝑔𝑁
𝜔𝑟 −

𝐷𝑠

𝐽𝑔𝑁
2
𝜔𝑔 −

𝐾𝑠

𝐽𝑔𝑁
𝜃 −

𝜏𝑔

𝐽𝑔
                (3.07)   

3.4      Generator and Convertor Models 

The generator and converter dynamics are modelled by a first-order transfer function. The kinetic 

energy of a mass in motion is given by  
1

2
𝑚𝑣𝑤

2 . 

 
Ks  

Tg  

N 

Tr  

Ir  

Ds  
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Where m is the mass.  𝑣𝑤 is the wind speed. Power in the wind is given by the rate of change in 

energy 

𝑃𝑤 =
𝑑𝐸

𝑑𝑡
=

1

2
𝑣𝑤
2 𝑑𝑀

𝑑𝑡
         (3.08)  

Mass flow rate`=    
𝑑𝑀

𝑑𝑡
= 𝜌𝐴

𝑑𝑥

𝑑𝑡
  

Where       
𝑑𝑥

𝑑𝑡
= 𝑣𝑤 

Therefore   
𝑑𝑀

𝑑𝑡
=  𝜌𝐴𝑣𝑤      (3.09)   

Substitute (3.09) in (3.08)     

𝑃𝑤 =
1

2
𝜌𝐴𝑣𝑤

3        (3.10)   

𝑃𝑎𝑣𝑎𝑖𝑙 =
1

2
𝜌𝐴𝑣𝑤

3𝐶𝑝      (3.11)   

Where 

      𝐴 = 𝜋𝑅2  

R is the radius of the blade 

𝐶𝑝 is the power coefficient and is a function of speed ratio 𝜆 and pitch angle 𝛽  

𝜆 =
𝑣𝑤
𝑤𝑟𝑅

 

𝑤𝑟 =mechanical angular velocity in rad/sec 

𝑣𝑤 =wind speed in m/s 

𝑤𝑟 =
2𝜋𝑛

60
 

Where n= rotational speed  

(3.11) can be rewritten as  
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𝑃𝑎𝑣𝑎𝑖𝑙 =
1

2
𝜌𝐴𝑣𝑤

3𝐶𝑝(𝜆, 𝛽) 

Where  𝐶𝑝(𝜆, 𝛽)  can be determined using (3.03)           

The power converter dynamics is modelled by a first order transfer function.  

𝜏𝑔(𝑠)

𝜏𝑔,𝑟(𝑠)
 =

𝑎𝑔𝑐

𝑠 + 𝑎𝑔𝑐
 

Where 𝑎𝑔𝑐 is the inverse of the first order time constant and 𝜏𝑔,𝑟 is the reference torque to the 

generator [3]. 

𝜏𝑔𝑠 + 𝜏𝑔𝑎𝑔𝑐 = 𝜏𝑔𝑟𝑎𝑔𝑐      (3.12) 

Using inverse Laplace transform (3.12) becomes  

�̇�𝑔(𝑡) + 𝜏𝑔𝑎𝑔𝑐 = 𝜏𝑔𝑟𝑎𝑔𝑐 

�̇�𝑔(𝑡) = −𝑎𝑔𝑐𝜏𝑔(𝑡) + 𝑎𝑔𝑐𝜏𝑔,𝑟(𝑡)    (3.13) 

The power produced by the generator is given by: 

 

𝑃𝑔 = 𝜂𝑔𝜔𝑔(𝑡)𝜏𝑔(𝑡)       (3.14) 

Where 𝜂𝑔 is the efficiency of the generator [1].   

The benchmark model is presented in Figure 3.04 with the wind speed represented by a random 

number signal. The other components as explained in sections 3.2, 3.3 and 3.4 are combined to 

achieve this non linear benchmark model of the wind turbine. 
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Figure 3.04: Nonlinear Simulink model of the wind turbine
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The pitch angle, rotor speed and generator speed are displayed in figure 3.05, figure 3.06 and 

figure 3.07 respectively. 

 

 

Figure 3.05: Pitch angle of the wind turbine benchmark model 

 

Figure 3.06: Rotor speed of the wind turbine benchmark model 
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Figure 3.07: Generator speed of the wind turbine benchmark model 

 

3.5      Combination of Pitch blade and drive train dynamics  

The linear model of the wind turbine benchmark model is derived by combining the pitch 

dynamics and the drive train dynamics in (3.15) to (3.19). These are combined to set up the state 

space equation in (3.20) and (3.21).  

�̇� = �̇�                                             (3.15) 

𝜔�̇� = −
𝐷𝑠

𝐽𝑟
ω𝑟 +

𝐷𝑠

𝐽𝑟𝑁
ω𝑔 −

𝐾𝑠

𝐽𝑟
𝜃 +

1

𝐽𝑟
𝑇𝑟                                 (3.16) 

𝜔�̇� =
𝐷𝑠

𝐽𝑔𝑁
ω𝑟 −

𝐷𝑠

𝐽𝑔𝑁
2
ω𝑔 +

𝐾𝑠

𝐽𝑔𝑁
𝜃 −

1

𝐽𝑔
𝑇𝑔                 (3.17) 

�̇� = 𝜔𝑟 −
𝜔𝑔

𝑁
        (3.18) 

�̈� = −𝜔𝑛
2𝛽 − 2𝜁𝜔𝑛�̇� + 𝜔𝑛

2𝛽𝑟             (3.19) 

The inputs are the rotor torque, pitch angle reference and the generator torque. The outputs 

are the rotor speed, generator speed and the pitch angle.  



P a g e  | 36 

 

�̇� = 𝐴𝑥 + 𝐵𝑢 + 𝐸𝑑(𝑡) + 𝐺𝑓𝑎                  (3.20)       

𝑦 = 𝐶𝑥 + 𝑄𝑓𝑠                                       (3.21) 

Where 𝑥𝑇 = [𝛽       𝜔𝑟      𝜔𝑔     𝜃     �̇�], 𝑢
𝑇 = [𝑇𝑟      𝑇𝑔     𝛽𝑟] ,     𝑦

𝑇 = [𝜔𝑟      𝜔𝑔     𝛽]. 

 

𝐴 =

[
 
 
 
 
 
 
 
 
0 0 0 0 1

0 −
𝐵𝑑𝑡
𝑗𝑟

𝐵𝑑𝑡
𝑗𝑟𝑁

−
𝐾𝑠
𝑗𝑟

0

0
𝐵𝑑𝑡
𝑗𝑔𝑁

−
𝐵𝑑𝑡
𝑗𝑔𝑁2

𝐾𝑠
𝑗𝑔𝑁

0

0 1 −
1

𝑁
0 0

−𝜔𝑛
2 0 0 0 −2𝜁𝜔𝑛]

 
 
 
 
 
 
 
 

, 𝐵 =

[
 
 
 
 
 
 
 
0 0 0
1

𝑗𝑟
0 0

0 −
1

𝑗𝑔
0

0 0 0
0 0 𝜔𝑛

2]
 
 
 
 
 
 
 

C = [
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0

] 

   𝑥, 𝑢 𝑎𝑛𝑑 𝑦 are the system state, input and output signals. A=5 × 5 , B=5 × 3 , C=3 × 5. 𝑑, 𝑓𝑠𝑎𝑛𝑑 𝑓𝑎 

represents the disturbances, sensor faults and actuator faults. A, B, C, E and G are all known 

matrices. 

3.6       Electro-hydraulic servo pitch system for wind turbine   

The variable-speed wind turbines have experienced fast growth and have been preferred in 

big wind power applications [127]. This could be attributed to longer life span, improved power 

quality, high power efficiency and cost efficiency when compared to the fixed speed wind turbine. 

One other advantage of variable speed turbines when looked at in a big range is their ability to cope 

with the frequent change in the wind speed. The variable speed wind turbine pitch system permits 

the turbine to operate in the partial load region with efficiency. There are two categories of the pitch 

operating systems in general. They are electro-mechanical and hydraulic pitch system. The electro-

mechanical system engages an electrical servomotor normally to drive the pitch turbine blades. The 

hydraulic pitch uses a servo valve-controlled hydraulic cylinder to convert through a slider clank 

mechanism the linear displacement of the hydraulic cylinder into the turbine blades pitch angle. 

Electromechanical pitch system suffers a couple of disadvantages like limited torque and low power 

to mass ratio. The hydraulic pitch has a vital advantage like easy installation, high reliability, self-

cooling, and large robustness while it suffers low accuracy in the pitch angle. The low accuracy is 

caused by the nonlinear transformation between hydraulic piston displacement and pitch angle. The 
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pitch angle system proposed in this research is an Ac servo motor driven hydraulic pump which is 

used to drive a hydraulic motor. It consists of a hydraulic motor, pitch gear set two relief valves and 

a variable speed hydraulic pump. The hydraulic motor is driven by the hydraulic pump. The relief 

valves are linked across the hydraulic lines to create an upper limit to the pipeline pressure. For the 

turbine blades the high speed and low torque of the hydraulic motor is converted into the low speed 

and high torque through the pitch gear set. The schematic diagram of the hydraulic pitch drive 

system can be found in Figure 3.08. 

 

Figure 3.08: Schematic of pitch angle hydraulic drive system 

A closer look at Figure 3.08 shows the manipulated variable is the voltage signal of the motor input 

while the controlled variable is the pitch angle of the blade. 

3.6.1 Dynamic modelling  

The input control voltage to the AC servo motor is transferred into the rotational speed of the 

hydraulic motor. Since the servo motor dynamics have much faster response than other components 

in the pitch system.  For simplicity purposes the motor dynamics are neglected and only the static 

gains remain  

 𝑤𝑝(𝑡) = 𝐾𝑎𝑢(𝑡)     (3.22) 

Where 𝑤𝑝 is the rotational speed of the servo motor. 
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 𝐾𝑎is the gain of the servo control unit and the input control voltage is 𝑢. 

The flow in the inlet and outlet pipe of the hydraulic pump is represented by (3.23) and (3.24); 

𝑞1(𝑡) = 𝐷𝑝𝑤𝑝(𝑡) − 𝐶𝑡𝑝[𝑃1(𝑡) − 𝑃2(𝑡)] − 𝑞𝑟1(𝑡)   (3.23) 

𝑞1(𝑡) = 𝐷𝑝𝑤𝑝(𝑡) − 𝐶𝑡𝑝[𝑃1(𝑡) − 𝑃2(𝑡)] − 𝑞𝑟2(𝑡)    (3.24) 

Where  

𝑞1, 𝑞2 is the hydraulic flow rates. 

𝐷𝑝 is the volumetric displacement of the pump. 

𝑃1, 𝑃2 is the hydraulic motor chamber pressures. 

𝐶𝑡𝑝 is the leakage coefficient of the hydraulic pump. 

𝑞𝑟1, 𝑞𝑟2 is the flow rates through the two relief valves. 

The chamber pressures of the hydraulic motor under normal operating conditions are lower than the 

preset pressures of the relief valves. This has led to the flow rates 𝑞𝑟1, 𝑞𝑟2 being set as zero. The 

hydraulic motor chambers continuity equations are written below; 

𝑞1 = 𝐷𝑚𝑤𝑚(𝑡) + 𝐶𝑡𝑚[𝑃1(𝑡) − 𝑃2(𝑡)] +
𝑣1+𝐷𝑚𝜃𝑚(𝑡)

𝛽𝑒
 𝑃1̇(𝑡)   (3.25) 

𝑞2 +
𝑣1−𝐷𝑚𝜃𝑚(𝑡)

𝛽𝑒
 𝑃2̇(𝑡) = 𝐷𝑝𝑤𝑚(𝑡) − 𝐶𝑡𝑚[𝑃1(𝑡) − 𝑃2(𝑡)]   (3.26) 

Where 𝛽𝑒 is the hydraulic fluid effective bulk modulus, 𝐶𝑡𝑚 is the leakage coefficient of the hydraulic 

motor. 𝐷𝑚 is the volumetric displacement of the motor. 𝑤𝑚 is the rotary speed of the hydraulic motor. 

𝑉1, 𝑉2 are the original total control volumes of the hydraulic motor chambers. The others are the parts 

of the motor corresponding to the pump. 

 The torque balance equation of the hydraulic motor is formulated as  

𝐷𝑚(𝑃1(𝑡) − 𝑃2(𝑡)) = 𝐽𝑡𝜃�̈�(𝑡) + 𝐺𝜃𝑚(𝑡) + 𝑇𝑝(𝑡)   (3.27) 

Where 𝐽𝑡 and 𝐺 are the total inertia of the hydraulic motor and pitch load spring gradient respectively. 

𝑇𝑝(𝑡) represents the load torque which includes the active torque needed to drive the blades, which 

is converted through the pitch gear and resistance torque generated by friction increment on the 

hydraulic motor axis, which is treated as fault in this thesis. 

 The resulting pitch angle is described as 
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 𝛽 =
𝜃𝑚(𝑡)

𝑖𝑔
      (3.28) 

Where 𝛽 and 𝑖𝑔 denote the pitch angle and gear ratio respectively. 

The entire pitch angle system dynamics presented in (3.22) to (3.28) are expressed in (3.29). 

𝜃 =
1

𝑗𝑡
[𝐷𝑚(�̇�1 − �̇�2) − 𝐺�̈�𝑚 − �̇�𝑝]  

=
𝐷𝑚

𝐽𝑡
{

𝛽𝑒

𝑣1+𝐷𝑚𝜃𝑚
[𝐷𝑝𝑤𝑝 − 𝐷𝑚𝑤𝑚 − (𝐶𝑡𝑝 + 𝐶𝑡𝑚)(𝑃1 − 𝑃2)]

−
𝛽𝑒

𝑣2−𝐷𝑚𝜃𝑚
[𝐷𝑝𝑤𝑚 − 𝐷𝑝𝑤𝑝 + (𝐶𝑡𝑝 − 𝐶𝑡𝑚)(𝑃1 − 𝑃2)]

} −
1

𝐽𝑡
(𝐺�̈�𝑚 − �̇�𝑝)          (3.29) 

A 3rd order state space model is set up using (3.29) by defining the state variables as  

𝑥1 = 𝛽(𝑡), 𝑥2 = �̇�, 𝑥3 = �̈�. 

�̇�1 = 𝑥2 

�̇�2 = 𝑥3 

�̇�3 =
𝐷𝑚𝛽𝑒

𝐽𝑡(𝑣1+𝐷𝑚𝑖𝑔𝑥1)
[−𝐷𝑚𝑥2 −

(𝐶𝑡𝑝+𝐶𝑡𝑚)

𝐷𝑚
(𝐽𝑡𝑥3 + 𝐺𝑥1 +

𝑇𝑝(𝑡)

𝑖𝑔
) +

𝐷𝑝𝐾𝑎

𝑖𝑔
𝑢(𝑡)]                    (3.30) 

      −
𝐷𝑚𝛽𝑒

𝐽𝑡(𝑣2−𝐷𝑚𝑖𝑔𝑥1)
[−𝐷𝑝𝑥2 +

(𝐶𝑡𝑝−𝐶𝑡𝑚)

𝐷𝑚
(𝐽𝑡𝑥3 + 𝐺𝑥1 +

𝑇𝑝(𝑡)

𝑖𝑔
) −

𝐷𝑝𝐾𝑎

𝑖𝑔
𝑢(𝑡)] −

𝐺

𝐽𝑡
𝑥3 −

�̇�𝑝

𝑗𝑡𝑖𝑔
  

Where the leakage coefficient of the hydraulic pump and motor are denoted as 𝐶𝑡𝑝 and 𝐶𝑡𝑚 

respectively. 

The general form of (3.30) is formulated as follows 

�̇�3 = 𝑔(𝑥) + 𝑏(𝑥)𝑢(𝑡) + 𝑓(𝑡)     (3.31) 

 

𝑔(𝑥) = −
𝐷𝑚𝛽𝑒

𝐽𝑡
{

1

𝑣1+𝐷𝑚𝑖𝑔𝑥1
[𝐷𝑚𝑥2 +

𝐶𝑡𝑝+𝐶𝑡𝑚

𝐷𝑚
(𝐽𝑡𝑥3 + 𝐺𝑥1)]     

   

+
1

𝑣2−𝐷𝑚𝑖𝑔𝑥1
[𝐷𝑚𝑥2 +

𝐶𝑡𝑝+𝐶𝑡𝑚

𝐷𝑚
(𝐽𝑡𝑥3 + 𝐺𝑥1)]} −

𝐺

𝐽𝑡
𝑥3   (3.32) 

𝑏(𝑥) =
𝐷𝑚𝛽𝑒𝐷𝑝𝐾𝑎

𝐽𝑡𝑖𝑔
(

1

𝑣1+𝐷𝑚𝑖𝑔𝑥1
+

1

𝑣2−𝐷𝑚𝑖𝑔𝑥2
)   (3.33) 
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𝑓(𝑡) = −
𝛽𝑒(𝐶𝑡𝑝+𝐶𝑡𝑚)

𝐽𝑡𝑖𝑔
×

1

𝑣1+𝐷𝑚𝑖𝑔𝑥1
× 𝑇𝑝(𝑡) −

1

𝐽𝑡𝑖𝑔
𝑇�̇�(𝑡)  (3.34) 

Where 𝑓(𝑡) represents the fault signal to be detected and tolerated in the control system designed. 

In this thesis 𝑓(𝑡) is a function of 𝑇𝑝(𝑡) and derivative of 𝑇�̇�(𝑡). 𝑇𝑝(𝑡) is the added viscous and column 

friction of pitch system axis and gear set. This is caused by a frequently occurring 

system(component) failure in a wind turbine system. The physical parameters in the model are listed 

in Table 3.1. 

Table 3.1: Physical parameters in the model [128] 

Parameters  Definitions Values 

𝐾𝑎 Gain of the servo motor unit  0.5 (rad/s/V) 

𝐷𝑝 Volumetric displacement of the pump 0.03 (m3/rad) 

𝐶𝑡𝑝 Leakage coefficient of the pump  0.5*10-11 (m3 /s/Pa) 

𝛽𝑒 Bulk modulus of the hydraulic fluid  2.0*10-9(Pa) 

𝑉1 Original total control volume of the hydraulic motor 

chamber in the high pressure side  

0.01(m3) 

𝑉2 Original total control volume of the hydraulic motor 

chamber in the low pressure side  

0.04(m3) 

𝐷𝑚 Volumetric displacement of the motor  0.002 (m3/rad) 

𝐶𝑡𝑚 Leakage coefficient of the motor  0.6*10-11(m3/s/Pa) 

𝐽𝑡 Total inertia of hydraulic motor  138 (kgm2) 

𝐺 Pitch load spring gradient  0.1 (kgm2s2) 

𝑖𝑔 Pitch angle gear ratio 30 
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3.7 Summary 

In this chapter, the benchmark mathematical model of the wind turbine system was developed. The 

wind turbine systems are made up of aerodynamics, pitch actuator, drive train system and 

generator. The turbine is a variable speed and pitch controlled three-blade horizontal-axis turbine. 

A state space model was developed by the combination of the wind turbine blade pitch dynamics 

and drive train dynamics differential equations. A new electrohydraulic servo pitch system of a wind 

turbine was developed. It consists of a hydraulic motor, pitch gear set two relief valves and a variable 

speed hydraulic pump. The dynamic mathematical model and configuration of the pitch system was 

presented. The pitch angle of the blades is the controlled variables. A MATLAB and Simulink were 

used in this modelling. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



P a g e  | 42 

 

CHAPTER 4 

Fault Detection and Isolation (FDI) For Pitch and Drive Train Model Using Unknown Input 

Observer (UIO) 

4.1 Introduction  

The observer method is responsible for the generation of the plant’s state estimate using the plant 

input and output signals [31]. In dynamic systems, a system can be subjected to unknown 

disturbances or unknown input. An unknown input observer has an important role in robust model-

based fault detection and estimation [27]. In this section, a bank of unknown input observers (UIO) 

are modelled to generate a group of residuals achieving fault detection and isolation. The following 

state space model (4.01) represents a linear dynamic system, 

�̇� = 𝐴𝑥 + 𝐵𝑢 + 𝐸𝑑(𝑡) + 𝑄𝑓𝑎     (4.01)       

𝑦 = 𝐶𝑥 + 𝐺𝑓𝑠 

 Where 𝑥 € 𝑅𝑛 is the state vector, 𝑦 € 𝑅𝑝 is the output vector, 𝑢 € 𝑅𝑚 is the input vector, 𝑓𝑎  € 𝑅
𝑞 is 

the actuator or component fault vector and 𝑓𝑠 € 𝑅
𝑟 is the sensor fault vector. 𝐴, 𝐵, 𝑄, 𝐶 𝑎𝑛𝑑 𝐺 are 

known matrices with appropriate dimensions. The term Ed(t) in the system (4.01) can be described 

as disturbance as well as several kinds of uncertainties in modelling such as noise, linearization and 

model reduction errors and nonlinear terms in system dynamics.   

4.2 Unknown input observer (UIO) 

4.2.1  UIO structure 

For the system above (4.01), a full order unknown input observer (UIO) is proposed with the 

structure described as (4.02). 

�̇� = 𝐹𝑧(𝑡) + 𝑇𝐵𝑢(𝑡) + 𝐾𝑦(𝑡)  

�̂�(𝑡) = 𝑧(𝑡) + 𝐻𝑦(𝑡)       (4.02) 

where nx ˆ is the estimated state vector, nz  is the observer state, and F, T, K, H are matrices 

to be designed to achieve unknown actuator faults and input decoupling. 

The estimation error (4.03) when the observer (4.02) is applied to the system (4.01) is governed by 

the following dynamics (4.04), 
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𝑒(𝑡) = 𝑥(𝑡) − �̂�(𝑡)      (4.03) 

�̇� = �̇� − �̇̂� = [𝐴𝑥(𝑡) + 𝐵𝑢(𝑡) + 𝐸𝑑(𝑡)] − [�̇�(𝑡) + 𝐻�̇�(𝑡)]     (4.04) 

where �̇� is replaced with (4.1) without the fault while �̇̂� is calculated by the derivative of (4.02). The 

error dynamics after substituting (4.02) to �̇�, (4.05), (4.04) and �̇� = 𝐶�̇� in (4.04) is (4.07) The term 

Ed(t) in the system (4.04) can be described as disturbance.  

(4.05) is derived from substituting �̂� = 𝑧 + 𝐻𝑦 in (4.02) into (4.03). 

𝑥 = 𝑒 + 𝑧 + 𝐻𝑦      (4.05) 

                𝐾 = 𝐾1 + 𝐾2            (4.06) 

 �̇� = (𝐴 − 𝐻𝐶𝐴 − 𝐾1𝐶)𝑒 + [(𝐴 − 𝐻𝐶𝐴 − 𝐾1𝐶) − 𝐹]𝑧 … 

+[(𝐴 − 𝐻𝐶𝐴 − 𝐾1𝐶)𝐻 − 𝐾2]𝑦 + (𝐼 − 𝑇 − 𝐻𝐶)𝐵𝑢 + (𝐼 − 𝐻𝐶)𝐸𝑑   (4.07) 

(4.07) is considered if the following conditions are satisfied  

(𝐻𝐶 − 𝐼)𝐸 = 0      (4.08) 

𝑇 = 𝐼 − 𝐻𝐶                  (4.09) 

𝐹 = 𝐴 − 𝐻𝐶𝐴 − 𝐾1𝐶                (4.10) 

𝐾2 = 𝐹𝐻       (4.11) 

The state estimation error will then be 

�̇�(𝑡) = 𝐹𝑒(𝑡)                   (4.12) 

If all the eigenvalues of the matrix F are in the left-hand side of the s plane, the error will 

asymptotically approach zero, and the UIO estimation �̂� asymptotically converges to x(t) in the 

presence of unknown input d(t). 

4.2.2  UIO Design 

The design of the observer is to find out the matrices H, K1, K, F, T and K2 to satisfy (4.08) to 

(4.11). 
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The tasks for designing it are listed as follows: 

(i) Solve H using (4.08), 

(ii) Use the pole placement method to select K1 and obtain F to satisfy (4.10) and 

F is stable. 

(iii) Calculate T using (4.09), K2 with (4.11), and with (4.06). 

4.2.2.1 The first step 

(4.08) is 𝐻𝐶𝐸 = 𝐸. Thus, 𝐻 can be solved as 𝐻 = 𝐸(𝐶𝐸)∗ if   

𝑟𝑎𝑛𝑘(𝐶𝐸) = 𝑟𝑎𝑛𝑘(𝐸)     (4.13) 

Where (𝐶𝐸)∗ is the left inverse of CE and is given as  

(𝐶𝐸)∗ = [(𝐶𝐸)𝑇𝐶𝐸]−1(𝐶𝐸)𝑇      (4.14) 

H has a general solution, which is presented in (4.15); 

𝐻 = 𝐸(𝐶𝐸)∗ + 𝐻0[𝐼𝑝 − 𝐶𝐸(𝐶𝐸)
∗]     (4.15) 

Where 
pnH 0  is an arbitrary matrix. 

4.2.2.2 The second step  

(4.10) is of the form  

𝐹 = 𝐴 − 𝐻𝐶𝐴 − 𝐾1 

   = 𝐴 − {𝐸(𝐶𝐸)∗ + 𝐻0[𝐼𝑃 − 𝐶𝐸(𝐶𝐸)
∗]}𝐶𝐴 − 𝐾1𝐶 

     = 𝐴 − 𝐸(𝐶𝐸)∗𝐶𝐴 − {𝐾1𝐶 + 𝐻0[𝐼𝑝 − 𝐶𝐸(𝐶𝐸)
∗]𝐶𝐴}               (4.16) 

= [𝐼𝑛 − 𝐸(𝐶𝐸)
∗𝐶]𝐴 − [𝐾1  𝐻0] 









− ACCEEIC

C

n ])([ *
 

Let 

𝐴1 = [𝐼𝑛 − 𝐸(𝐶𝐸)
∗𝐶]𝐴    (4.17) 

𝐾1̅̅ ̅ = [𝐾1   𝐻0]        (4.18) 
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







=

1

1
CA

C
C        (4.19) 

 

(4.16) then becomes, 

𝐹 = 𝐴1 − 𝐾1̅̅ ̅ 𝐶1̅̅ ̅      (4.20) 

(4.20) is a basic state observer design problem. 𝐾1̅̅ ̅ is solved using pole assignment method. The 

MATLAB function “place” in the “Control Systems Toolbox” can be used. If the desired poles are 

given in 𝑃 = [𝜆1 𝜆2… 𝜆5] for (4.20); 𝐾1̅̅ ̅ can be calculated with  

 𝐾1̅̅ ̅ = [𝑝𝑙𝑎𝑐𝑒(𝐴1
𝑇 , 𝐶1

𝑇 , 𝑃)]𝑇      (4.21) 

Finally a stable observer matrix F is guaranteed to be achieved if the pair (𝐶, 𝐴1) and (𝐶1̅̅ ̅, 𝐴) is 

detectable. 

The design summary is outlined below; 

1. Test the two conditions, (4.13) and the pair (𝐶, 𝐴1) is detectable. If satisfied then proceed; 

otherwise, the UIO does not exist. 

2. Determine the desired poles and calculate 𝐾1̅̅ ̅ with (4.21), 

3. Determine 𝐾1 and  𝐻0 with (4.18) and calculate F with (4.20), 

4. Calculate 𝐻 with (4.15),𝐾2 with (4.11), and 𝑇 with (4.09). 

 

4.3 FDI for wind turbine 

4.3.1 Wind turbine model without fault 

The wind turbine parameters used in [1] are stated in table 4.1. These parameters are substituted 

into (4.01). Since there is no fault considered here E, Q and G are all zero matric.  

 

Table 4.1: Wind turbine parameters [1] 

Parameters Value 

N 97 
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𝐽𝑟 5.9154 × 107 

 𝐽𝑔 500 

𝐷𝑔 6.215 × 106 

𝐾𝑠 8.6763 × 108 

ζ 0.9 

𝑅 63 

𝜌 1.225 

𝜏 0.1 

ωn 0.88 

 

The other matrices A, B and C are calculated on mat lab using the parameters in table 4.01. These 

values are stated below. 

 

𝐴 =

[
 
 
 
 
0 0 0 0 1
0 −0 0 15 0
0 128 −1 17889 0
0 1 −0 0 0
−1 0 0 0 −2]

 
 
 
 

, 𝐵 =

[
 
 
 
 

0 0 0
1.6905 ∗ 10−8 0 0

0 −0.0020 0
0 0 0
0 0 0.7744]

 
 
 
 

 

C = [

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0

], 

The system input is chosen as  

𝑉𝑤(𝑡) = {
12, 0 < 𝑡 < 50
15, 50 < 𝑡 < 100

      (4.22) 

𝛽𝑟𝑒𝑓 = 35 + sin (0.04 ∗ 𝑝𝑖 ∗ 𝑡)           (4.23) 



P a g e  | 47 

 

𝑇𝑔𝑟𝑒𝑓(𝑡) =
𝑃𝑟

𝑤𝑟𝑎𝑡𝑒𝑑∗𝑁 
        (4.24) 

4.3.2  Fault Simulation 

Different kinds of faults were considered in this thesis. These faults include actuator and sensor 

faults. 

4.3.2.1 Actuator fault 

The actuator fault is denoted as ∆𝜏𝑔. The cause of this fault is due to the malfunction of some 

components in the converter [3]. The fault is assumed to occur on the generator torque 𝑇𝑔 between 

10 and 20 secs. The value of  𝑇𝑔  increased by 70%. The consequence of this fault is that the torque 

control is slow [3]. The system experienced an unknown load disturbance in the pitch angle of the 

rotor in the time frame 40 to 50 secs. The disturbance 𝑑(𝑡) is chosen as 

𝑑(𝑡) = {
1000, 0 < 𝑡 < 40
200, 40 < 𝑡 < 50

1000           50 < 𝑡 < 100
 

  

The M file is then run to simulate the faults.  

4.3.2.2 Sensor Fault  

Here three different sensor faults are considered. The pitch angle measurement is the first sensor 

fault to be considered. The fault is assumed to occur during the test time 20 to 30 secs. The 

generator speed sensor is the second sensor fault to be simulated. There was a 50% drop in the 

measured rotor during time 40 to 50 secs. The last sensor fault to be discussed here is the 

measurement of rotor speed. The wrong value was shown between 30 and 40 secs.  

4.3.3  WT model with fault 

According to the simulated faults and disturbance the matrices E, Q and G are constructed on matlab 

and the values are stated below. 

𝑄 =

[
 
 
 
 

0
0

−0.0020
0
0 ]

 
 
 
 

,  𝐸 =

[
 
 
 
 

0
1.6905 ∗ 10−8

0
0
0 ]

 
 
 
 

  𝐺 = [

1
1
0
1

] 
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4.3.4  UIO design for WT 

The UIO design parameters H, K1, F, T and K2 could be calculated to satisfy (4.08) to (4.11). This is 

calculated on Matlab and the values of the matrices are stated below.  

𝑇 =

[
 
 
 
 

0 0 0 0 1
0 0 0 −0.5 0
0 0 0 0.0670 0
0 0 −0.0001 0.5071 0

−2.4160 0 0 0 1]
 
 
 
 

, 𝐻 =

[
 
 
 
 

1 0 0 0
0 1 0 0.5
0 0 1 −0.0670
0 0 0.0001 0.4929

2.4160 0 0 0 ]
 
 
 
 

, 

𝐾1 =

[
 
 
 
 

10 0 0 0
0 0.5 0.0052 −0.0036
0 0.0670 12.9993 0.0005
0 0.4928 −0.0051 −0.0035

−0.7744 0 0 0 ]
 
 
 
 

 𝐾2 =

[
 
 
 
 
−10 0 0 0
0 −1 0 −0.5
0 0 −13 0.8711
0 0 0.0002 −0.9857

−9.6640 0 0 0 ]
 
 
 
 

, 

𝐹 =

[
 
 
 
 
−10 0 0 0 0
0 −1 0 0 0
0 0 −13 0 0
0 0 0 −2 0
0 0 0 0 −4]

 
 
 
 

 

4.4 SIMULINK STUDIES 

4.4.1 Simulation model 

The Simulink model is designed with three sub-models, one for the system and the other two for the 

aerodynamic torque and UIO respectively. The UIO is presented in Figure 4.04 The plant is built 

according to (4.01) and can be shown in Figure 4.01. The aerodynamic torque is designed using 

(3.01) and presented in Figure 4.05.  
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Figure 4.01: The wind turbine plant
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Figure 4.02: WT model with faults 
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Figure 4.03: Fault Detection model 
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Figure 4.04: Sub-model 1: Structure of the full-order UIO 
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Figure 4.05: Sub-model 111: The aerodynamic torque
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4.4.2 Simulink results 

4.4.2.1 No fault 

 

Figure 4.06: Wind turbine output with no fault. 

 

 

Figure 4.07: Changes of Residual during no fault and no disturbance. 
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4.4.2.2 Actuator fault  

Figure 4.08 displays the changes of residual signal during actuator fault including the disturbance. 

A close look at Figure 4.08 reveals that the residual signals are non-zero within the time frame of 

110 - 120 seconds. It is also observed that the system is robust to the disturbance on the rotor 

torque within the time frame 140 to 150 secs.  

 

 

Figure 4.08: Changes of Residual during actuator fault and disturbance. 

 

4.4.2.3 Sensor faults  

In this research three different sensor faults are considered. The pitch angle measurement is the 

first sensor fault to be considered. We assumed that the fault in the pitch angle sensor occurred 

during the test time 220 secs to 230secs. This is shown in figure 4.09 where the measured pitch 

angle changed to 70 degrees and the residual also deviated from zero at the fault time. 
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Figure 4.09: Changes of Residual during pitch angle sensor fault. 

The rotor speed sensor is the second sensor fault considered in this research.  The measured 

rotor speed value increased by 0.25 during the fault times 330 secs to 340 secs. The residual 

deviates from zero when the fault has occurred as presented in figure 4.10. Figure 4.11 shows the 

generator speed sensor fault and the residual. The value for the generator speed was incorrect 

between 440 secs and 450secs. The residual also deviated from zero at the fault time. 
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Figure 4.10: Changes of Residual during rotor speed sensor fault 

 

Figure 4.11: Changes of Residual during rotor speed sensor fault. 
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4.5 Summary 

A robust fault detection approach using unknown input observer is proposed. A robust UIO which 

is sensitive to faults in the state equation and output equation while robust to system disturbance 

is designed using the wind turbine system. Actuator fault and three sensor faults were simulated, 

and the results show that the observer is working as desired. The fault detection residual is 

robust to disturbances and sensitive to simulated faults. This method was used to check if the 

fault in the linear model of the wind turbine can be simulated. 
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CHAPTER 5 

Fault Diagnosis for Wind Turbine Systems Using A Neural Network Estimator. 
 

5.1 Introduction  

A new robust method is developed for fault detection and isolation of a wind turbine system. The 

fault diagnosis method engages a RBFNN in an independent mode to diagnose faults in a wind 

turbine using the weighted sum-squared prediction error as the residual. Radial basis function neural 

network (RBFNN) is chosen over the unknown input observer developed earlier because of its 

quality to approximate a nonlinear input system to a linear output [100]. For the fault isolation another 

RBFNN is used as a fault classifier to isolate faults in the residual vector. Different actuator fault and 

sensor faults are simulated in the wind turbine system on Simulink. The robust method is used to 

detect and isolate faults in the wind turbine system. When compared with other neural networks, the 

training process of RBFNN is fast and better [125]. 

5.2 Radial basis function (RBF) network configuration and training algorithms  

The RBF network is a feed-forward network made up of three layers: input layer, hidden layers 

and output layer where 𝑥 = [𝑥1, 𝑥2, 𝑥3… . 𝑥𝑚]
𝑇 ∈  𝑅𝑚 is the input vector, ℎ = [ℎ1, ℎ2, ℎ3, … ℎ𝑞]

𝑇
∈ 𝑅𝑞 is 

the output vector of the hidden layer [33]. 𝑤(𝑘)𝜖𝑅𝑝×𝑞 is the weight of the matrix with entry 𝑤𝑥𝑦, which 

is simply the weight linking the yth node in the hidden layer to the 𝑥𝑡ℎ node in the output layer and 

the output vector of the RBF network is represented as �̂� = [�̂�1, �̂�2, �̂�3, .  .  . , �̂�𝑞]
𝑇
. Figure 5.01 shows 

the structure of the RBFNN. 

 

Figure 5.01: RBFNN Structure 
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The RBF is represented in mathematical terms as  

�̂�(𝑘) =
𝑤

ℎ(𝑘)
     (5.01) 

ℎ(𝑘) = 𝑓[𝑧(𝑘)]     (5.02) 

𝑧𝑖(𝑘) = √[𝑥(𝑘) − 𝐶𝑖]
𝑇[𝑥(𝑘) − 𝐶𝑖] = ‖𝑥(𝑘) − 𝐶𝑖‖    (5.03) 

 

where 𝑖 = 1,2,∙ ∙ ∙ 𝑞. 𝑓[∙] is the nonlinear activation function in the hidden layer. [∙] represents the 

equation for finding the Gaussian basis function. 

𝑓[𝑧(𝑘), 𝜎] = 𝑒
−(

𝑧2(𝑘)

𝜎2
)
      (5.04) 

where 𝜎 is a positive scalar known as width, which is defined as a distance scaling parameter to 

determine the distance in the input space over which the unit will have a significant output. 

In this research the RBF network will be used to predict some unmeasurable variables. This 

is achieved by the following steps. 

➢ determine network input according to the dynamics of the system,  

➢ data collection and scaling,  

➢ network training and validation.  

In the training of the network the number 𝑞 of centers is determined, the appropriate centres 𝐶𝑖 and 

widths 𝜎𝑖,𝑖 = 1,2,3, . . . 𝑞 is found from the training data sets and the weight 𝑤 is obtained by training 

data and validating the network in healthy operating conditions. The training algorithms are 

explained briefly. 

5.2.1 K-means algorithm 

In this research, the centres of the RBF network are chosen using the algorithm from a set of 

training data. This is achieved using the K-means clustering algorithm. Its objective is to minimize 

the sum squared distances from each input data to the closest centre to ensure adequately covered 

data by the activation function 𝑓[∙]. The steps are listed below; 

➢ Choose 𝑞 initial cluster centres 𝑐1(1), 𝑐2(1), . . . 𝑐𝑞(1). 

➢ Distribute the sample {x} into 𝑆𝑗(𝑡) among the q clusters domain at the 𝑖𝑡ℎ iteration step. The 

set of samples whose cluster is 𝐶𝑗(𝑡) are denoted as 𝑆𝑗(𝑡). 
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𝑥𝜖𝑆𝑗(𝑖) 𝑖𝑓 ‖𝑥(𝑘) − 𝐶𝑖‖ <   ‖𝑥(𝑘) − 𝐶𝑖‖ 

Where 𝑗 = 1,2,3, . . . 𝑞, 𝑖 = 1,2,3, . . . 𝑞. 

➢ Update the cluster centres 

𝑐𝑗(𝑖 + 1) =
1

𝑁𝑗
∑ 𝑆𝑗(𝑡)

𝑁𝑗

𝑗
 

Where 𝑁𝑗  is the number of elements in 𝑆𝑗(𝑡) 

➢ Repeat the second and third step above until  

𝐶𝑗(𝑖 + 1) = 𝑐𝑗(𝑡) 

5.2.2 P-nearest neighbour method 

The 𝑝 nearest neigbours method is used in computing the RBF network width 𝜎 of each unit. The 

procedure is that the excitation of each node should overlap with some other nodes (mostly the 

closest) to ensure the smooth interpolation surface between nodes to be obtained. For this to be 

achieved each hidden node must activate at least one other hidden node to a significant degree. 

The width is selected so that 𝜎 is greater than the distance to the nearest unit centre. This can be 

calculated using (5.05). 

𝜎𝑖 = (
1

𝑝
∑ ‖𝐶𝑖 − 𝐶𝑗‖

2𝑝
𝑗=1 )

1

2
      (5.05) 

 Where 𝑖 = 1,2,3, …𝑞 and 𝐶𝑗 is the 𝑝-nearest neighbour of 𝐶𝑖. For the nonlinear approximation,𝑝 

depends on the problem and requires experiments to be made to find it. 

5.2.3 Recursive least square algorithm 

This is a recursive form of the least squares algorithm. It is used here to determine the RBF 

network weights W which is summarized as follows [32] 

𝑌𝑝(𝑡) = 𝑌𝑐(𝑡) −𝑊(𝑡 − 1)ℎ(𝑡)     (5.06) 

𝑔𝑧(𝑡) =
𝑃𝑧(𝑡−1)ℎ(𝑡)

𝜇+ℎ𝑇(𝑡)𝑃𝑧(𝑡−1)ℎ(𝑡)
     (5.07) 

𝑃𝑧(𝑡) = 𝜇−1[𝑃𝑧(𝑡 − 1) − 𝑔𝑧(𝑡)ℎ
𝑇(𝑡)𝑃𝑧(𝑡 − 1)]    (5.08) 

𝑊(𝑡) = 𝑊(𝑡 − 1) + 𝑔𝑧(𝑡)𝑌𝑝(𝑡)      (5.09) 

Where 𝑊(𝑡) and h(k) represents the RBF network weights and activation function outputs 

respectively at iteration k, 𝑦𝑐(𝑘) is the process output vector, and 𝑃𝑧 and 𝑔𝑧 are middle terms. 𝜇 here 
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is called the forgetting factor ranging from 0 to 1 and is chosen to be 1 for offline training. The 

parameters 𝑔𝑧,𝑊 𝑎𝑛𝑑 𝑃𝑧 are updated orderly for each sample with change in the activation function 

output h(k). 

5.3  FDI for wind turbines using RBF network.  

We will detail the fault diagnosis of a wind turbine using an RBFNN. At a healthy condition an RBFNN 

is trained with data collected from the wind turbine at no fault. The model is placed parallel to the 

wind turbine in an online mode to predict the output of the wind turbine. The residual signal is the 

modelling error between the wind turbine output and the predicted model. This indicates that when 

there is no fault in the wind turbine the residual displays the modelling error caused by noise. When 

a fault occurs the wind turbine output will be affected, and the values will deviate from the nominal 

values while the predicted model is not affected by the fault. The residual will be able to pick the 

fault because there will be a significant deviation from zero. The importance of fault isolation in the 

FDI process is the capacity to classify the time and type of faults that occurred. An additional RBF 

NN is used as a classifier to achieve the fault isolation. The importance of an additional RBF NN is 

to build a framework of nonlinear observer for isolation of more than 3 faults. The information of all 

faults is included in the modelling error. The modelling error will be used as the input to the classifier 

as different faults will affect each element in the modelling error vector differently. The training of 

the RBF NN is outlined below; collect engine data for each of the faults occurring, these data are 

fed into the classifier with the non-fault target being all zeros (0) and the output of the fault indicated 

as ones (1). In an on-line mode, any output which turns to 1 shows that the faults associated with it 

occurs. If all the faults occur differently and have different characteristics the faults can be isolated 

clearly with this characteristic. Figure 5.02 shows Schematic of fault diagnosis for a WT using RBF 

networks. 
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Figure 5.02: Schematic of fault diagnosis for engines using RBF networks. 

5.4 RBF Model of a Wind turbine System 

5.4.1 Data collection 

This is the first step towards developing a RBFNN. Here a set of random amplitude signals (RAS) 

are generated and used as wind turbine system input signals. The three input signals are the wind 

speed, reference blade pitch angle and reference generator torque.  The ranges of these signals 

are presented in table 5.1. This is generated randomly to cover the whole range of frequencies and 

entire operation space of amplitude in the wind turbine. 
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Table 5.1: Wind turbine input signals 

RAS Minimum Maximum 

𝐵𝑟𝑒𝑓 10 35 

𝑇𝑔𝑟 4068 40680 

𝑣𝑤   5 20 

 

All the raw data samples are scaled into the range [0, 1] using (5.10) to increase the accuracy of the 

RBF and decrease the error. 

            𝑈𝑠𝑐𝑎𝑙𝑒 =
𝑢(𝑘)−𝑢𝑚𝑖𝑛

𝑢𝑚𝑎𝑥−𝑢𝑚𝑖𝑛
       

 𝑦𝑠𝑐𝑎𝑙𝑒 =
𝑦(𝑘)−𝑦𝑚𝑖𝑛

𝑦𝑚𝑎𝑥−𝑦𝑚𝑖𝑛
     (5.10) 

Where 𝑢min,𝑢max,𝑦min,𝑦max,are the minimum and maximum inputs-outputs of the data sets, while 

𝑈𝑠𝑐𝑎𝑙𝑒 and 𝑦𝑠𝑐𝑎𝑙𝑒 are the scaled input and outputs respectively. The random amplitude signals 

(RAS) of the three inputs are shown in Figures 5.03 to 5.05.
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Figure 5.03: Random amplitude signal of pitch angle reference 
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Figure 5.04: Random amplitude signal of wind speed 
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Figure 5.05: Random amplitude signal of reference generator torque 

 

Figure 5.06 the wind turbine Simulink model is presented with three inputs including the wind 

speed. A random number was used to generate the wind speed as it is difficult to measure the 

wind speed in real life. The set of RAS generated in Figures 5.03 to 5.05 are used as the inputs of 

the wind turbine Simulink model. This can be shown in Figure 5.07.  
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Figure 5.06: Wind turbine Simulink model 
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Figure 5.07: Simulink model of wind turbine with RAS input 

5.4.2 Modelling structure  

The input of the RBF model will now be determined. The selection is based on modelling trials where 

the model structure generates the smallest modelling errors. The equation is  

�̂�(𝑘) = 𝑓[�̂�(𝑘 − 1)�̂�(𝑘 − 2)�̂�(𝑘 − 3), 𝑢(𝑘 − 1), 𝑢(𝑘 − 2), 𝑢(𝑘 − 3)] + 𝑒(𝑘) 

The selected structure is made up of 18 inputs and 3 outputs. The hidden layer was chosen 

to be 8. This is chosen by experiment. The center is calculated using k-means clustering algorithm 

and the width 𝜎 was chosen using the p-nearest neighbors. The training algorithm used in [32] was 

used. 𝜇 = 0.99, 𝑤(0) = 1 × 10−8 × 𝑈𝑛ℎ×3,𝑃(0) = 1 × 108 × 𝐼𝑛ℎ where I is an identity matrix ,𝑛ℎ is the 

number of hidden layers while 𝜇  is the forgetting factor. The simulation will run for 1000secs with 

1000 data samples collected. These data samples were used to train the RBF NN. Figures 5.08 to 

5.10 show the model training and validation results of pitch angle, rotor speed and generator speed 

respectively. This shows a good match between the wind turbine output and the RBF model output 

with small error. 8 centers gave minimum prediction error (MPE) as shown in table 5.2. The 

simulation results of training and testing the RBF NN model using 8 hidden nodes at nominal 
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condition were very good and a good prediction between the wind turbine output and RBF NN output 

was achieved. The mean absolute error index is used to assess the modelling effects. 

Table 5.2: Minimum prediction error (MPE) 

Outputs Minimum Absolute 

Error (MAE) 

Pitch angle 0.0286 

Rotor speed 0.0181 

Generator speed 0.0181 

 

 

Figure 5.08: Pitch angle training data output.
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Figure 5.09: Rotor speed training data output 
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Figure 5.10: Generator speed training data output
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5.5 Fault detection using RBF NN 

5.5.1 No fault condition 

An independent NN model is trained with data collected from the wind turbine at healthy conditions. 

The modelling error between the wind turbine output and the model prediction will be used as the 

residual signal. Here the residual is just modelling error caused by noise and model-plant mismatch. 

This is shown in figure 5.11. 

 

Figure 5.11: Residual signals of the wind turbine 
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5.5.2 At faulty condition 

A total of 5000 data sets were used in testing. Three sensor faults are considered here. They are 

20 to 50 percent changes on the output of the wind turbine blade angle, rotor speed and generator 

speed sensors. The faults occurred as can be presented in Table 5.3. The faulty data for the sensors 

are generated using multiplying factors of 0.5, 1.5,1 respectively. These faults are simulated with 

the wind turbine model. Figure 5.12 shows the residual signal of the wind turbine. It can be seen 

clearly that the three sensor faults could be detected by the designed RBF Neural network. 

Table 5.3: Sensor Output fault time 

Outputs Time of fault 

Pitch angle 1000-1500 

Rotor speed 4000-4500 

Generator speed 2500-3000 



P a g e  | 75 

 

 

Figure 5.12: Residual signals of a faulty wind turbine 

5.6 Fault Isolation using Rbf NN 

Here an additional RBF neural network as a classifier is used to isolate all kinds of faults. The 

classifier has three inputs and four outputs with one representing “No fault”. The inputs of the 

classifier are the modelling error vector which includes information of all faults. Four sets of data are 

collected with the first set rid of faults and the other three sets each with one fault only. The training 
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of the classifier starts with data collection from the wind turbine for each of the faults occurring only; 

these data are fed to the classifier and the target of the output being “1” for the dedicated output and 

every other output being “0”. 4000 data samples were collected with 1000 data samples without 

fault and each set of 1000 with one of the other faults. The centers and widths are chosen using the 

K-means clustering algorithm and the P-nearest centers method respectively. The number of hidden 

layers was tried using trial and error and it was chosen to be “6”. Figures 5.13 to 5.15 shows the 

filtered output of the fault classifier. From these figures it can be observed that the faults were clearly 

isolated. 

Table 5.4: Sample data and fault type 

Data Samples Fault Type 

0-999 No Fault 

1000-1200 Generator speed sensor fault 

1201-1999 No Fault 

2000-2200 Rotor speed sensor fault 

2201-2999 No fault 

3000-3200 Pitch angle sensor fault 

3201-4000 No Fault 
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Figure 5.13: Filtered rotor speed output of fault classifier. 
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Figure 5.14: Filtered generator speed output of fault classifier. 
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Figure 5.15: Filtered pitch angle output of fault classifier. 
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5.7 Summary 
In this chapter, a robust fault diagnosis approach using radial basis function neural network is 

proposed. The choice of the RBF is because of its ability to approximate a nonlinear input into a 

linear output. The training process is also faster and better when compared with other types of NN. 

The RBF is trained using sample data during a fault free operating condition. The developed method 

is applied to the benchmark model of the wind turbine system with sensor faults simulated. 

Simulation results demonstrate that the proposed method is effective with residual signal sensitive 

to the sensor faults. For the fault isolation an additional RBF NN was used as a classifier. From the 

simulation results the proposed method successfully isolated all three sensor faults.
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CHAPTER 6 

Fault Detection and Fault Tolerant Control Scheme 

6.1 Introduction 

To achieve fault detection and fault tolerant control, a FOTSMC scheme is developed here 

for a hydraulic pitch angle system and combining the control scheme with a disturbance observer. 

The disturbance observer will be used for fault detection purposes and to help in the fault tolerant 

control. To estimate the fault rate of change an RBF network estimator is proposed.  This method 

was applied to a variable speed wind turbine pitch angle system. 

6.2 Disturbance observer (DO) for fault detection  

The Unknown input observer was used to detect fault in a linear model of the wind turbine 

system. However hydraulic pitch system is a non-linear system which has influenced the choice of 

a new fault detection method disturbance observer. 

A disturbance observer (DO) is designed to detect faults in the variable speed pitch angle 

system. A model following the vector -matrix form is presented for system models (3.31). 

𝑥1̇ = 𝑓(𝑥) + 𝑔1(𝑥)𝑢(𝑡) + 𝑔2𝑑(𝑡)     (6.01) 

Where 𝑥 = [0 0 𝑏(𝑥)],    𝑔2 = [0 0 1]𝑇 . 𝑥 is the system state.  𝑢 ∈ 𝑅 is system input, 𝑔(𝑥)𝑎𝑛𝑑 𝑏(𝑥) are 

smooth nonlinear function with 𝑔(0) = 0 and 𝑏(𝑥) ≠ 0. 𝑑(𝑡) is the system fault. It is assumed that 

𝑑(𝑡)̇  is bounded and continuous and the knowledge of the bounds is not needed. This assumption 

is generally satisfied in engineering problems. 

A disturbance observer for (6.01) is designed in (6.02) 

{
�̇� = −𝑃𝑔2𝑧 − 𝑃[𝑔2𝑃𝑥 + 𝑓(𝑥) + 𝑔1(𝑥)𝑢]

𝑓 = 𝑧 + 𝑃𝑥
     (6.02) 

where 𝑧 ∈ 𝑅, 𝑃 ∈ 𝑅1×3 and 𝑓 are the internal state variable, observer gain matrix and output of the 

observer or the fault estimate respectively. The disturbance observer designed at (6.02) is presented 

on a Simulink model as can be seen in Figure 6.01.
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Figure 6.01: Disturbance observer Simulink model. 
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For the stability and performance of the DO, the fault estimation error defined as (6.03) has the 

dynamics (6.04) 

𝑒𝑓 = 𝑑 − 𝑓      (6.03) 

        𝑒�̇� = �̇� − 𝑓 
̇  

                 = �̇� − �̇� − 𝑃�̇� 

                                      = �̇� − 𝑃𝑔2𝑧 + 𝑃𝑔2𝑃𝑥 + 𝑃𝑓(𝑥) + 𝑃𝑔1(𝑥)𝑢 − 𝑃𝑓(𝑥) − 𝑃𝑔1(𝑥)𝑢 − 𝑃𝑔2𝑑 

= �̇� − 𝑃𝑔2𝑧 + 𝑃𝑔2𝑃𝑥 − 𝑃𝑔2𝑑 

                                                                 = �̇� − 𝑃𝑔2𝑒𝑓                     (6.04) 

For (6.04) to be stable, P is designed such that 𝑃𝑔2 > 0. 

The fault estimation error will converge to zero if the fault is a constant signal. This means that at 

steady state the fault estimation is accurate. However, in industrial applications this may not be the 

case because some faults are time varying. Real faults are related to estimated faults in (6.05). 

(6.05) is derived from (6.03). 

 𝑓 = 𝑃𝑔2𝑒𝑓 

       = 𝑃𝑔2𝑑 − 𝑃𝑔2𝑓                         (6.05) 

It is concluded that 𝑓  is a low pass first order filter output of the original fault signal (𝑑). The time 

constant of the filter is 𝜏 = 𝑃𝑔2. If P is designed small the estimation error can be reduced. 

6.3 Fault tolerant control scheme 

For the fault tolerant control scheme, a robust full order terminal sliding mode control scheme is 

designed with an RBF network updated online to compensate the effects of the faults.  A disturbance 

observer is developed to help in fault detection and for fault tolerant control.  The control system for 

the nonlinear hydraulic pitch system is designed in a way that the output 𝑥1 tracks the refrence signal  

such that when a fault occurs, the stability of  the closed loop system is guaranteed with the fault 

not influencing the tracking performance. The use of FOTSM control technique makes the system 
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states reach the TSM and then converge to the equilibrium in finite time. The chattering 

phenomenon is eliminated because the controller uses the forms of integrator or low pass filter.  

For an nth order nonlinear system as described in (6.06), a model based FOTSM control model 

that uses the RBF to approximate the nonlinear function was developed.  

{

𝑥1̇ = 𝑥2
𝑥2̇ = 𝑥3
. . .

𝑥�̇� = 𝑓(𝑥) + 𝑑(𝑥) + 𝑏(𝑥)𝑢

     (6.06) 

Where 𝑥 = [𝑥1, 𝑥2, … , 𝑥𝑛]
𝑇 ∈ 𝑅𝑛 Is the system state  𝑢 ∈ 𝑅 is the system input,  

𝑓(𝑥) and 𝑏(𝑥) denotes Continuous nonlinear functions with  𝑓(0) = 0 and 𝑏(𝑥) ≠ 0. The fault signal 

of the system is denoted as  𝑑(𝑥) . There is an assumption that the first order derivative of the fault  

�̇�(𝑥) is bounded and a continuous function. The bound of the fault change in the system is unknown. 

Definition 

A FOTSM manifold definition used here when compared to the definition in [38] looks similar. The 

difference is that the tracking error is used for the reference tracking control instead of the system 

state.  

𝑠 = 𝑒�̇� + 𝛽𝑛𝑒𝑛
𝑎𝑛+. . . 𝛽1𝑒1

𝑎1      (6.07) 

Where 𝑒𝑖 (𝑖 = 1,2, . . . , 𝑛) as defined below is the tracking error with 𝑟(𝑡) being the reference output. 

{
 
 

 
 

𝑒1 = 𝑥1 − 𝑟
𝑒2 = 𝑒1̇ = 𝑥1̇ − �̇�

.

.

.
𝑒𝑛 = �̇�𝑛−1

       (6.08) 

When 𝛽𝑖 (𝑖 = 1,2, . . . , 𝑛)  is designed the condition that the polynomial  

𝑝𝑛 + 𝛽𝑛𝑝
𝑛−1 +⋯+ 𝛽2𝑝

1 + 𝛽1 is Hurwitz is fulfilled. 𝛼𝑖(𝑖 = 1,2, . . . , 𝑛) is designed as  

{

𝑎1 = 𝑎2                                       𝑛 = 1

𝑎𝑖−1 =
𝑎𝑖𝑎(𝑖+1)

2𝑎𝑖+1−𝑎𝑖
          𝑖 = 2,… , 𝑛  ∀𝑛 ≥ 2

 

  (6.09) 
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Where 𝑎𝑛+1 = 1, 𝑎𝑛 = 𝑎, 𝑎 ∈ (1 − 𝜀, 1), 𝜖 ∈ (0,1). 

Once a FOTSM is achieved s=0 is reached and the tracking error in (6.08) will converge to zero and 

converge to the terminal sliding mode within finite time. The scheme introduced in [34] is designed 

to achieve convergence of system state in (6.06) in finite time. The scheme needs previous 

knowledge of the upper bounds  𝑑(𝑥) and �̇�(𝑥). This may not be available for some practical 

applications. A new method will be developed to guarantee finite time convergence of the tracking 

error and system states without knowledge of fault and fault derivatives. The RBF estimator will be 

used to approximate the fault derivative.  This new method combines the online estimation of the 

fault change rate by an adaptive RBF network and a model FOTSM to drive the states onto the 

sliding surface. 

The RBF network is used to estimate the fault derivative �̇�(𝑥) from the current system state and it 

is defined as (6.10). 

 �̇�(𝑥) = 𝑊𝑇∅(𝑦) + 𝜖     (6.10) 

Where the approximation error is denoted as 𝜖 , 𝑦 = [𝑥1, … , 𝑥𝑛, 𝑥�̇�] is the RBF input vector. The 

nonlinear basis function is presented as ∅(𝑦) = [∅1(𝑦), ∅2(𝑦),… , ∅𝑖(𝑦)]
𝑇 ∈ 𝑅𝑙 , 𝑊 =

[𝑤1, 𝑤2, … , 𝑤𝑖]
𝑇 ∈ 𝑅𝑙 is the weight vector. The Gaussian function can be expressed in (6.11) 

∅(𝑦) = exp (−
||𝑦−𝑐𝑖||

2

𝜔𝑖
2 ) 𝑖 = 1,… , 𝑙   (6.11) 

Where 𝑐𝑖 is the centre of the 𝑖th hidden layer node. 𝑤𝑖 is the radius of the 𝑖th Gaussian function. 

The controller is designed below based on the RBF neural network and the FOTSM manifold in 

(6.07) 

𝑢 = 𝑏−1(𝑥)(𝑢1 + 𝑢2)      (6.12) 

𝑢1 = −𝑓(𝑥) − 𝛽𝑛𝑒𝑛
𝑎𝑛  − . . . − 𝛽1𝑒1

𝑎1 + �̈�   (6.13) 

𝑢2̇ = −𝑊𝑇∅(𝑦) − (𝑘 + 𝜂)𝑠𝑔𝑛(𝑠)     (6.14) 
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Where 𝐾 > 𝜖𝑁 , 𝜂 > 0, the signum function is denoted as sgn(0). Using the information provided by 

the states in the network input vector 𝑧(𝑥), the RBF estimator is adapted online. The adaptation 

law is designed in (6.15) 

�̇̂� =
1

𝛾
𝑠∅(𝑦)      (6.15) 

Where 𝛾 > 0 is the inverse of a learning rate. The post fault stability of the closed-loop system 

given the designed control law and the adaptation law of the Rbf network is stated by the 

theorems below.  

Theorem 1 

In (6.06), If the Fotsm manifold is chosen as (6.07) and the control law and network adaptation law 

are designed as in (6.12) – (6.15) then the state of the closed loop system will converge to zero 

which makes the system stable. 

7.3.1 Lyapunov Stability test  

The following Lyapunov function will be used  

𝑉 =
1

2
𝑠2 +

1

2
𝛾�̃�𝑇�̃� 

Where �̃� = 𝑊𝑇 − �̂� is the RBF network weight convergence error.  

�̇� = 𝑠�̇� + 𝛾�̃�𝑇�̃�     (6.16) 

Substitute (6.06) into (6.07) 

𝑠 = 𝑓(𝑥) + 𝑑(𝑥) − �̈� + 𝑏(𝑥)𝑢 + 𝛽𝑛𝑒𝑛
𝑎𝑛 +⋯+ 𝛽1𝑒1

𝑎1 

From (6.12) and (6.13) 

𝑠 = 𝑓(𝑥) + 𝑑(𝑥) − �̈� + 𝑢1 + 𝑢2 + 𝛽𝑛𝑒𝑛
𝑎𝑛+. . . +𝛽1𝑒1

𝑎1 

𝑠 = 𝑓(𝑥) + 𝑑(𝑥) − �̈� − 𝑓(𝑥) − 𝛽𝑛𝑒𝑛
𝑎𝑛  − . . . − 𝛽1𝑒1

𝑎1 + �̈� + 𝑢2 + 𝛽𝑛𝑒𝑛
𝑎𝑛+. . . +𝛽1𝑒1

𝑎1 

= 𝑑(𝑥) + 𝑢2      (6.17) 

The time derivative of (6.17) gives  
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�̇� = 𝑑(𝑥)̇ + 𝑢2̇      (6.18) 

Substituting (6.10) and (6.14) in (6.18) gives us  

�̇� = 𝑊𝑇∅(𝑦) + 𝜖 − �̂�𝑇∅(𝑦) − (𝑘 + 𝜂)𝑠𝑔𝑛(𝑠) 

�̇� = �̃�𝑇∅(𝑦) + 𝜖 − (𝑘 + 𝜂)𝑠𝑔𝑛(𝑠)    (6.19) 

Substitute (6.19) and (6.15) into (6.16) 

�̇� = 𝑠�̃�𝑇∅(𝑦) + 𝑠𝜖 − 𝑠(𝑘 + 𝜂)𝑠𝑔𝑛(𝑠) + 𝛾�̃�𝑇�̃� 

= �̃�𝑇[𝑠∅(𝑦) − 𝛾�̇̂�] + 𝑠𝜖 − 𝑠(𝑘 + 𝜂)|𝑠| 

= 𝑠𝜖 − (𝑘 + 𝜂) |𝑠| 

≤ (𝜖 − 𝑘 − 𝜂)|𝑠|    (6.20) 

𝑘 and 𝜂 are constants to be selected for the design. For �̇� < 0, 𝑘 and 𝜂 are chosen such that 𝜂 >

0, 𝑘 > 𝜖𝑁 ≥ 𝜖, 𝑡ℎ𝑒𝑛 (𝑒 − 𝑘 − 𝜂)|𝑠| < 0 𝑓𝑜𝑟 𝑠 ≠ 0. 𝑉 will converge to zero according to the Lyapunov 

stability theorem. Following the definition of V in (6.16) and the theorem of terminal sliding mode, 

the system states will converge to zero on the sliding manifold in finite time. 

The RBF estimator weights converge to the existing optimal weights. (6.14) adopts the form 

of an integrator. The sign function was used in 𝑢2̇ instead of the 𝑢2 to ensure that the discontinuity 

caused by the sign function will not directly affect the control law but will be integrated.  The control 

signal will be guaranteed continuous. The chattering problem is eliminated due to this technique. 

The derivative of s is unused causing the designed control to avoid singularity. The information 

generated in fault detection is used to assist for fault tolerant control.  

6.4 Fault tolerant control of a hydraulic pitch angle control 

The pitch angle control developed here with fault detection and fault tolerance is implemented 

using computer simulation. Here we used a step reference pitch angle to represent abrupt change 

of the wind speed. The abrupt fault to be simulated is a step change of friction torque. The simulation 

was carried out in matlab/Simulink. The pitch angle plant and the disturbance observer are designed 

in Simulink while in matlab file(m-file) the RBF network and the control algorithm are designed. The 

matlab file calculates the control input, calls the Simulink model to obtain the plant output and the 
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fault observer output in each sample period. The sample period used in this research is 0.001s and 

the simulation ran for 8secs. 

 Using (3.31) to (3.34) a Simulink model is designed for a servo hydraulic drive plant and the 

disturbance observer is designed using (6.01) to (6.05). The Simulink model has two inputs and five 

outputs. The inputs are the friction change and control input while the outputs are the pitch angle 

system output, the other two states of the motor shaft rotary speed and rotary acceleration, fault to 

be detected and the estimated fault. The physical parameters in Table 3.2 were used. 

 A mat lab file was created to calculate the sliding surface according to (6.07) to (6.09), control 

variable according to (6.12) to (6.14) and RBF neural estimator output according to (6.10) and (6.11). 

The weight is updated according to (6.15). The faults are simulated by changing the viscous frictional 

torque on motor axis, 𝑇𝑃(𝑡) as below to mimic the change in friction. 

 The sliding surface is designed here n=3, so the sliding manifold in (6.07) is generated with 

the following parameters as stated in Table 6.1. To make sure  𝑝3 + 𝛽3𝑝
2 + 𝛽2𝑝 + 𝛽 is Hurwitz the 

three poles are set to 𝑃1,2,3 = 3.2 

Table 6.1: Design parameters of the sliding surface 

Parameters values 

𝛼1 0.300 

𝛼2 0.3913 

𝛼3 9

16
 

𝛼4 1 

𝛽1 32.7680 

𝛽2 30.7200 

𝛽3 9.600 

 

The RBF network with the centres is designed as follows; 
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𝑐 = [𝑐1, 𝑐2, 𝑐3, . . . 𝑐10] = [

0.1 0.2 0.3 ⋯ 1.0
0.05 0.15 0.25 ⋯ 0.95
0 0.1 0.2 … 0.9
0.02 0.12 0.22 … 0.92

] 

𝑤 = [𝑤1, 𝑤2, . . . 𝑤10] = [0.5,0.5,0.5. . . 0.5] 

Initial value for the weight is 𝑊 = [1,1, … ,1]𝑇 ∗ 10−5 

 The control u(t) is designed using (6.12) where 𝑢1 is from (6.13) and 𝑢2 is from the integration 

of (6.14). The control parameters in (6.20) is chosen as k=200,𝜂 = 90 and the learning rate 𝛾 is 

chosen as 1. The Rbf estimator is designed using (6.15). The fault signal used is a square wave to 

mimic abrupt fault. The simulation results are presented in Figure 6.02 and Figure 6.03.  

 

Figure 6.02: Pitch system control performance using step reference and fault 
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There are three Figures in Figure 6.02. The first Figure shows the sliding mode ‘s’ while the middle 

figure shows the controlled pitch angle and the pitch angle reference signal. These two signals are 

plotted together for comparison. The last figure presents the output of the disturbance observer 

which is the actual fault and estimated fault. Figure 6.02 clearly shows that the sliding mode 

approaches zero from the non-zero initial value. During fault, the sliding mode moves away from 

zero slightly but still maintains a zero value throughout the simulation time. In the second figure, the 

pitch angle which is the first state converges to the reference output even with the occurrence of 

fault as we can see in the last Figure. This clearly shows that the fault tolerant control was achieved 

successfully. The last Figure in Figure 6.02 shows that the estimated fault follows the real fault very 

closely when it occurred in the system. This clearly shows that the estimated faults can be used to 

report fault size and time of occurrence.  

 In Figure 6.03, the rotary speed on hydraulic motor axis and the rotary acceleration which is 

the second and third state respectively are displayed in the first and second Figures. The two states 

are bounded on the effect of the RBF network estimator. This is guaranteed because of the 

Lyapunov theory that was used when deriving the control law and the network weight updating law. 

The last Figure displays the control variable where there is no chattering. Even though the specific 

fault has been tolerant in the pitch angle performance. it is important to use the fault diagnosis 

function to notify an operator to plan a detailed maintenance and inspection. 
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Figure 6.03: Pitch angle control performance with step reference and fault 

   

6.5 Summary 

A fault tolerant control system has been designed in this work using the FOTSMC and adaptive RBF 

estimator. A disturbance observer was designed for the purpose of reporting fault occurrence, 

estimate fault size and time of occurrence. The developed fault tolerant system uses the Lyapunov 

method to guarantee convergence and stability. This developed fault tolerant system was applied 

to a variable speed wind turbine generator to control the pitch angle in the presence of faults. The 

fault signal used is a square wave to mimic abrupt fault. 
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CHAPTER 7 

Conclusion and Further works 

7.1 Conclusion 

In this research, a FD and FTC of the pitch system of a wind turbine using full order terminal sliding 

mode control is studied. This research is divided into three phases.  

In the first Phase, the main aim is to design a robust fault detection approach using unknown 

input observer. A benchmark wind turbine system is modelled. This system consists of three 

subsystems: pitch actuator, aerodynamics and drive train system. The aerodynamics converts the 

wind kinetic power into mechanical power. The angle of the wind turbine blade is controlled by the 

pitch to extract the most power from the wind. The drive train is used to transfer aerodynamic torque 

from the rotor to the generator. The drive train model is modelled as a rotational 2-mass, 1-spring.1-

damper system. The drive train of a wind turbine system consists of a main gear box, low speed 

shaft (turbine) and a high-speed shaft (generator). The pitch dynamics and the drive train dynamics 

were combined to derive the linear model of the wind turbine benchmark model. These models were 

simulated on matlab/Simulink. A robust observer has been designed. This observer known as an 

unknown input observer is sensitive to faults in the state equation while robust to system 

disturbances. Faults were simulated into the system after the unknown input observer was designed. 

These faults include pitch system actuator fault and three sensor faults which are rotor speed 

sensor, generator speed sensor and pitch angle sensor. A disturbance was also introduced to the 

system. For the actuator fault, it is assumed that this fault is caused by the malfunction of some 

component and the value of the generator torque increased by 70 percent. The consequence of this 

fault is that the torque control is slow. The three sensor faults are also simulated. The pitch angle 

measure is the first sensor fault which is assumed to occur between 20- 30 secs while the generator 

speed which is the second fault is assumed to have a 50 percent drop on the measurement during 

the time 40 to 50 secs. The last sensor fault is assumed to occur between 30 and 40 secs. From 

the simulation results, when the system operates at no fault condition the residuals and state error 

remain zero. When the faults are simulated the fault detection residual was robust to disturbances 

and sensitive to the simulated faults. The simulation models and the faults were set up using 

Simulink/Matlab. The observer was developed based on sets of equations on Simulink. This phase 

was done to verify if the fault in the linear model of the wind turbine can be simulated.  
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 In the second phase of this thesis, a fault diagnosis scheme was designed for a wind turbine 

system using an independent RBFNN. The choice of the RBF was made because of its ability to 

approximate a nonlinear input into a linear output. The training process is also faster and better 

when compared with other neural networks. Three sensor faults are simulated in the wind turbine 

model. In this phase, two different techniques employed RBFNN to investigate the fault diagnosis. 

The first technique is a using an independent RBFNN for generating residuals. The generated 

residuals were used in detecting the three sensor faults. A set of random amplitude signals of wind 

speed, reference blade pitch angle and generator torque are generated. This is generated randomly 

to cover the whole range of frequencies and entire operation space of amplitude in the wind turbine. 

All the raw data samples are scaled into the range [0, 1] to increase the accuracy of the RBF and 

decrease the error. The center is calculated using the k-means algorithm, the weight was chosen 

using the p nearest neighbour method and the hidden layer nodes of the RBFNN was chosen to be 

8. The recursive least square is used here to determine the RBF network weights W. An independent 

NN model is trained with data collected from the wind turbine at healthy conditions. The model is 

used parallel to the wind turbine in online mode to be able to predict wind turbine output. The RBFNN 

model designed was trained and tested on matlab/Simulink and the result shows a good match 

between the wind turbine output and the RBF model output. The developed method is applied to 

the benchmark model of the wind turbine system with sensor faults simulated. Simulation results 

demonstrate that the proposed method is effective with residual signal sensitive to the sensor faults. 

The second technique is applying an additional RBFNN as a classifier for fault isolation purposes. 

The simulation result shows that the three sensor faults were successfully classified. The training of 

the RBFNN was carried out on matlab and Simulink. 

 The third phase of this research is focused on the fault diagnosis and fault tolerant control of 

the pitch system of the wind turbine using full order terminal sliding mode control. For the fault 

tolerant control, a full order terminal sliding mode control and adaptive RBF estimator are applied to 

a pitch angle control of wind turbine system against the system fault of friction torque change. For 

the fault diagnosis, a disturbance observer is designed to report the occurrence of fault and to 

estimate the fault size and time. The full order terminal sliding mode control when combined with 

RBF estimator reduces the limitation that requires the known bound of fault change rate. The 

Lyapunov method was used to guarantee system stability and the network convergence under post-

fault dynamics. A new electrohydraulic servo pitch system of a wind turbine is modelled. This 

developed fault tolerant system was applied to a variable speed wind turbine generator to control 
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the pitch angle in the presence of fault. The fault signal used is a square wave to mimic an abrupt 

fault. The effectiveness of the developed system is evaluated on Matlab/Simulink. The results from 

the simulation show the pitch angle tracks the square reference and tolerates the fault occurrence.  

7.2 Further works  

The further works of this thesis are outlined below, 
 

i. The faults in a wind turbine system are more than the three sensor faults studied in this thesis 

for the fault diagnosis of the wind turbine using RBF neural network. As a further study more 

faults could be simulated.  

ii. To test the RBF neural network with a real test rig because fault test on simulation is less 

complicated than fault test on real application. 

iii. To set up a hydraulic pitch system real test rig with all sensors and actuators present.  

iv. For the developed fault tolerant control method, the reliability and performance can be tested 

on a real time application. 
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