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A B S T R A C T 

The ATLASGAL surv e y has characterized the properties of approximately 1000 embedded H II regions and found an empirical 
relationship between the clump mass and bolometric luminosity that co v ers 3–4 orders of magnitude. Comparing this relation 

with simulated clusters drawn from an initial mass function and using different star formation efficiencies we find that a single 
value is unable to fit the observed luminosity to mass ( L / M ) relation. We have used a Monte Carlo simulation to generate 200 000 

clusters using the L / M -ratio as a constraint to investigate how the star formation efficiency changes as a function of clump mass. 
This has revealed that the star formation efficiency decreases with increasing clump mass with a value of 0.2 for clumps with 

masses of a few hundred solar masses and dropping to 0.08 for clumps with masses of a few thousand solar masses. We find 

good agreement between our results and star formation efficiencies determined from counts of embedded objects in nearby 

molecular clouds. Using the star formation efficiency relationship and the infrared excess time for embedded star formation of 
2 ± 1 Myr we estimate the Galactic star formation rate to be approximately 0.9 ± 0.45 M � yr −1 , which is in good agreement 
with previously reported values. This model has the advantage of providing a direct means of determining the star formation 

rate and a v oids the difficulties encountered in converting infrared luminosities to stellar mass that af fect pre vious galactic and 

extragalactic studies. 

Key words: surv e ys – stars: early-type – stars: formation – ISM: evolution – Galaxy: kinematics and dynamics – submillimetre: 
ISM. 
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 I N T RO D U C T I O N  

igh-mass stars ( > 8 M �) drive many of the fundamental processes
n astrophysics. They are responsible for the chemical enrichment 
f the interstellar medium (ISM), and for injecting the radiative 
nd mechanical energy (Zinnecker & Yorke 2007 ). On local scales 
he y re gulate star formation and determine the initial conditions for
he formation of planetary systems (Louvet 2018 ), while on the 
arger scale, they drive the evolution of the galaxies themselves 
Kennicutt & Evans 2012 ). 

Most star formation takes place in giant molecular clouds (GMCs), 
hese have sizes of several tens of parsecs and contain millions of
olar masses of interstellar gas and dust (Heyer & Dame 2015 ).
MCs have a hierarchical structure consisting of diffuse material 

nd dense clumps within which denser cores can be found. The star
ormation process starts when the clumps become unstable to gravity 
nd begin to collapse, fragmenting into cores that subsequently 
ollapse into an individual protostar or small group of protostellar 
bjects. The protostars continue to evolve acquiring more mass via 
isc accretion (Motte, Bontemps & Louvet 2018 ). 
 E-mail: wells@mpia.de (MRAW); j.s.urquhart@kent.ac.uk (JSU) 
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Unlike their lower-mass counterparts, high-mass stars reach the 
ain sequence while still deeply embedded in their natal clump 

nd so all of the earliest stages occur behind many hundreds of
agnitudes of visual extinction, rendering these stages invisible 

ven at mid-infrared wavelengths. To complicate matters further, 
igh-mass stars are rare and evolve quickly, resulting in very few
eing available to study during their formation, especially since 
igh-mass star forming regions are much more distant than low- 
ass counterparts. These difficulties have traditionally hindered 

ur understanding of high-mass star formation; ho we ver, this has
mpro v ed dramatically o v er the past 20 yr with the commissioning
f new facilities such as ALMA, APEX, the Spitzer , and Herschel
pace telescopes and upgrades to existing facilities such as the VLA
nd NOEMA. These facilities have driven a slew of surv e ys of the
alactic plane co v ering the near-infrared to radio wavelengths. These 

urv e ys hav e pro vided the high resolution and large volumes needed
o obtain large and statistically representative samples of high-mass 
tar forming clumps. Studying the evolution of star formation taking 
lace within a large sample of clumps will provide insight into how
fficiently molecular gas can be converted into stellar clusters and 
hat impact environment plays in this process. 
The disco v ery of a strong correlation between dense gas and

he star formation rate (SFR; mass of star produced per unit time)
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Figure 1. Schematic showing the loci of the spiral arms according to the 
model by Taylor & Cordes ( 1993 ) and updated by Cordes ( 2004 ), with 
an additional bisymmetric pair of arm segments added to represent the 3 
kpc arms. The dark grey shaded region indicates the co v erage of the main 
ATLASGAL surv e y while the light grey shaded region shows the longitude 
co v erage of the ATLASGAL extension (see text for details). The star shows 
the position of the Sun and the numbers identify the Galactic quadrants. The 
bar feature is merely illustrative and does not play a role in our analysis. 
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xtends from extragalactic scales (e.g. Kennicutt 1998 ; Bigiel et al.
008 ) to clump scales (e.g. Wu et al. 2005 ; Lada, Lombardi &
lves 2010 ; Heiderman et al. 2010 ; Wu et al. 2010 ). This means

hat understanding the star formation in the Galaxy will provide a
ramework for interpreting star formation in nearby and in high-
 galaxies (Heiderman et al. 2010 ). Ho we ver, comparisons of star
ormation rates of Galactic clumps using YSO source counts and
tellar mass derived from infrared luminosities has revealed a
ignificant difference, with the latter being found to underestimate
he SFR by up to an order of magnitude (e.g. Heiderman et al.
010 ; Gutermuth et al. 2011 ). The largest differences are mostly
ue to the CO being used to determine masses of galaxies, which
ignificantly o v erestimates the mass involv ed in star formation (e.g.
ao & Solomon 2004b , a ); ho we ver, e ven when only the dense gas

s considered, the infrared luminosities derived SFR is a factor of
2 lower than derived from YSO counts (Chomiuk & Povich 2011 ;
aimali et al. 2012 ). 
In this paper we develop a model that a v oids these particular

roblems. The model creates synthetic clusters by drawing stars
rom an initial mass function and deriving the luminosity from the
tellar mass. We use the results from the APEX Telescope Large Area
urv e y of the Galaxy (ATLASGAL; Schuller et al. 2009 ) surv e y to

nvestigate the star formation efficiency (SFE; ratio of the amount
f dense material converted into stars) using an empirical relation
erived from the ATLASGAL survey and a simple model to produce
housands of synthetic clusters. We will use the results of this analysis
o estimate the Galactic star formation rate and compare this to
reviously reported values. 
The structure of the paper is as follows: an o v erview of the sample

eing used and details on how the cut-off point for the simulation
s calculated is given in Section 2 . In Section 3 , we describe how
he simulation works and the assumptions we have used and present
ur theoretical star formation efficiency relationship. In Section 4 we
se the star formation efficiencies to obtain estimates for the Galactic
tar formation rate. We discuss the assumptions used in Section 5 to
 v aluate our results and outline our main conclusions in Section 6 . 

 ATLASGAL  

he sample of sources used in this project is drawn from the
TLASGAL (Schuller et al. 2009 ; Beuther et al. 2012 ; Csengeri et al.
014 ) surv e y. The surv e y was conducted using the APEX telescope
nd is an unbiased 870- μm continuum surv e y with an angular
esolution of 19 arcsec. ATLASGAL initially concentrated on the
nner part of the Galactic plane (300 ◦ < � < 60 ◦ and | b | < 1 . 5 ◦)
ut was later extended to include the Sagittarius tangent in the fourth
uadrant (280 ◦ < � < 300 ◦ and −2 ◦ < | b | < 1 ◦). ATLASGAL
o v ers approximately two-thirds of the Galactic molecular disc
ncluding all of the molecular gas within the Solar circle ( R gc <

.35 kpc; Urquhart et al. 2014a ) and significant parts of all of the
piral arms (as shown in Fig. 1 ). 

The primary goal of ATLASGAL is to provide a large sample
f massive dense clumps in the Galaxy that is representative of
he early evolutionary stages of high mass star formation (Schuller
t al. 2009). A catalogue of approximately 10 000 dense clumps
as been constructed from the surv e y data (Contreras et al. 2013 ;
rquhart et al. 2014a ) with diameters of ∼1 pc and masses of

everal hundred M �. All of these clumps fulfil the column density
hreshold for efficient star formation derived by Lada et al. ( 2010 )
nd Heiderman et al. ( 2010 ; i.e. 116–129 M � pc −2 ) and the majority
atisfy the Kauffmann et al. ( 2010 ) size–mass criterion for high-mass
tar formation (see Urquhart et al. 2018 for details). This sample of
NRAS 516, 4245–4255 (2022) 
lumps consists of sites of current and future star formation within
he inner Galaxy. Given their sizes and masses, these clumps are
ikely to form stellar clusters. 

We have used results from radio and mid- and far-infrared contin-
um studies (e.g. CORNISH: Hoare et al. 2012 ; Purcell et al. 2013 ;
he RMS surv e y: Lumsden et al. 2013 ; GLIMPSE: Benjamin et al.
003 ; Hi-GAL: Molinari et al. 2010 ) to produce a well-characterized
ample of high-mass star-forming clumps (Urquhart et al. 2018 ).
e have separated this sample into four distinct stages [quiescent,

rotostellar, young stellar object (YSO) and ultra-compact (UC) H II

e gions] and hav e shown that these stages are consistent with an
volutionary sequence with increasing temperatures, luminosities
nd luminosity-to-mass ratios (Urquhart et al. 2022 ). This is the
argest and most well-characterized sample of high-mass star forming
lumps constructed to date. 

 STAR  F O R M AT I O N  EFFI CI ENCY  

he UC H II region stage represents an interesting phase in the
volution of high-mass star formation as this is when accretion is
alted and the final mass of the star is set, but before the natal material
s dispersed and the stars become observable at optical wavelengths.
iven that the vast majority of stars form in clusters (Carpenter
000 ; Lada & Lada 2003 ), including nearly all high-mass stars, it
s safe to assume that the H II regions that we have identified are
owered by the most massive star in a young protocluster and that
he total luminosity is that of all of the stars in the cluster (Wood &
hurchwell 1989 ; Walsh et al. 2001 ). These H II regions therefore

art/stac2420_f1.eps
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Figure 2. Luminosity–mass plot for all H II regions associated with ATLASGAL clumps. The dashed red line shows the linear least-squares fit to the distribution 
of H II regions (Urquhart et al. 2022 ). 
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epresent a stage in which the luminosity is at a maximum and they
re still embedded in their natal clump. 

For the ATLASGAL clumps, masses have been determined from 

he integrated 870- μm flux, the dust temperature (K ̈onig et al. 2017 )
nd the distance, available from the ATLASGAL catalogue (Urquhart 
t al. 2022 ). The total luminosity has been determined from greybody
ts to the spectral energy distribution constructed from mid-infrared 
nd submillimetre photometry (K ̈onig et al. 2017 ; Urquhart et al.
018 ). 
In Fig. 2 we show the luminosity–mass relation of the ATLASGAL 

lumps associated with UC H II regions. This plot reveals a strong
orrelation between the clump mass and the bolometric luminosity 
Spearman correlation coefficient r s = 0.66 with a p -value �0.0013), 
hich extends over four orders of magnitude in mass and five orders
f magnitude in luminosity. This has been noted in previous papers 
n the series (e.g. Urquhart et al. 2014b , 2018 , 2022 ) and also in
revious studies that have included a significant number of embedded 
 II regions (e.g. Mueller et al. 2002 and Sridharan et al. 2002 ).
he dashed red line shows the fit to the distribution and marks

he transition between the main accretion and envelope clean-up 
hase (Molinari et al. 2008 ). Given that the H II regions identified by
TLASGAL represent the end of star formation and the beginning of

he dispersion of any remaining molecular gas, this empirical relation 
rovides a measure of the maximum luminosity an embedded proto- 
luster can attain as a function of the ATLASGAL clump mass and
as the form: log( L cluster ) = 1.22 ± 0.09 log( M fwhm 

), where M fwhm 

is
he mass within the 50 per cent 870 μm flux contour (see Urquhart
t al. 2022 for details). 

By linking the cluster luminosity to the cluster mass through an 
nitial mass function (IMF; e.g. Kroupa 2001 ) we can calculate the
tar formation efficiency of clumps ( ε) using (Lada & Lada 2003 ) 

 = 

M stars 

M gas + M stars 
, (1) 

here M stars is the total mass of stars in the cluster and M gas is the
as mass remaining after the star formation has ceased. 

To calculate the star formation efficiency we need to be able to
onvert the cluster luminosity into a cluster mass. To do this we
ake the following three assumptions that allow us to link the total
uminosity measured to a range of cluster masses (since there are a
umber of ways you can construct a cluster that is consistent with
he IMF and total luminosity): 

(i) The distribution of stellar masses within each cluster is dictated 
y the initial mass function (IMF; Salpeter 1955 ), which describes
he relative number of stars as a function of their initial mass. 

(ii) The range of stellar masses goes from 0.1 to 120 M � (Kroupa
001 ); less than 0.1 M � the core becomes degenerate before the
emperature rises enough for fusion to begin, and larger than 120 M �,
he stability and equilibrium of the star will start to be compromised.

(iii) The mass of the clumps is relatively constant during the star
ormation process with mass loss due to outflows being replaced by
nfalling material (see Section 5 for more on this point) and/or the
FE is low. 

To determine the range of possible cluster masses we have 
ollowed the procedure described by Walsh et al. ( 2001 ) using a

onte Carlo method to randomly sample from an IMF (see also
ridharan et al. 2002 ). This function is most commonly expressed as
 power law and defined o v er a large range of stellar masses (Bonnell,
arson & Zinnecker 2007 ). The two most commonly used IMFs are

hose of Chabrier ( 2003 ) and Kroupa ( 2001 ) and both have similar
istributions for stars with masses abo v e 0.1 M � and so the choice is
ot critical; ho we ver, the latter is simpler to add into our model and
s therefore used in this work (i.e. N ∝ M 

α , where α = 1.3 for 0.08
 � ≤M ≤ 0.5 M � and α = 2.3 for M > 0.5 M �). 
Starting with a mass of 0.1 M � and increasing in steps of 10 0.003 

esults in 1026 bins between the range of 0.1 to 120 M �. These mass
ntervals are multiplied by the fraction of the population dictated 
y the IMF before being summed up and normalized to produce
 cumulative distribution function of stellar masses. The Kroupa 
 2001 ) IMF and the corresponding cumulative distribution produced 
rom the two steps described abo v e are shown in the upper panel
f Fig. 3 . The cumulative distribution function shows the random
robability of selecting a star of a particular mass from the given
MF. 
MNRAS 516, 4245–4255 (2022) 
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M

Figure 3. The top panel shows the Kroupa IMF (Kroupa 2001 ; red line) and 
the corresponding cumulative distribution function showing the probability 
of sampling a star within a particular mass interval (blue line). The lower 
panel shows the luminosity to mass ratio for main-sequence stars. 
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Figure 4. Luminosity–mass plots showing the probability distribution for 
the synthetic clusters determined using a standard IMF (Kroupa 2001 ) and 
assuming star formation efficiencies of 0.1, 0.3, and 0.5 (upper, middle and 
lo wer panels, respecti vely). The dashed red line sho ws the linear least squares 
fit to the distribution of H II regions shown in Fig. 2 . 
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We start the process of producing a synthetic cluster by generating
 random number between 0 and 1 to select a position on the y-axis
f the cumulative distribution shown in the upper panel of Fig. 3 to
etermine the mass of a star. We use the luminosity-to-mass relation
or main sequence stars (i.e. Davies et al. 2011 ) to determine the star’s
uminosity (shown in the lower panel of Fig. 3 ). The star’s mass and
uminosity are added to the cluster properties, then a second random
umber is generated and used to determine the mass and luminosity
f the next cluster member whose properties are added to those of
he cluster, and so on and so forth. This process continues until a
ermination criterion is reached (this can be a given cluster mass,
uminosity or star formation efficiency). 

This method can be used to create synthetic clusters of arbitrary
ize that are consistent with the IMF; ho we ver, we need to constrain
he total mass. The simplest way to do this is to use the ATLASGAL
lump mass as a reservoir and fix the star formation efficiency ( ε). We
uild these clusters by successively adding stars until the total mass
xceeds the required star formation efficiency, at which point the
luster is considered complete and the cluster luminosity is recorded.
his process was repeated 200 000 times for clump masses between
0 to 5 × 10 4 M �. 
In Fig. 4 we show the range of bolometric luminosities for a given

lump mass for synthetic clusters produced using the three different
alues for the star formation efficiency ( ε values of 0.1, 0.3, and
.5). These plots also include the empirical relationship between
NRAS 516, 4245–4255 (2022) 
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Figure 5. Distribution of star formation efficiencies obtained from the Monte Carlo code as a function of clump mass. The contours show the probability density 
of simulated clusters across the parameter space. The lowest contour starts at 10 per cent and the highest at 90 per cent. The circles indicate star formation 
ef ficiencies av ailable in the literature for nearby molecular clouds ( < 1.7 kpc) that have been determined by counting the number of embedded YSOs. The red 
and blue dashed lines are power-law fits to the model and observational data respectively. 
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ass and luminosity obtained from the UC H II regions from Fig. 2 .
omparing the fit from the data with the distributions of the synthetic
lusters (blue contoured regions) reveals that the lower value of ε =
.1 provides a good fit to the data for the higher-mass clumps ( � 1000
 �); ho we ver, for lo wer-mass clumps a higher v alue of ε provides

 better fit ( ε = 0.3 for 100 M � < M fwhm 

< 1000 M � and ε > 0.3
or M fwhm 

< 100 M �). This indicates that there is a relationship
etween clump mass and star formation efficiency resulting in L ( M )
M rather than the expected ∼M 

2 for main-sequence clusters, which 
uggests that the SFE decreases with increasing clump mass. Such a 
endency was first noted in Urquhart et al. ( 2013 ). 

We can explore this hypothesis in a little more detail by rerunning
he Monte Carlo code, but rather than terminating the cluster -b uilding
hen a specified star formation efficiency threshold is reached, 
e use the empirical relationship determined from the H II regions 
erived earlier in this section (see also Fig. 2 ). We can then use the
ange of cluster masses to determine how the star formation efficiency
hanges as a continuous function of mass in a more useful way. 

In Fig. 5 we show the results of such Monte Carlo modelling and
 power-law fit that quantifies the relationship, which is given below 

n terms of the physical parameters: 

og 10 [ ε] = log 10 [ mx + c] . (2) 

here x = log 10 [ M fwhm 

] in solar masses and the values of the coeffi-
ients m and c are −0.313 ± 0.001 and 0.022 ± 0.002 respectively. 
he star formation efficiency is estimated from the cluster mass just
efore and after the luminosity threshold is breached. 
Although the spread of allo wed v alues is relatively large, this

lot clarifies the trend for decreasing star formation efficiency as a 
unction of increasing clump mass hinted at in Fig. 4 . The average
tar formation efficiency is 0.20 for clumps less than ∼500 M �,
ropping to 0.15 for clumps between 500 and a few thousand M �,
efore falling to ∼0.08 for more massi ve clumps. Gi ven that star
ormation efficiencies have been calculated from clumps hosting 
 II regions, the expansion of which is likely to disperse the natal
aterial, and thus ending star formation within the clump, these 

an be considered to be upper limits to the possible star formation
fficiencies. 

There are a number of measurements of the star formation 
f ficiency av ailable in the literature we can use to compare with
he results obtained from our simple model. We have selected three
tudies of nearby molecular clouds ( < 1.7 kpc; Gutermuth et al. 2009 ;
ada et al. 2010 ; Evans et al. 2014 ) that have measured the SFE by
ounting the number of embedded YSOs identified in mid-infrared 
aps from the Spitzer surv e ys and gas masses from near-infrared

xtinction maps. Lada et al. ( 2010 ) compiled a sample of 11 local
olecular clouds from the literature located within 0.5 kpc. We have

erived the SFE for these clouds using equation ( 1 ) by first estimating
he total mass of stars assuming an average stellar mass of 0.5 M �
e.g. Muench et al. 2007 ) and using the given dense-gas mass, which
hey define as gas with an extinction of A K > 0.8 ± 0.2 mag, which
orresponds to a visual extinction ( A V ) of 7.3 ± 1.8 mag. 

Evans et al. ( 2014 ) provides a table of parameters for 29 molecular
louds compiled from the c2d (Evans et al. 2003 , 2009 ) and Gould
elt (Dunham et al. 2013 ) Spitzer le gac y programmes (typically

ocated within a few 100 pc). We estimate the SFE from these results
y converting the star formation rate, given in solar masses per
illion years (M � Myr −1 ), into YSO mass assuming a formation

ime of 2 Myr (e.g. Co v e y et al. 2010 ) and dividing this by the
loud’s mass of dense gas and YSO stellar mass (defined as the mass
bo v e an e xtinction contour of A V = 8 mag). Here, we only consider
louds with a dense mass larger than 30 M � in order to be consistent
ith the model; this reduces the sample from 29 to 18 clouds. 
The final sample we look at is a study by Gutermuth et al.

 2009 ) that concentrates on the clump properties and those of their
mbedded cluster population and is considered to provide a good 
omparison with the ATLASGAL catalogue. They provide stellar 
urface densities and a measurement of the mean A K extinction for
lusters and their more extended environment; these can be used to
MNRAS 516, 4245–4255 (2022) 
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( 2010 ). 
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stimate the SFE. We convert the extinction into a column density
sing N (H 2 ) = 1 . 111 × 10 20 A K cm 

−2 (Lacy et al. 2017 ), and then
nto a mass surface density using the following relation (c.f. Bohlin,
avage & Drake 1978 ; Gutermuth et al. 2011 ; Pokhrel et al. 2020 ): 

 gas = N ( H 2 ) 
15 

0 . 94 × 10 21 
M � pc −2 . (3) 

We estimate the SFE of the clouds and clumps by dividing the
urface density of embedded protostars by the mass surface density.
o ensure that we are comparing similar density structures we restrict

he Gutermuth et al. ( 2009 ) sample to those with mean A K ≥
.5, which corresponds to the nominal detection threshold of the
TLASGAL surv e y (3 . 6 × 10 21 cm 

−2 and 1 × 10 22 cm 

−2 for dust
emperatures of 30 and 10 K respectively; Schuller et al. 2009 ); 24
 xtended re gions and 38 clusters satisfy this criterion. 

The A V threshold of ∼8 used by these studies corresponds to a vol-
me density n H 2 ≥ 10 4 cm 

−3 , which compares well with the volume
ensity determined for ATLASGAL clumps ( n H 2 ≈ 10 4 . 5 ±0 . 5 cm 

−3 ;
rquhart et al. 2022 ) therefore making them ideal for comparison.
omparing the distribution of these observational measurements
ith the star formation efficiency predicted by our simple model

eveals them to be in very good agreement. The four studies provide
 total of 91 SFE measurements, 83 of which fall within the envelope
f values predicted by the model, corresponding to ∼90 per cent
greement. The clouds that fall outside the predicted range tend to
e at the lower-mass end of the sample where the star formation may
ot be well represented by the chosen IMF or may be examples of
louds in a very early stage of star formation. Indeed, this sample
ncludes the Pipe Nebula and the Lupus 4 molecular clouds, which
re associated with the lowest levels of star formation activity, with
nly 21 and 12 YSOs, respectively (Lada et al. 2010 ). However, all
ut two of the observational measurements that fall just outside the
0 per cent probability contour are within the 5 per cent contour and
herefore within 2 σ of the mean value. 

Turning our attention back to the SFE measurements that do fall
nto our model probability distribution, we note that the y hav e a
imilar distribution in parameter space (i.e. large variation in SFE
or lower mass clumps and much narrower range for higher mass
lumps) but that the majority are located below the fit in Fig. 5 ,
ndicating that the measured values are not so consistent with the
odel predictions. We also perform a power-law fit to the survey data

o quantify the difference between the model and the observational
ata and this is shown as a dashed blue line in Fig. 5 ; this reveals
 difference of a factor of ∼1.75 for clumps mass of ∼1000 M �,
ising to 1.9 for lower mass clumps ( ∼100 M �) and decreasing to
.6 for high mass clumps ( ∼10 4 M �). Ho we ver, there are a few
ifferences between the model and the data that can resolve this
ssue. First, the model is based on the L / M -ratio for H II regions,
here the star formation has either ended or is coming to an end

nd the SFE is at its maximum value. The SFE measurements are
or nearby molecular clouds co v ering the complete range of time-
cales for star formation, from clouds where the star formation is
nly just beginning, to clouds where it is coming to an end; these are
nstantaneous SFE measurements. So, in general, we should expect
hese to be lower than predicted by our model, which is estimating
he final SFE of dense clumps. Secondly, the SFE measurements
re produced by counting the number of mid-infrared point sources
een in Spitzer images and so are only sensitive to mid-infrared-bright
SOs and are likely to miss some lower-luminosity YSOs and young
rotostellar objects that only become visible at longer wavelengths.
urthermore, Spitzer requires IR-excess emission in order to identify
luster members but disc fractions are of order 50 per cent and
NRAS 516, 4245–4255 (2022) 
orrecting the source counts for the missing discless sources would
e a plausible way to solve the apparent data-model discrepancy. The
FE measurements may be incomplete and therefore underestimate

he current level of star formation. Another possibility that the model
s based on the luminosity–mass relation for H II regions and this
ay not be appropriate for low-mass star formation regions. 
In Fig. 6 we compare the number of stars detected in nearby
olecular clouds to the stellar membership predicted by our Monte
arlo simulation. On this plot we also show the results of a linear

east squares fit to the log values of the ensemble of observational
easurements (dashed red line), this has a slope of 0.67 ± 0.05,
hich is significantly shallower than the slope of 0.96 ± 0.13
btained by Lada et al. ( 2010 ), but in general agreement given
he uncertainties associated with both measurements. 1 This is also
roadly consistent with model results. Evans et al. ( 2014 ) investigated
he star formation in a sample of nearby clumps and massive dense
lumps and reported a slope of 0.89 from a fit to the logs of the dense
as mass and SFR (see also Wu et al. 2005 ; Vutisalchavakul & Evans
013 ). The number of stars forming in the massive dense clumps is
etermined by integrating the radio continuum emission o v er the
hole of the associated H II region, while the mass is estimated

rom the HCN (1-0) molecular line transition by Wu et al. ( 2010 ).
o we ver, as Ev ans et al. ( 2014 ) points out, the masses estimated for

he massive dense clumps are likely to be much lower than initial
alues, due to dispersion of material by the H II region; if this was
aken into account the slope would be significantly shallower, which
ould bring it more in line with the slope determined by our model.
Figs 5 and 6 demonstrate the good agreement between the model

nd observational measurement. The good correlation between the
odel and the observations is also notable as it demonstrates that the
odel is able to determine reliable SFRs for more distant marginally

esolved clumps where counting YSOs is not possible. It also a v oids
he issue that has plagued previous attempts to estimate the SFRs
rom infrared luminosities that underestimate the SFR by a factor
f 2-3 (as discussed in Section 1 ). The consistency between our
odel’s predictions and the values available in the literature give

s confidence that our model is reliable and can be applied to the
TLASGAL clumps to predict their future star formation efficiency
nd contribution to the Galactic star formation rate. We will focus
n this in the next section. 

 GALACTI C  STAR  F O R M AT I O N  R AT E  

n the previous section we have obtained a theoretical relation
etween the clump mass and star formation efficiency. This allows
s to predict how much of the dense gas is likely to be converted into
tars o v er the star formation time-scale. In this section we will use
his relation and a few additional assumptions to estimate the star
ormation rate for each clump and, by integrating these, obtain an
stimate for the Galactic star formation rate. 

The star formation rate describes how quickly material is converted
nto stars and is given by 

FR = 

ε × M fwhm 

τsf 
, (4) 

here τ sf is the star formation time-scale. We have already deter-
ined the clump masses and a relationship for the star formation
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Figure 6. Comparison of YSO number counts from studies of nearby molecular clouds and clumps compared to the number of stars in each of the simulated 
clusters. The lowest contour starts at 10 per cent and the highest at 90 per cent. The dashed red line is a linear fit to the log values of clump mass and star counts 
from the combined literature data (see text for discussion). 

e  

f

w  

e  

u  

t
a
m
s

s  

a
(  

a
(  

f
s  

g
t  

f  

M  

f
τ  

p  

a  

(  

a  

r
 

A
H  

c  

a  

m  

c  

Figure 7. Distribution of star formation rates for ATLASGAL clumps 
derived using the star formation efficiency determined from the model and 
assuming an embedded formation time-scale of 2 Myr. 
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fficiency and we just need to select a suitable value for the star
ormation time scale. 

A realistic choice for the star formation time-scale comes from 

ork by Co v e y et al. ( 2010 ) who estimate the duration of infrared
xcess to be 2 ± 1 Myr for embedded YSOs ( τYSO ). This is the value
sed by the three studies discussed in the previous section to estimate
he star formation rates. This is reasonable, given that these clouds 
re predominately forming low-mass stars where the radiative and 
echanical feedback is unlikely to have a significant impact on the 

tructure of the cloud itself. 
The next question is what fraction of the ATLASGAL clumps are 

tar-forming and the answer to this question is all of them. From
 visual inspection of mid- and far-infrared images Urquhart et al. 
 2022 ) found that only ∼10 per cent of the clumps are quiescent
nd many of these appear to be associated with molecular outflows 
Yang et al. 2018 , 2022 ), which may be the earliest indication of the
ormation of a hydrostatic core. The statistical lifetime of massive 
tarless clumps is very short ( < 1–3 × 10 4 yr; Motte et al. 2018 ) and,
iven the masses and densities of ATLASGAL clumps, it is likely 
hat these will form a cluster in the next 2 Myr. Fig. 7 shows the star
ormation rates for all ATLASGAL clumps with masses o v er 100
 �. Expressing the star formation time-scale in terms of the free-

all timescale at the density of our clumps we can write τ sf = f ×
ff , where f ≥ 1.0. We can now estimate the star formation efficiency
er free-fall time using ε/ f = 1.5 ± 0.76 per cent, which is slightly
bo v e the theoretical value proposed by Krumholz, McKee & Klein
 2005 ), but in good agreement with previous studies (e.g. 1.8 per cent
nd 2.6 per cent reported by Lada et al. 2010 and Pokhrel et al. 2021 ,
espectively). 

The next step is to use the SFRs determined for the individual
TLASGAL clumps to estimate the Galactic star formation rate. 
o we ver, this is not just a simple process of summing up the

ontributions from all of the clumps, as we need to take into
ccount the surv e y’s completeness. In Fig. 8 we show the clump
ass distribution as a function of distance, which shows that we are

omplete to all clumps with masses abo v e a thousand solar masses

Figure 8. Distribution of clump masses as a function of heliocentric distance. 
The dashed line shows the mass sensitivity limit for a dust temperature of 25 K. 
MNRAS 516, 4245–4255 (2022) 
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M

Figure 9. Star formation rate density and star formation rate are shown as a 
function of Galactocentric radius in the upper and lower panels. The bin size 
used is 0.5 kpc. 
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cross the disc but are likely to miss a significant number of lower-
ass clumps. So to obtain a reliable estimate for the SFR in the inner

isc, we need to use a mass threshold and distance limits to select a
epresentative sample that we can be sure is reasonably complete. 

Using Fig. 8 , we find that we are complete to all clumps with
asses abo v e ∼100 M � out to a distance of 6 kpc. These criteria

eliver a large and representative sample of clumps covering a
ignificant fraction of the inner disc (i.e. 2 kpc < R gc < 8 . 35 kpc).
he ATLASGAL catalogue does not provide the physical properties

or clumps located towards the Galactic centre ( | � | < 3 ◦) due to
ifficulties allocating reliable distances to clumps in this region, and
his essentially excludes sources within 2 kpc of the Galactic centre.

We separate this sample into Galactocentric bins 0.5 kpc wide and
um up the SFRs of the clumps in each bin. We then divide this by the
rea of each of these annuli co v ered by ATLASGAL at a heliocentric
istance of 6 kpc; this provides a star formation rate density (see
pper panel of Fig. 9 ). The final step is to multiply the SFR density
y the area of each annulus to obtain SFR across the inner disc; this
s shown in the lower panel of Fig. 9 . Summing up the contributions
rom the individual Galactocentric bins, we obtain a value for the
FR from the inner Galactic disc of 0.68 M � yr −1 . This is a lower

imit as we hav e e xcluded the contribution from clumps below 100
 �. 
We can combine this with the star formation taking place in the

alactic centre and the outer Galaxy to obtain an estimate for the
otal Galactic star formation rate. The SFR in the central molecular
one (CMZ; | � | < 1 ◦ and | b | < 0 . 5 ◦), where some well known star
NRAS 516, 4245–4255 (2022) 
orming regions are located, such as Sagittarius B1 and B2, G0.6,
0.3 (Immer et al. 2012 ; Barnes et al. 2015 ) is ∼0.09 M � yr −1 

Barnes et al. 2015 ); this value includes some of the most prominent
egions in the CMZ but is a lower limit on the star formation taking
lace in the Galactic centre. Adding this to the value we have for the
isc gives a lower limit for the total SFR for the inner Galaxy of 0.77
 � yr −1 . According to Miville-Desch ̂ enes, Murray & Lee ( 2017 ),

5 per cent of the molecular gas is located within the Solar circle
i.e. R gc < 8.35 kpc). If we assume that the distribution of dense gas
s similar to that of the molecular gas then it follows that the outer
alaxy will contribute 15 per cent of the total star formation in the
ilk y Way. F actoring this in, we obtain a lower limit for the Galactic

FR of 0.9 ± 0.45 M � yr −1 . The uncertainty in this measurement
s dominated by the uncertainty in the infrared-excess time-scale
entioned earlier. 
The Galactic SFR has been investigated by a number of different

roups o v er the years with values reported ranging from 0.35 to 2.6
 � yr −1 , with most values lying between 1 and 2 M � yr −1 (see table

 of Chomiuk & Povich 2011 for a summary of reported values).
obitaille & Whitney ( 2010 ) used population synthesis based on
ata from the Spitzer /IRAC GLIMPSE surv e y to determine the GSFR
ith the result 0.68–1.45 M � yr −1 . Davies et al. ( 2011 ) reported a
alue of 1.5–2 M � yr −1 from a simulation based on the distribution of
assive YSOs and H II regions characterized by the Red MSX Survey

RMS; Lumsden et al. 2013 ). Licquia & Newman ( 2015 ) obtained
 value of 1.65 ± 0.19 M � yr −1 by combining measurements of
roperties of the Milky Way and a hierarchical Bayesian statistical
ethod that accounts for the possibility that any value may be

ncorrect or have underestimated errors. 
Our value of 0.9 ± 0.45 M � yr −1 compares very well with the

ange obtained by Robitaille & Whitney ( 2010 ) but is slightly below
hose found by the other two studies. The average of the three studies
s 1.48 ± 0.28 M � yr −1 , which is consistent with our result, given
he large uncertainties. 

 DI SCUSSI ON  

n the previous two sections, we have derived an empirical relation-
hip between clump mass and star formation efficiency and found
 trend for decreasing SFE with increasing clump mass. This result
s a little unexpected; ho we ver, it is consistent with reliable SFE
easurements reported in the literature and this provides strong

upport for our findings. We have used these results to determine
 value for the Galactic SFR and find this to be in good agreement
ith previous studies. The reason for the decrease in star formation

fficiency for high-mass clumps is unclear from the current data
ut may be linked to increased feedback from high-mass stars (c.f.
ugel et al. 2019 ), which are statistically more likely to be found in

he more massive clumps. 
In this section we will discuss the assumptions that we have used to

etermine the form of the star formation efficiency and dense clump
ass, which is based on the empirical relation revealed in Fig. 2 , and

ow these might impact on our results. 

.1 Changes in the clump mass 

he masses of clumps may change during the star formation process
ith material being taken away in the form of molecular outflows and

ccreted on to stars, while at the same time new material is infalling
n to the clump from the molecular cloud in which the clumps reside.
he fraction of the initial mass that is converted into stars has been

aken into account when calculating the star formation efficiency
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quation ( 1 ); ho we ver, changes due to infall and outflo ws have not
et been considered. 

Modelling by Machida & Matsumoto ( 2012 ) found that 8-
9 per cent of the initial core mass can be ejected back into the
nterstellar medium through outflows, with 26–54 per cent going 
nto stars. If we assume that a similar amount of material goes into
oth stars and outflows in cores, we can put an upper limit on the
ass lost through outflows. Only a relatively small fraction of the 

lump mass is converted into stars ( ε ≈ 0.2) and so we might expect
he clump to lose a further ∼20 per cent of its mass during the star
ormation process. 

Infall rates for high-mass star-forming clumps are between 0.3 
nd 16 × 10 −3 M � yr −1 (e.g. Wyrowski et al. 2016 ). If we take the
ime-scale for high-mass star formation ( ∼5 × 10 5 yr; Davies et al.
011 ; Mottram et al. 2011 ) and assume that the infall continues at
he same rate o v er this time-scale, these rates correspond to total
ccumulation of 150-8000 M �. Infalling material therefore has the 
otential to have a larger impact on the clump mass o v er time than the
ass loss due to outflo ws. Ho we ver, comparisons of clump masses

s a function of the level of star formation in the ATLASGAL sample
evealed no significant changes as a function of evolution (Urquhart 
t al. 2022 ), which would suggest that the material lost via outflows
nd accretion on to stars is roughly balanced by new material falling
n to clumps during the star formation process or that the rates are
t the low end of the ranges. 

.2 Luminosities of embedded clusters 

e have used the bolometric luminosity of the H II regions to derive
ur empirical relationships; ho we ver, is this a reliable measure of a
luster’s luminosity, given that many of the lower-mass stars have 
et to contract down on to the main sequence? Low-mass stars
re actually more luminous in their pre-main-sequence stages (a 
actor of ∼2 higher) and become less luminous as they contract 
nd mo v e towards the main sequence. This will lead to the masses
f lower-mass stars being o v erestimated and resulting in a slight
 v erestimation of the SFE. Ho we v er, the av erage mass of a star in
 cluster is 0.5 M � and so, given the relationship between mass
nd luminosity is L ∝ M 

4 for main-sequence stars below 1 M �, the
ontribution to the luminosity for these lower-mass cluster members 
s very small and can be safely ignored. 

Another consideration is the contribution to the observed luminos- 
ty from accretion. The total luminosity is given by 

 bol = L � + L acc , (5) 

here L � and L acc are the stellar luminosity and the accretion 
uminosity , respectively . We estimate the latter using the simplified 
elation between accretion luminosity and accretion rate (Wolfire & 

assinelli 1987 ), 

 acc = 

G Ṁ M � 

R � 

, (6) 

here M � and R � are the mass and radius of the star and Ṁ is the
ccretion rate. Mass accretion rates in massive dense cores range 
etween 10 −4 and 10 −2 M � yr −1 (Motte et al. 2018 and references
herein). The size of the embedded protostar can vary between 10 
nd 100 R � (Hosokawa & Omukai 2009 ) and is therefore poorly
onstrained. Assuming an accretion rate of Ṁ = 10 −3 M � yr −1 and 
 protostellar size of 30 R � we estimate the accretion luminosity to be
pproximately 3 × 10 4 L � for a 20 M � protostar; this is comparable
o the stellar luminosity of a main-sequence star of the same mass.
o we ver, the outflo w studies appear to show that the outflow strength
ecreases with time and, given that these are linked to accretion, this
uggests that the accretion luminosity will also decrease o v er time
Motte et al. 2007 ; L ́opez-Sepulcre et al. 2011 ; de Villiers et al. 2015 )
nd so this can be considered to be an upper limit. Indeed the models
y Hosokawa & Omukai ( 2009 ) would suggest that once a star has
eached a mass of ∼10 M � the stellar luminosity is approximately
ve times larger than the accretion luminosity. 
The accretion rates for lower-mass protostars forming in the cluster 

re 2–3 orders of magnitude lower than for the high-mass protostars
 ∼10 −6 -10 −5 M � yr −1 ; Rygl et al. 2013 ) and, ev en though the y are
uch more numerous than high mass protostars, their contribution to 

he o v erall accretion luminosity is relativ ely modest ( ∼10 per cent). 
In the worst case scenario the stellar luminosity of the clusters

ill have been overestimated by up to a factor of two, leading to an
 v erestimate of the star formation efficiency by a similar amount;
o we ver, in most cases it is likely to be much smaller and so this is
nlikely to affect our results. 

.3 Variations in the IMF 

e have used the standard Kroupa ( 2001 ) IMF to determine the
tar formation efficiencies in this study; however, there is increasing 
vidence that the IMF is not as universal as first thought (e.g. Dib,
chmeja & Hony 2017 ) and so we have investigated how modest
hanges to the shape of the adopted IMF affects the derived SFEs.
n Fig. 10 we show the result obtained from changing the α by ±0.2
or 0.08 M � ≤M ≤ 0.5 M � (upper panels) and α by ±0.2 for M >

.5 M � (lower panels). 
Changing the slope of the lower-mass stars has no significant 

mpact on the results. Changing the slope of the higher mass stars has
 significant impact on the star formation efficiency. A steeper slope
lower left-hand panel of Fig. 10 ) will result in fewer higher mass stars
bottom-heavy IMF) and allow more lower-mass stars to be added 
o the cluster before the L / M threshold is breached, resulting in a
igh star formation efficiency (an increase of ∼0.05–0.1). Ho we ver, 
his results in a significantly poorer fit to the observational SFE
easurements and is therefore be considered less likely. 
The results for the shallower slope for the higher mass stars (top

eavy) are shown in the lower right-hand panel of Fig. 10 . This plot
hows o v erall lo wer v alues for the SFE than our pre vious results
y 0.05 and arguably a better fit to the observational values. This
s due to the presence of a higher number of more massive stars
n the clusters, leading to the L / M threshold being breached earlier
han otherwise expected and resulting in the formation of lower- 

ass clusters. Although the decrease in the SFE appears relatively 
odest, it corresponds to an o v erall decrease of ∼25 per cent and as

uch will have a significant impact of the estimate of the Galactic
tar formation rate, reducing it to ∼0.68 ± 0.34 M � yr −1 , which is
ignificantly lower than the mean value of ∼1.48 M � yr −1 determined
y the three studies discussed earlier. 
These tests show that the shape of the IMF for lower-mass stars

ave little influence on the resulting star formation efficiency of 
 cluster. Ho we ver, increasing and decreasing the slope of the
igher-mass stars ( > 0.5 M �) does have a significant impact of
he SFE, with a steeper slope increasing the SFE by 0.05 and a
hallower slope decreasing it by a similar amount. Ho we ver, the fit
o the observational data is poor for the steeper slope and although
he shallower slope results a better fit with the observed data the
orresponding Galactic star formation rate that is significantly below 

reviously determined values. From this simple analysis we conclude 
hat large variations in the IMF, although possible, are not a good fit
o the available data. 
MNRAS 516, 4245–4255 (2022) 
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M

Figure 10. Distribution of star formation efficiencies obtained from the Monte Carlo code as a function of clump mass for various IMFs. The contours and 
filled circles are as defined in Fig. 5 . The red curve is the fit to the relationship obtained from the standard IMF and given in equation ( 2 ) while the green curve 
is the fit to the results shown. The title of each plot indicates the parameter that has been changed. 
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 C O N C L U S I O N S  

e have used an empirical L / M -ratio derived from a fit to H II region
roperties and a Monte Carlo simulation to determine a relationship
etween a clump’s star formation efficiency and its dense gas mass.
e have used these values to estimate the Galactic star formation

ate. Our main findings are as follows: 

(i) The average star formation efficiency of 0.17 with a standard
eviation of 0.04. We find the star formation efficiency decreases
s a function of clump mass with values of ∼0.25 for mass of a
ew hundred solar masses dropping to ∼0.08 for masses of a few
housand solar masses. The lower star formation efficiency for high

ass clumps may be due to the increased feedback from high-mass
tars that are significantly more likely to form in them. 

(ii) We find good agreement between the SFE obtained from our
odel and observational measurements based on YSO source counts

n nearby molecular clouds, with 90 per cent of the measurements
greeing with the model predictions. The observational measure-
ents are considered to be the most reliable available and so the

orrelation between the predicted values and observations provides
trong support for the model. 

(iii) We use the star formation efficiencies to predict the total
ass of dense gas in the Galactic disc that will be turned into stars

nd, using the infrared excess time of 2 ± 1 Myr as the embedded
SO time-scale, we estimate the Galactic star formation rate to be

pproximately 0.9 ± 0.45 M � yr −1 . 
(iv) Although our calculations are derived from a few simple as-

umptions, the star formation efficiencies and Galactic star formation
ate are in good agreement with previously published values, which
rovides strong support for the SFE obtained from our model. 

This model has pro v en to be reliable and has an advantage o v er
revious studies by a v oids the uncertainty associated with converting
NRAS 516, 4245–4255 (2022) 
he infrared luminosity to stellar mass that affects many of the
ublished extragalactic and Galactic studies. 
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