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Abstract— Random Telegraph Noise (RTN) has attracted much 

attention, as it becomes higher for smaller devices. Early works 

focused on RTN in linear drain current, ID,LIN, and there is only 

limited information on RTN in saturation current, ID,SAT. As 

transistors can operate in either linear or saturation modes, lack 

of RTN model in ID,SAT prevents modelling RTN for real circuit 

operation. Moreover, circuit simulation requires both driving 

current and threshold voltage, VTH. A common practice of early 

works is to evaluate the RTN in VTH by ΔVTH=ΔID,LIN/gm, where 

gm is transconductance. It has been reported that the ΔVTH 

evaluated in this way significantly overestimates the real ΔVTH, but 

there is little data for establishing the cumulative distribution 

function (CDF) of the real ΔVTH. An open question is whether 

ΔVTH and ΔID,LIN/ID,LIN follow the same CDF. The objectives of this 

work are three-fold: to provide statistical test data for RTN in 

ID,SAT; to measure the RTN in real ΔVTH by pulse ID-VG; and, for 

the first time, to apply the integral methodology for developing the 

CDF per trap for all four key parameters needed by circuit 

simulation˗˗ ΔID,LIN/ID,LIN, ΔID,SAT/ID,SAT, ΔVTH,LIN, and ΔVTH,SAT. 

It is found that the Log-normal CDF is the best for ΔID,LIN/ID,LIN 

and ΔID,SAT/ID,SAT, while the General Extreme Value CDF is the 

best for ΔVTH,LIN and ΔVTH,SAT. Both ΔID,SAT/ID,SAT and ΔVTH,SAT 

are higher than their linear counterparts and separate modelling 

is required. Finally, the applicability of integral methodology in 

predicting the long term ΔID,LIN/ID,LIN is demonstrated. 

 
Index Terms— Noise, Random telegraph noise (RTN), Jitters, 

Yield, Fluctuation, Device Variations, Time-dependent Variations. 

I. INTRODUCTION 

evice-to-device variation (DDV) is a major challenge for 

designing modern CMOS circuits [1-27]. There are two 

types of DDV: time invariant DDV, such as line edge roughness 

[1], and time-dependent variation (TDV), such as age-induced 

DDV [2]. As transistor sizes downscale, random telegraph 

noise (RTN) has become one of the main sources of TDV [3-

27]. A single trap in gate dielectric can cause substantial 

fluctuation of both driving current, ΔID, and threshold voltage, 

ΔVTH, by capturing/emitting a charge carrier from/to the 

conduction channel [2-27]. The number of traps in a device 

follows the Poisson distribution [16,17] and RTN induces 

substantial stochastic TDV [3-27].  

Despite of the efforts made by early works [3-27], accurately 

modelling and predicting RTN for circuit optimization remains 

a challenge for modern CMOS technologies and there are 
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knowledge gaps that prevent achieving the optimization. One 

of them is that early works focused on ΔID/ID under linear 

operation condition, i.e. (VG-VTH)>VD. Real circuits, however, 

can operate under not only linear, but also saturation modes. For 

example, Fig. 1 shows that the transistor M1 and M5 in a 

standard SRAM cell can operate in linear and saturation mode, 

respectively, during a read operation. The limited early works 

on RTN under saturation [18-21] mainly investigated the 

impact of drain bias on individual traps and the key information, 

such as the CDF per trap for ΔID,SAT/ID,SAT and ΔVTH,SAT, is still 

missing. Without it, the simulation of RTN for real circuit 

operation cannot be completed. 

 In addition to driving current, circuit simulation also requires 

threshold voltage. Under linear mode, one common practice of 

early works [12, 22-24] is to evaluate the RTN in VTH,LIN by 

ΔVTH,LIN =ΔID,LIN/gm, where ΔID,LIN is the fluctuation of linear 

ID and gm the transconductance. When both ΔID,LIN and gm 

were measured at VG≈VTH, ΔVTH,LIN=ΔID,LIN/gm is a good 

estimation of the real ΔVTH [16],[25]. Most of circuits and early 

works, however, use an operation voltage of VG>VTH. Under 

VG>VTH, it has been reported that ΔVTH,LIN=ΔID,LIN/gm 

substantially overestimates the real ΔVTH,LIN directly measured 

from the pulse ID-VG at VG≈VTH [25].  

The impact of a trapped charge on device depends on the 

local charge carrier density beneath it [3,5,15,25]. Under 

VG≈VTH, current flows through narrow paths and traps located 

away from these paths have small impact. In contrast, under 

VG>VTH, current distribution is more uniform and more traps 

can be charged and have large contribution to RTN. This 

explains why ΔVTH,LIN= ΔID,LIN/gm measured under VG>VTH is 

larger than the ΔVTH,LIN measured at VG≈VTH. At present, there 

are insufficient data to establish the CDF of real ΔVTH,LIN and 

there are even less data on the directly measured ΔVTH,SAT. As 

the current flow pattern under VG≈VTH is different from that 

under VG>VTH, one open question is whether the RTN in 

driving current and VTH follows the same CDF.       

The objectives of this work are: 

• To provide experimental data for RTN under saturation 

condition; 

• To directly measure ΔVTH at VG≈VTH and obtain its 

statistical data; 
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• To extract the CDF per trap of the four parameters 

needed for circuit simulation: ΔID,LIN/ID,LIN, 

ΔID,SAT/ID,SAT, ΔVTH,LIN, and ΔVTH,SAT. 

In addition, based on the RTN measured at VG≈VTH, an 

integral methodology for modelling RTN has been proposed 

and it can be used to predict the long term RTN [16],[17]. The 

predicative capability of this integral method for ΔID,LIN/ID,LIN 

measured under VG>VTH will be tested in this work.  

 

 

Fig. 1. Schematic 6 transistor SRAM cell under Read Operation. M1 and M5 

operates under linear and saturation conditions, respectively. 

II. DEVICES AND EXPERIMENTS  

A. Devices 

The nMOSFETs used in this work were fabricated by a 

commercial 28 nm CMOS process. The channel length and 

width are 27 and 90 nm, respectively. The gate stack consists of 

a metal layer, a Hf-high-k layer, and an interfacial SiON layer. 

The equivalent oxide thickness is 1.2 nm. The average threshold 

voltage, VTH, is 0.45 V. 

  

Fig. 2. The raw ID recorded against log(time) under linear (a) and saturation (b) 

modes, respectively. The solid blue lines represent the ID,REF. The insets show 
the two level RTN within relatively short time window. The red lines in the 

insets were fitted RTN by the hidden Markov model (HMM).  

B. Experiments 

The tests were carried out under either linear or saturation 

conditions. Linear condition has a constant gate bias, VG, of 0.9 

V and a constant drain bias, VD, of 0.1 V. The saturation 

condition has VG=VD=0.9 V. Under these biases, the hot carrier 

and PBTI ageing is insignificant, when compared with RTN 

fluctuation.   

All tests were carried out under 125 oC. This is the 

temperature of thermal chuck and the self-heating effect is not 

included, since the test devices are bulk MOSFETs, rather than 

FinFETs. To assess RTN at different temperature, more tests 

are needed, which is out of the scope of this work. 

The test was repeated on 402 devices with a time window of 

10 sec for statistical analysis. To verify that the RTN model 

extracted from data in this short window can be used to predict 

long term RTN, tests with a time window up to 6×104 sec were 

also -carried out for 60 devices.   

During RTN tests, drain current, ID, was monitored 

continuously at a sampling rate of 1 Mpoint/sec [26] and an 

example of the raw ID is given in Figs. 2(a) and 2(b) for linear 

and saturation mode, respectively. The reference ID, IREF, was 

obtained from the average of the first 10 points, as represented 

by the blue lines. It was used for evaluating the relative shift of 

ID, ΔID/ID=(IREF-ID)/ID. A positive ΔID/ID represents a reduction 

of ID, therefore. The insets in Figs. 2(a) and (b) show that ID can 

follow the two level RTN within a relatively short time window. 

As time increases, slower traps start contributing, leading to 

increased fluctuation.  

 The VG waveform for measuring ΔVTH is given in Fig. 3(a). 

The reference VTH, VTH,REF, is first extracted by the maximum 

gm method from a reference pulse (3μs) ID-VG, taken before 

starting the RTN test for each device and an example is given 

in Fig. 3(b). The VD used for the pulse ID-VG is 0.1 or 0.9 V for 

the linear or saturation tests, respectively. The current at VG= 

VTH,REF, IDTH, is recorded. During the RTN tests, the pulse ID- 

VG were taken periodically and the instabilities in VTH were 

extracted from the VG shift at ID=IDTH, i.e. ΔVTH= VG (ID =IDTH)-

VTH,REF, as shown by the inset of Fig. 3(b).  

 
Fig. 3. (a) The VG waveform for measuring ΔVTH. (b) The ΔVTH was extracted 

from the shift of VG at ID=IDTH when comparing the pulse ID-VG during RTN 

test with the reference ID-VG measured before starting the RTN test. 

 

   

Fig. 4. A comparison between ΔVTH  measured at VG=VTH and ΔID/gm. (a) The 

CDF of ΔVTH  and ΔID/gm at 10 sec. (b) Standard deviation at different time. 

III. RESULTS AND DISCUSSIONS 

A. Linear mode: CDF of ΔVTH,LIN and ΔID,LIN/ID,LIN 

Integral methodology: The details of integral methodology 

were given in early works [16] and a brief description of its 

principle is included here for self-completeness. Early works 

[2,4,5,8-12] measured the impact of individual traps separately 

and collected a number of traps to build the CDF per trap. In 

contrast, integral method measures the total RTN in a device 

that can come from the cumulative contribution of multiple 

traps. One advantage of the integral method is that it does not 

require separating the measured fluctuation, such as that in Figs. 

2(a) and 2(b), into the contributions of individual traps 

experimentally. This separation is carried out numerically 
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based on the maximum likelihood estimation [16],[17]. At a 

given time, each device will give one data point in Fig. 4(a) and 

402 devices give the dataset for the CDF.  

 

 

Fig. 5. The sum of squared errors (SSE) per device of the fitted CDFs on the 
ΔVTH(VG=VTH). Blue bars are for ΔVTH,LIN in Fig. 4(a). Red bars are for 

ΔVTH,SAT in Fig. 10(b). 

 

It should be pointed out that the CDF in Fig. 4 is for ΔVTH,LIN 

per device, which is different from the CDF per trap, as one 

device can have multiple traps. By assuming that the number of 

traps per device follows the Poisson distribution and the CDF 

per trap follows one of the distributions: Exponential, Log-

normal, or General Extreme Value (GEV), the parameters in 

these distributions can be extracted through the Maximum 

likelihood method [16],[27]. In this way, the integral method 

decomposes ΔVTH,LIN into the contribution of individual traps 

numerically and statistically, rather than experimentally. 

A comparison between ΔVTH,LIN and ΔID,LIN /gm: Figs. 

4(a)&(b) compare the CDF and standard deviations of these 

two, respectively. In agreement with early work [25], the 

ΔID,LIN/gm has substantially large deviation and longer 

distribution tails. As a result, using ΔID,LIN/gm will overestimate 

the RTN in threshold voltage and ΔVTH,LIN should be directly 

measured at VG=VTH, as shown in Fig. 3(b). We will use the 

directly measured ΔVTH,LIN hereafter. 

Selection of CDF per trap for ΔVTH,LIN: By assuming the 

impact per trap following a specific CDF: Exponential, Log-

normal, or GEV, the parameters in these CDFs can be extracted 

through the maximum likelihood estimation [16],[17]. To find 

which CDF matches the test data best, the sum of squared error 

(SSE) per device between the extracted CDF and the test data 

is calculated. The blue bars in Fig. 5 show that GEV has the 

least SSE.  

One possible explanation for the lowest error of GEV is that 

it has three fitting parameters, while Log-normal has two and 

Exponential has one. To further support the selection of GEV, 

we examine the dependence of SSE on the number of devices, 

N. If the data truly follows a CDF, SSE should reduce with 

increasing N. As N approaches infinite, SSE per data/device 

should approach zero [27].  

For the red dashed line in Fig. 6(a), we used a theoretical 

Log-normal CDF to generate different number of hypothetical 

devices. These devices were then fitted with Log-normal CDF 

and the SSE per device is calculated from the difference 

between the fitted and the theoretical Log-normal CDFs. As 

expected, the SSE indeed reduces for higher number of devices. 

Repeating the same procedure for GEV gives the blue dashed 

line. When comparing the theoretical dashed lines with the 

corresponding solid lines of test data, GEV (blue) is the closest, 

supporting its selection for ΔVTH,LIN.    

   

Fig. 6. Dependence of SSE per device on the number of devices used to extract 
the CDFs. The solid lines are fitted with test data. The dashed lines are results 

of hypothetical devices generated from theoretical Lognormal or GEV CDFs. 

(a) ΔVTH,LIN: GEV (blue) agrees best with theoretical line. (b) ΔID,LIN/ID,LIN: Log-

normal (red) agrees best with theoretical line.           

 Selection of CDF per trap for ΔID,LIN/ID,LIN: The CDF of 

measured ΔID,LIN/ID,LIN at VG=0.9 and VD=0.1 V at 10 sec is 

given in Fig. 7(a). By repeating the same procedure as that for 

ΔVTH,LIN, the SSE of extracted CDF per device is given in Fig. 

7(b) as the blue bars. The Log-normal has the lowest error here, 

although it has less fitting parameter than GEV. Fig. 6(b) also 

shows that differences in the SSE dependence on device 

number between the theoretical and test data are smallest for the 

Log-normal (the red lines). Log-normal should be selected for 

ΔID,LIN/ID,LIN, therefore. 

 

     
 

Fig. 7. (a) ΔID,LIN/ID,LIN fitted with three different CDF per trap: Exponential, 

Log-normal, and GEV. (b) The errors. Blue bars are errors for ΔID,LIN/ID,LIN in 

Fig. 7(a) and red bars are errors for ΔID,SAT/ID,SAT in Fig. 10(a). In both cases, 

Log-normal gives the lowest errors. 

The results show that different types of CDF per trap should 

be used for ΔID,LIN/ID,LIN and ΔVTH,LIN: Log-normal for 

ΔID,LIN/ID,LIN and GEV for ΔVTH,LIN. To explain this difference, 

it is noted that the GEV generally has larger statistical spread 

than Log-normal, when fitting the same set of data 

[16],[17],[27]. As mentioned earlier, the current follows narrow 

percolation path under VG=VTH, but is more uniformly 

distributed under VG>VTH. The trapped charges above the 

narrow current path will have profound impacts on the device 

under VG=VTH, generating the outlier and large statistical 

spread. GEV describes these outliers better.  

Impact of VG on RTN: This work measures RTN at VG=0.9 

V, since this is the operation voltage specified for this CMOS 

technology by the foundry. The desire to minimize power 

consumption can push VG toward VTH=0.45 V in future, so that 

it is of interest to compare the RTN at VG=0.9 V with that at 

VG=0.5 V. Fig. 8 shows that RTN has higher standard deviation, 

σ, at VG=0.9 V. When compared with ID at VG=0.5 V, ID at 

VG=0.9 V is higher and more uniformly distributed. This allows 

more traps being charged, resulting in the higher RTN.  
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Fig. 8. A comparison of the RTN standard deviation under VG=0.9 V with that 

under VG=0.5 V. (a) ΔVTH and (b) ΔID,LIN/ID,LIN. 

B. Saturation mode: CDF of ΔID,SAT/ID,SAT and ΔVTH,SAT 

The CDF per trap for ΔID,SAT/ID,SAT: The measured ID,SAT and 

ΔID,SAT on 402 devices are given in Figs. 9(a) and (b), 

respectively. When compared with ID,LIN, the mean ID,SAT is a 

factor of 4.8 higher. The ΔID,SAT in Fig. 9(b) has wider statistical 

spread than the ΔID,LIN. This is mainly caused by the higher 

transconductance in saturation, so that the same shift in 

overdrive voltage (VG-VTH) results in larger shift in ID. 

 

       
Fig. 9. A Comparison between linear (black) and saturation (red) measurements 

on 402 devices: (a) ID and (b) ΔID.  
 

         
Fig. 10. A Comparison between linear and saturation measurements: (a) ΔID/ID 

and (b) ΔVTH. The lines are fitted results. 

 

Fig. 10(a) compares ΔID,SAT/ID,SAT with ΔID,LIN/ID,LIN. The 

normalization brings these two much closer, but ΔID,SAT/ID,SAT 

clearly has larger statistical spread than ΔID,LIN/ID,LIN. The 

integral methodology is again used to extract the CDF per trap 

for ΔID,SAT/ID,SAT. As reported in Section III.A, GEV describes 

the RTN with narrow percolation current path best, while Log-

normal CDF describes the RTN under relatively uniform 

current flow better. Under saturation, current flow should be 

relatively uniform near the source, but can be less uniform near 

the pinch-off point, where it is close to threshold condition. Fig. 

7(b), however, shows that Log-normal CDF has the lowest error 

for ΔID,SAT/ID,SAT. This indicates that the inversion channel 

region has a larger impact on ΔID,SAT/ID,SAT distribution.  

To further compare ΔID,SAT/ID,SAT with ΔID,LIN/ID,LIN 

quantitatively, we extracted their statistical properties at 

different time windows. Fig. 11 shows that the number of 

average effective charged acceptor-like (NA) and donor-like 

(ND) traps is clearly larger for ΔID,SAT/ID,SAT. The procedure and 

formula used to extract the NA and ND for ΔID/ID are the same 

as those used for ΔVTH in early works [16],[17], but the unit for 

average impact per trap, µ, is % for ΔID/ID and mV for ΔVTH. 

Fig. 12 shows that µ is insensitive to time and in a range of 0.48 

~ 0.75% for 𝑁𝐴, and 0.46 ~ 0.6% for 𝑁𝐷, depending on the CDF 

per trap used.    

 

 
Fig. 11. ΔID/ID at different time window: The extracted average number of 

acceptor-like (a)-(c) and donor-like (d)-(f) traps per device.  The red and black 

symbols are for ΔID,SAT/ID,SAT and ΔID,LIN/ID,LIN, respectively.  
 

 
Fig. 12. ΔID/ID at different time window: The extracted average impact per 

acceptor-like (a)-(c) and donor-like (d)-(f) traps.  The red and black symbols 

are for ΔID,SAT/ID,SAT and ΔID,LIN/ID,LIN, respectively. 
 

Based on the extracted Log-normal CDF, the projected 

ΔID,SAT/ID,SAT and ΔID,LIN/ID,LIN at different multiples of standard 

deviation, σ, are given in Fig. 13(a). At 6σ, ΔID,SAT/ID,SAT = 

35.7% and ΔID,LIN/ID,LIN = 27.5%. Typically, ΔID/ID = 10% has 

been used to define ageing-induced device lifetime [28]. At 

10%, Fig. 14(a) shows that the failure rates for ΔID,SAT/ID,SAT 

and ΔID,LIN/ID,LIN are 90 and 30 parts-per-million (ppm), 

respectively. At 25%, they become 0.17 for ΔID,SAT/ID,SAT and 

0.008 for ΔID,LIN/ID,LIN. These differences confirm the need to 

model ΔID,SAT/ID,SAT and ΔID,LIN/ID,LIN separately. 

Selection of CDF per trap for ΔVTH,SAT: Similar to ΔVTH,LIN, 

ΔVTH,SAT was measured from the shift of pulse ID-VG, but under 

VD=0.9 V. Their distributions are compared in Fig. 10(b). Like 

ΔID/ID, ΔVTH,SAT has higher statistical spread than ΔVTH,LIN. As 

both of them were measured under the condition where current 
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follows narrow percolation paths, it is not surprising to find that 

GEV also describes the CDF per trap best for ΔVTH,SAT.  

The larger RTN in saturation mode should be explained. The 

occupancy of a trap in the gate dielectric should increase with 

(i) a higher number of mobile charge carriers beneath it in the 

substrate and (ii) the higher energy of these charge carriers. 

When an electron in silicon has higher energy, the potential 

barrier for its tunnelling will be lower. As a result, hot carriers 

are more efficient to fill a trap and increase the trap occupancy.  

Under the same VG=0.9 V, raising VD from 0.1 to 0.9 V 

reduces the electrical field between gate and conduction 

channel away from the source. This leads to a reduction of the 

charge carrier density toward drain, which in turn reduces the 

trap occupancy. The reduced field between gate and channel 

does not support a higher ΔVTH,SAT, therefore. On the other 

hand, the lateral field increases when raising VD, which makes 

carrier ‘hot’ and increase trap filling. The experimental results 

show that the rise in carrier energy overcompensates the 

reduction in carrier density, resulting in higher ΔVTH,SAT. 

 

  
Fig. 13. A comparison of linear and saturation ΔID/ID (a) and ΔVTH (b) at 

different multiples of standard deviation, evaluated from Log-normal for (a) 
and GEV for (b). 

 

     
 
Fig. 14. The failure rates against failure criteria evaluated by log-normal CDF 

for ΔID/ID (a) and GEV for ΔVTH (b).  

 
Table I. The CDF formula and their average parameter values extracted 
between 10-4 and 10 sec. The ‘δ’ is used in the formula to emphasize that it is 

the impact per trap, rather than per device. 

 CDF Accept
or 

Donor 

Lognormal 
Δ𝐼𝐷,𝐿𝐼𝑁

𝐼𝐷,𝐿𝐼𝑁

 

1

2
+

1

2
erf (

ln(𝛿𝐼𝐷,𝐿𝐼𝑁/𝐼𝐷,𝐿𝐼𝑁) − 𝜖

√2θ
) 

𝜖 =  −0.53 

θ = 0.13 

 

𝜖 =  −0.68 

θ =  0.11 

Lognormal 
Δ𝐼𝐷,𝑆𝐴𝑇

𝐼𝐷,𝑆𝐴𝑇

 

1

2
+

1

2
erf (

ln(δ𝐼𝐷,𝑆𝐴𝑇/𝐼𝐷,𝑆𝐴𝑇) − 𝜖

√2θ
) 

𝜖 =  −0.47 

θ = 0.15 

 

𝜖 =  −0.61 

θ =  0.16 

GEV 

Δ𝑉𝑇𝐻,𝐿𝐼𝑁 

𝑒
−((1+𝜉(

𝛿𝑉𝑇𝐻,𝐿𝐼𝑁−𝛼
𝛽

))

− 
1
𝜉

)

  

𝜉 = 0.54 

𝛼 = 0.46 

𝛽 = 0.13 

 

𝜉 =  0.4 

𝛼 =  0.37 

𝛽 =  0.14 

GEV 

Δ𝑉𝑇𝐻,𝑆𝐴𝑇 

𝑒
−((1+𝜉(

𝛿𝑉𝑇𝐻,𝑆𝐴𝑇−𝛼
𝛽

))

− 
1
𝜉

)

 

𝜉 = 0.51 

𝛼 = 0.49 

𝛽 = 0.14 

 

𝜉 =  0.38 

𝛼 =  0.4 

𝛽 =  0.15 

To have a quantitative comparison, the number of effective 

charged traps per device is given in Fig. 15 for different time 

windows. The NA and ND are clearly higher for ΔVTH,SAT. Fig. 

16 shows that the mean impact per trap, however, is similar for 

ΔVTH,SAT and ΔVTH,LIN. Based on the extracted GEV per trap, 

Fig. 13(b) gives the predicted ΔVTH at multiple σ at 10 sec. At 

6σ, ΔVTH,SAT and ΔVTH,LIN reaches 40.3 mV and 32.7 mV, 

respectively. Fig. 14(b) shows that the failure rates for ΔVTH,SAT 

and ΔVTH,LIN are 2×10-6 and 0.11×10-6 ppm at 50 mV. As a 

result, they should be modelled separately as well. 

Table I summarizes the best CDF per trap for the four 

parameters: ΔID,LIN/ID,LIN, and ΔID,SAT/ID,SAT, ΔVTH,SAT and 

ΔVTH,LIN. 

 

 
Fig. 15. ΔVTH at different time window: The extracted average number of 
acceptor-like (a)-(c) and donor-like (d)-(f) traps per device.  The red and black 

symbols are for ΔVTH,SAT and ΔVTH,LIN, respectively.  

 

 
Fig. 16. ΔVTH at different time window: The extracted average impact per 

acceptor-like (a)-(c) and donor-like (d)-(f) trap.  The red and black symbols are 

for ΔVTH,SAT and ΔVTH,LIN, respectively.  

C.   Predicting long term ΔID,LIN/ID,LIN 

The principle: One advantage of the integral methodology is 

that it does not require the statistical distributions of trap’s 

capture and emission times, which are difficult to establish 

[7,11,12]. At a given time window, the statistical distribution of 

ΔVTH such as that in Fig. 10(b) is assumed originating from a 

set of ‘effectively charged traps (ECT)’. As ECTs are always 

charged, there is no need to specify their capture and emission 
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times. As time window increases, slower traps become active, 

leading to higher NA and ND in Figs. 11 and 15. In this way, the 

impact of trap’s time constants on ΔVTH is transformed to the 

dependence of NA and ND on time. If the kinetics of NA and ND 

can be established based on short time test data, their long term 

values can be estimated through extrapolation, similar to 

predicting the ageing-induced device lifetime. Once NA and ND 

is known, the CDF of ΔVTH at long term can be directly 

evaluated, without using the time consuming Monte Carlo 

simulation. 

 

 
Fig. 17. ΔID,LIN/ID,LIN: Prediction of the average number of acceptor-like traps 

per device, 𝑁𝐴 , in (a)-(c) and donor-like traps per device, 𝑁𝐷 , in (d)-(f). 

Symbols are extracted from three different distributions: Exponential, 

Lognormal and GEV. Solid lines within 10s represent the fitted kinetics with 
power law, lognormal and log-uniform. Dashed lines beyond 10s represent the 

extrapolated kinetics. The test data beyond 10s were not used for fitting. 

 
 

  
Fig. 18. The sum of squared errors of the prediction in Fig. 17: (a) for acceptor-
like and (b) for donor-like traps. The lowest errors were obtained for Log-

uniform kinetics with Lognormal CDF. 
 

 
Fig. 19. A comparison of the measured and predicted CDF of ΔID,LIN/ID,LIN at 

6×104 sec. The CDF is plotted in linear (a) and Z-score (b) scales.  (c) shows 

that the lowest error was obtained with Lognormal CDF per trap. 
 

Applicability to ΔID,LIN/ID,LIN: Early works [16],[17] showed 

that the integral method was successfully used to predict the 

long term CDF of ΔVTH. Its applicability to predict the long 

term ΔID,LIN/ID,LIN measured at VG>VTH is investigated here. 

Two statistical distributions have been proposed for trap’s time 

constants by early works: Log-uniform or Log-normal [5,7-9]. 

Their applicability for the kinetics of NA and ND will be tested. 

In addition, power law has been widely used as the kinetics for 

ageing [29],[30] and will also be tested. 

In Fig. 17, the data within 10 sec are used to fit the kinetics. 

The extracted kinetics were then extrapolated to 6×104 sec and 

compared with the test data. Fig. 18 shows that, for both NA and 

ND, the power law gives the highest errors, and the Log-uniform 

kinetics gives the lowest errors within the time window used in 

this work. If extrapolated further into future, Log-uniform 

kinetics will not saturate, but Lognormal kinetics will. Within a 

typical device lifetime (e.g. 10 years), further works are needed 

to determine which one is more accurate.  

With the predicted NA and ND at 6×104 sec and the mean 

impact per trap given in Fig. 12, we can evaluate the CDF of 

ΔID,LIN/ID,LIN based on the Poisson distribution of number of 

traps per device and log-normal CDF of the impact per trap. The 

predicted CDF of ΔID,LIN/ID,LIN is compared with test data in Fig. 

19 and good agreement has been obtained for the Log-normal 

CDF per trap. The integral methodology can be applied to 

predict the long term ΔID,LIN/ID,LIN, therefore. 

IV. CONCLUSIONS 

The key parameters required for circuit simulation include 

driving current and threshold voltage under both linear and 

saturation modes. For the first time, this work used the integral 

methodology to assess their RTN-induced statistical 

distributions per trap based on test data. Unlike early works that 

overestimates ΔVTH by using ΔID/gm, ΔVTH was directly 

measured from the pulse ID-VG at VG=VTH here. It is shown that 

ΔID/ID and ΔVTH follow different CDF: Log-normal describes 

ΔID/ID best, while GEV is the best for ΔVTH, under both linear 

and saturation conditions. Despite the reduced field between 

gate and conduction channel under saturation, both 

ΔID,SAT/ID,SAT and ΔVTH,SAT are actually higher than their linear 

counterparts, indicating hot carriers assisting trap-filling. The 

results show that the RTN in each of the key parameters should 

be modelled separately. The work also shows that the integral 

methodology can be used to predict the long term ΔID,LIN/ID,LIN, 

based on the CDF extracted from short test time window and 

Log-uniform kinetics.       
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