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A B S T R A C T 

NGC 5139 ( ω Cen) is the closest candidate of a nuclear star cluster that has been stripped of its host galaxy in the Milky Way. 
Despite e xtensiv e studies through the last decades, many open questions about the cluster remain, including the properties of the 
binary population. In this study, we use MUSE multi-epoch spectroscopy to identify binary systems in ω Cen. The observations 
span 8 yr, with a total of 312 248 radial velocity measurements for 37 225 stars. Following the removal of known photometric 
variables, we identify 275 stars that show RV variations, corresponding to a disco v ery fraction of 1 . 4 ± 0 . 1 per cent . Using 

dedicated simulations, we find that our data are sensitive to 70 ± 10 per cent of the binaries expected in the sample, resulting in 

a completeness-corrected binary fraction of 2 . 1 ± 0 . 4 per cent in the central region of ω Cen. We find similar binary fractions 
for all stellar evolutionary stages co v ered by our data, the only notable exception being the blue straggler stars, which show an 

enhanced binary fraction. We also find no distinct correlation with distance from the cluster centre, indicating a limited amount 
of mass se gre gation within the half-light radius of ω Cen. 

Key words: techniques: radial velocities – binaries: spectroscopic – blue stragglers – globular clusters: individual: NGC 5139. 
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 I N T RO D U C T I O N  

inary systems are a key element to the evolution of stellar clusters.
hey act as both a source and store of gravitational energy, which
an delay core collapse in globular clusters (Goodman & Hut 1989 ;
reen & Heggie 2012 ). Binary stars are also vital to explain the
ariety of stellar exotica observed in star clusters, such as blue 
traggler stars (BSSs; e.g. McCrea 1964 ; Mateo et al. 1990 ; Stryker
993 ; Giesers et al. 2019 ) and cataclysmic variables (CV; e.g.
v anov a et al. 2006 ; G ̈ottgens et al. 2019 ). Finally, binary systems
omposed of stellar remnants and luminous companions offer a 
nique possibility to constrain the populations of neutron stars and 
lack holes residing in star clusters. Doing so is crucial in order to
nhance our understanding of the origin of gravitational wave (GW) 
vents detected by the LIGO-VIRGO-KAGRA collaboration. 

Black holes have been suggested to exist in globular cluster 
nvironments for a long time; ho we ver, it was initially thought that
nly a small number would survive the natal kicks experienced by 
orming black holes (Kulkarni, Hut & McMillan 1993 ; Sigurdsson & 

ernquist 1993 ) and any black holes that survived would become an
solated subsystem at the centre of the cluster due to the Spitzer
 1969 ) instability. Recent observations of black hole candidates in 
 E-mail: f.e.wragg@2020.ljmu.ac.uk (FW); s.kamann@ljmu.ac.uk (SK) 
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lobular clusters (Strader et al. 2012 ; Minniti et al. 2015 ; Giesers
t al. 2018 ) suggest that black holes are neither exceptional objects
or isolated from luminous cluster members. The longevity of black 
oles in star clusters is also predicted by state-of-the-art numerical 
odels, such as Monte Carlo or N-body models (e.g. Askar, Arca
edda & Giersz 2018 ; Weatherford et al. 2020 ). Black hole mergers

n globular clusters are thought to be an important source of GWs,
ith subsequent simulations such as those performed by Rodriguez, 
hatterjee & Rasio ( 2016 ) and Antonini & Gieles ( 2020 ) predict a

elatively high merger rate in globular cluster environments. 
Although among field stars the binary fraction is > 50 per cent

Duquennoy & Mayor 1991 ; Duch ̂ ene & Kraus 2013 ), globular
lusters typically have a lower binary fraction, with the spectro- 
copic studies of M4 by Sommari v a et al. ( 2009 ) and of NGC
201 by Giesers et al. ( 2019 ) reporting global binary fractions
f 3 . 0 ± 0 . 3 per cent and 6 . 75 ± 0 . 72 per cent , respectively. The
hotometric study of 59 Galactic globular clusters by Milone et al.
 2012a ) also supports a lower global binary fraction, which for most
lusters falls between 2 and 15 per cent. The discrepancy compared
o the field can be explained by the large frequency of dynamical
nteractions within star cluster environments, which tend to destroy 
ide binaries (Heggie 1975 ). On the other hand, the work by Heggie

 1975 ) further shows that dynamical interactions tend to harden tight
inaries, and indeed, binary interaction products, such as BSS, are 
ommonly found in dense clusters. As a consequence, the observed 
is is an Open Access article distributed under the terms of the Creative 
h permits unrestricted reuse, distribution, and reproduction in any medium, 

http://orcid.org/0009-0006-5696-7706
http://orcid.org/0000-0001-6604-0505
http://orcid.org/0000-0003-4746-6003
http://orcid.org/0000-0003-4546-7731
mailto:f.e.wragg@2020.ljmu.ac.uk
mailto:s.kamann@ljmu.ac.uk
https://creativecommons.org/licenses/by/4.0/


782 F. Wra g g et al. 

M

b  

M  

S  

f  

1  

f
 

D  

(  

b  

a  

o  

o  

o  

m  

f  

m  

s  

o
 

w  

a  

I  

a  

d  

i  

l  

b  

b  

s  

t
 

a  

i  

e  

(  

a  

t  

c  

o  

F  

o  

i  

ω  

a  

u  

v  

h  

2  

b  

m  

o  

o  

a  

A  

i  

(  

s  

g  

f  

w  

e

 

s  

t  

E  

a  

s  

m  

v  

o  

S  

b  

m  

d  

f  

a  

o

2

2

O  

g  

o  

t  

l  

t  

o  

a  

2  

fi  

s
 

1  

fi  

a  

2  

o  

O  

w  

f  

W  

e  

N  

o  

c  

A  

M
 

i  

t  

i  

b  

i  

t  

2

A  

(  

r  

s  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/535/1/781/7826791 by Liverpool John M
oores U

niversity user on 13 N
ovem

ber 2024
inary fractions cannot be easily converted to primordial ones (Hut,
cMillan & Romani 1992 ), and the latter are still poorly constrained.

imulations of globular clusters using widely ranging primordial
ractions between 5 per cent (Hurley, Aarseth & Shara 2007 ) and
00 per cent (Iv anov a et al. 2005 ) are able to reproduce the observed
ractions. 

Studies of young massive clusters (ages � 10 Myr), such as 30
oradus (Sana et al. 2013 ; Dunstall et al. 2015 ), Westerlund 1

Ritchie et al. 2022 ), or NGC 6231 (Banyard et al. 2022 ) report
inary fractions between 40 and 55 per cent. These results suggest,
ssuming young massive clusters do in fact represent the early stages
f globular cluster evolution, that the primordial binary fractions
f globular clusters were indeed much higher than the fractions
bserved today. Ho we ver, care must be taken when comparing young
assive clusters and ancient globulars, given that the results available

or the two classes of objects are derived for very different stellar
ass regimes and that the multiplicity properties of field stars are a

trong function of stellar mass (see Offner et al. 2023 , for a recent
 v erview). 
Within globular clusters, the binary fraction is seen to decrease

ith radius (e.g. Milone et al. 2012b ), which can be understood as
 consequence of mass se gre gation (Hurle y et al. 2007 ; Fre geau,
v anov a & Rasio 2009 ). As shown by, e.g. Aros et al. ( 2021 ), the
mount of mass se gre gation e xperienced by binary stars sensitiv ely
epends on the number of black holes, or the presence of an
ntermediate-mass black hole (IMBH), inside the cluster. Namely,
ess mass se gre gation corresponds to the presence of a substantial
lack hole component, either as a higher number of stellar mass
lack holes, or an IMBH. As such, studying the properties of binary
ystems inside globular clusters promises to of fer ne w insight into
he distribution of unseen mass inside the clusters. 

NGC 5139, Omega Centauri ( ω Cen), is a particularly important
nd interesting cluster in the Milky Way. Due to its unusual complex-
ty, both in terms of the chemical abundances of stars (Alvarez Garay
t al. 2024 ), but also in the clusters kinematics and internal dynamics
van de Ven et al. 2006 ), ω Cen has been suggested to be a remnant of
 dwarf galaxy that has merged with the Milky Way and is proposed
o be a former nuclear star cluster (NSC), though there is still no
onsensus on whether ω Cen belonged to either the Gaia-Enceladus
r the Sequoia dwarf galaxies (Massari, Koppelman & Helmi 2019 ;
orbes 2020 ; Pfeffer et al. 2021 ). Determining the binary fraction
f a cluster as complex as ω Cen will provide a crucial insight
nto the evolution of the cluster. Given the potential link between
 Cen and a former dwarf galaxy, there is a long-standing question
bout the presence of an IMBH in the cluster. Ho we ver, until no w,
ncertainties regarding the location of the cluster centre (Anderson &
an der Marel 2010 ) or the retention fraction of stellar-mass black
oles hav e prev ented a clear answer (see debate in Noyola et al.
010 ; van der Marel & Anderson 2010 ). N-body models performed
y Baumgardt et al. ( 2019 ) suggest that a large number of stellar-
ass black holes must have been retained in order to explain the

bserved stellar kinematics of ω Cen. A spectroscopic binary search
ffers the possibility to partially unco v er this predicted population, in
 similar way as done by Giesers et al. ( 2018 , 2019 ) for NGC 3201.
t the same time, the radial distribution of binaries promises further

nsight into the mass structure of ω Cen, as predicted by Aros et al.
 2021 ). There have been very few direct investigations for binary
ystems in ω Cen, and no studies that gi ve an accurate v alue for the
lobal fraction of the cluster. The most recently published estimates
or binary fraction are photometric studies by Bellini et al. ( 2017 ),
hich estimates a fraction of 2 . 70 ± 0 . 08 per cent , and one by Elson

t al. ( 1995 ), which estimates an upper limit of 5 per cent. 
NRAS 535, 781–792 (2024) 
In this first of its kind study of ω Cen, we conduct a spectroscopic
earch for binary systems within the cluster. In Section 2 , we discuss
he spectroscopic data collected using the Multi Unit Spectroscopic
xplorer (MUSE) and describe the statistics of the observations
nd the data reduction. In Section 3 , we summarize the process of
pectral extraction and analysis used to perform the radial velocity
easurements for each epoch of each star. In Section 4 , we remo v e

ariable stars from the sample and calculate the disco v ery fraction
f radial-velocity variables in our data set of ω Cen. We describe in
ection 5 the procedure used to determine the completeness of our
inary search. Finally, in Section 6 , we discuss the robustness of the
ock data sample and the sensitivity to the assumed orbital parameter

istributions. We then present the completeness-corrected binary
raction, not only for the global population, but also for different
reas of the colour–magnitude diagram (CMD), before summarizing
ur results in Section 7 . 

 DATA  

.1 Obser v ations 

ne of the biggest challenges in spectroscopic observations of
lobular clusters is the crowding of the field, resulting in the blending
f sources. As a consequence, spectroscopic samples large enough
o determine the demographics of the binary populations in clusters
ike ω Cen are still scarce. Ho we ver, the MUSE (Bacon et al. 2010 ) at
he Very Large Telescope (VLT) saw first light in 2014 and since has
bserved 27 globular clusters within the Milky Way, including ω Cen,
s part of the guaranteed time observations (GTOs; see Kamann et al.
018 , for an o v ervie w of the observ ations). In the cro wded cluster
elds, MUSE enables simultaneous spectroscopy of thousands of
tars. 

For this study, we use all the MUSE GTO data available of ω Cen:
0 wide field mode (WFM) pointings with a 1 arcmin × 1 arcmin
eld of view (FoV), and 6 narrow field mode (NFM) pointings with
 7 . 5 arcsec × 7 . 5 arcsec FoV were observed repeatedly between
015 and 2022. For a detailed summary of the individual pointings
bserved in ω Cen, see the recent work of Pechetti et al. ( 2024 ).
n average, each WFM pointing was observed for 15 epochs,
hereas each NFM pointing was only observed twice. Ho we ver, the

ootprints of the NFM pointings are fully co v ered by the central
FM pointings as well. For the WFM data, cadences between

pochs ranged from less than 1 h to several months, while for the
FM data, the cadence ranged from several months to a year. All
bservations were performed using the nominal wavelength range,
o v ering 4750 –9350 Å with a spectral resolution of R ∼ 1800 –3500.
 visual representation of the WFM data available for ω Cen from
USE is shown in Fig. 1 . 
As can be seen from Fig. 1 , the GTO surv e y targets different areas

n the central region of the cluster. We note that the data discussed in
his work form part of the OMEGACAT project, recently presented
n Nitschai et al. ( 2023 ). Ho we ver, whereas the catalogue published
y Nitschai et al. contains the results obtained by averaging over the
ndividual epochs, here we focus on the single-epoch data and study
he stars for radial velocity variations between the individual epochs.

.2 Reduction 

ll observed data was processed with the standard MUSE pipeline
Weilbacher et al. 2020 ), which performs all the steps necessary to
educe integral-field spectroscopic data. Following bias subtraction,
ignal tracing, flat fielding, and wavelength calibration, the data from
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Figure 1. VRI colour representation of the MUSE data presented in Nitschai 
et al. ( 2023 ), with the GTO pointings studied in this work highlighted, with 
the number of epochs for each pointing shown via the colourbar. The six 
NFM (7.5 arcsec across) pointings are not shown as they would be too small 
to see, but are in the o v erlap re gion of the four central WFM pointings. The 
green dotted circle represents the clusters core radius, and the red dashed 
circle shows the half light radius. In this image, up is north and left is east. 
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ach of the 24 spectrographs are stored in a pixtable. In the next step,
he data from the 24 pixtables are combined, corrected for differential 
tmospheric refraction, and flux calibrated. As outlined in Husser 
t al. ( 2016 ), we do not perform a sky subtraction nor a correction
or telluric absorption. These features are corrected for during the 
ostprocessing steps described below. This process is repeated for 
 very indi vidual exposure before the data for the three (or four,
n the case of NFM data) exposures per pointing and epoch are
ombined and resampled on to a final data cube, showing the RA and
ec. coordinates along the spatial dimensions and the wavelength 

long the spectral dimension. We note that we do not investigate 
ariability between the individual exposures entering a data cube. 
hese exposures were usually taken back to back, with time offsets
f a few to a maximum of 30 min. 

 ANALYSIS  

.1 Spectral extraction 

he extraction of individual spectra is done using the PAMPELMUSE 

oftware detailed in Kamann, Wisotzki & Roth ( 2013 ). In order
o properly perform the extraction, the MUSE data must first be 
atched to an astrometric reference catalogue, in order to obtain 

elative positions and brightness estimates for the stars in the FoV. 
or the central fields, we used the Hubble Space Telescope ( HST )
hotometric catalogue from the ACS surv e y of Galactic globular 
lusters (Sarajedini et al. 2007 ; Anderson et al. 2008 ). MUSE
ointings that were not completely co v ered by the footprint of the
CS surv e y were instead processed with the HST catalogue published
y Anderson & van der Marel ( 2010 ). 
The analysis starts with an initial guess of the point spread function

PSF), modelled as a Moffat profile, which is iteratively improved 
sing the brightest and most isolated stars in the sample. Within each
teration, the contributions from other nearby stars are subtracted 
sing the PSF model. The iterative process is then repeated on each
ayer of the datacube and each solution is combined to create a
avelength-dependent PSF model and to predict the position of 

ach source as a function of wavelength. Finally, this wavelength- 
ependent model is used to build the final spectrum for each source

y extracting the flux from each layer of the datacube. 
.2 Spectral analysis 

he analysis of the spectra is performed with SPEXXY (Husser 
t al. 2016 ), which performs full-spectrum fitting against a library
f template spectra in order to measure stellar parameters and 
adial velocities. In order to obtain initial guesses for the former,
he photometry of the stars with extracted spectra is compared to
n isochrone from the PARSEC data base (Bressan et al. 2012 ),
hich assumes a distance of 5.3 kpc, extinction of A V = 0 . 4, an

ge of 13.5 Gyr and a metallicity of [Fe/H] = −1.2. Using a
earest-neighbour approach, each star is assigned an initial value for 
f fecti ve temperature (T eff ), surface gravity (log g) and metallicity.
e note that, while the main population of ω Cen is more metal poor

[Fe/H] ∼ −1 . 7) than our chosen isochrone, the metallicity of the
atter is selected to account for the spread in metallicity across the
luster. This initial value is also impro v ed for each star through
he spectral fitting process, as discussed below. The only factor 
hat does not change during the spectral fitting process is the log
 value, which has little dependence on metallicity. Using the initial
tellar parameters, a template from the G ̈ottingen Spectral Library 
f PHOENIX spectra ( GLIB Husser et al. 2013 ) is chosen for each
tar and initial values for the radial velocities are determined by
ross-correlating the observed spectra of each star with the selected 
emplate. 

During the actual fitting using SPEXXY , the initial guesses for the
arameters are impro v ed using a least-squares optimization between 
pectra and templates across the entire MUSE wavelength range. The 
etails of this process vary, depending on the evolutionary state of
ach star. For the majority of stars [on the MS, subgiant, red giant,
nd asymptotic giant branches (AGBs)], the template spectra are 
aken again from the GLIB library and all aforementioned parameters 
xcept for the surface gravity log g are optimized. Ho we ver, the GLIB

emplates do not co v er the ef fecti ve temperature range > 15 000 K
equired to fit the extended horizontal branch (HB) stars. Therefore, 
hese stars were instead compared to a dedicated library, recently 
resented in Latour et al. ( 2023 ). In such cases, the parameters
hat were optimized during the fit were T eff , log g, the helium
bundance instead of the metallicity (given the absence of any 
ignificant metal lines in the MUSE spectra of hot stars) and the radial
elocity. 

For each measured radial velocity, SPEXXY returns the nominal 
ncertainty derived from the covariance matrix. As previous MUSE 

adial velocity studies have shown (e.g. Kamann et al. 2016 ; Nitschai
t al. 2023 ), SPEXXY tends to underestimate the true velocity
ncertainties. As underestimated uncertainties can artificially inflate 
he measured binary fractions, we followed the approach outlined 
n Kamann et al. ( 2016 ) and determined a correction factor for the
ncertainty of each velocity measurement. For each measurement of 
ach star, we selected a comparison sample of 100 measurements 
rom the same observation with similar stellar parameters and 
pectral S/N. For the measurements in the comparison sample, we 
alculated the normalized (by the squared sum of the uncertainties) 
elocity dif ferences relati ve to other epochs and used the standard
eviation of the resulting distribution as correction factor. For more 
etails about this process, we direct the reader to Kamann et al.
 2016 ). 

.3 Separating CMD regions 

n addition to determining the radial velocities and stellar parameters, 
e also identify the evolutionary stage of each star in order to

nvestigate the binarity of each evolutionary type. To do this, we
eparate the regions of the CMD by eye into eight main stages: main
MNRAS 535, 781–792 (2024) 
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Figure 2. The distribution of the number of epochs for each source in ω 

Cen. The median number of epochs is 6. The orange histogram represents the 
cumulative number of stars that have at most a given number of epochs. 

f  

1  

p  

o  

p

4

4

I  

r  

v  

r  

v  

t  

o  

C
 

v  

a  

c  

p  

r  

H  

m  

w  

t  

t  

c  

c  

t  

r  

B  

t  

c  

c  

t  

M  

p  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/535/1/781/7826791 by Liverpool John M
oores U

niversity user on 13 N
ovem

ber 2024
equence (MS), turn off (TO), subgiant branch (SGB), red giant
ranch (RGB), HB, AGB, and BSS. 
This is an important metric, as some regions of the CMD are more

ikely to show binarity than others, whether it be through physical
roperties or observational biases. For example, BSSs are more likely
o be identified as binary because this class of objects is predicted to
e formed through the interactions between the two components in a
inary, as discussed in Section 1 . Bright stars, such as RGB stars, tend
o have a higher SNR and therefore typically have lower observed
elocity errors. In our sample, RGB stars have a mean velocity error
f 3 kms −1 compared to MS stars, which have a mean velocity error
f 12 kms −1 and lower velocity errors improve the detection limits
f radial velocity variations. 
We note that due to the nature of the assignment of evolutionary

tage, there are some cases where multiple stages are applicable,
amely at the edges of connecting re gions. F or these cases, we
nclude this source for all applicable evolutionary stages. This may
ean that the number of stars and binary systems reported totalled
 v er each evolutionary stage may be larger than the reported global
alues. 

.4 MUSE sample selection criteria 

e perform a number of quality cuts on the MUSE sample as well
s a cluster membership selection. The details of this process are
rovided in the following: 

(i) Only results derived from spectra that were formally success-
ully fitted by SPEXXY were considered. A common reason for the
ailure of a spectral fit was that it hit the limits of the template grid
or T eff , log g, or [Fe/H]. 

(ii) The contamination from nearby sources – that were too close
o the target star to be resolved in the MUSE data and hence could
ot be deblended by PAMPELMUSE – in the extracted spectrum is less
han 5 per cent. 

(iii) The star was extracted more than 2 spaxel away from the edge
f the MUSE FoV. 
(iv) The magnitude accuracy of the spectrum, as determined by

AMPELMUSE , is abo v e 0.6. To determine this value, PAMPELMUSE

ries to reco v er the magnitudes available in the photometric reference
atalogue by integrating over the extracted spectra. The magnitude
ccuracy is a measure for the agreement between the two, relative to
he scatter observed for spectra of similarly bright stars. A value of 1
ndicates perfect agreement, whereas a value of 0 indicates a strong
utlier. 
(v) The reliability of each radial velocity measurement, as defined

y Giesers et al. ( 2019 ), is o v er 80 per cent. 
(vi) The v alues deri ved from the spectrum analysis for T eff , log g,

nd [Fe/H] show no outliers when compared to results from other
pectra obtained for the same star. 

(vii) Field stars were discarded using a membership probability
ut of 0.5. As explained in Kamann et al. ( 2016 ), the probability of
luster membership is derived by comparing the average [Fe/H] and
adial velocity measurements of each star to assumed populations of
luster and Milky Way stars. 

Following these cuts, there are 312 248 individual spectra for a
otal of 37 225 stars. The distribution of the number of epochs across
he sample is shown in Fig. 2 . On average, a star in our sample
as valid radial velocity measurements for six epochs. However, a
arge scatter in the available number of epochs per star is evident in
ig. 2 . This is caused by the varying observing conditions during the
ampaign, impacting the number of spectra that could be extracted
NRAS 535, 781–792 (2024) 
rom the MUSE data during each epoch. The sharp cut-off beyond
7 epochs indicates the maximum number of epochs available per
ointing. Note, ho we v er, the tail e xtending to � 50 epochs, composed
f stars that are located in the o v erlap re gions between adjacent
ointings. 

 VARI ABI LI TY  MEASUREMENT  

.1 Identifying photometrically variable stars 

n order to properly identify binary candidates in ω Cen, we also must
emo v e stars that have been previously reported as photometrically
ariable, such as RR Lyrae and SX Phoenicis (SX Phe) stars. These
adially pulsating stars show radial velocity variations; however, the
ariation is not caused by a companion orbiting around in a binary. In
his study, we compare our sample to a compilation of two catalogues
f photometric variables available in the literature, a catalogue from
lement et al. ( 2001 ) and a catalogue from Braga et al. ( 2020 ). 
The Clement et al. catalogue is a summary of literature reporting

ariable stars, such as RR Lyrae, SX Phe stars, semiregulars (SRs),
nd long period variables (LPVs). The sources in the Clement et al.
atalogue were matched to the MUSE data initially via their WCS
ositions, with a 2 arcsec allowance. To a v oid mismatches, we
estricted the potential matches in the MUSE catalogue to stars on the
B, BSSs, and AGB stars, as the types of variable stars previously
entioned are only found in these areas of the CMD. The matches
ere then manually confirmed by comparing the magnitudes from

he Clement et al. catalogue to the F625W magnitudes available in
he Anderson & van der Marel ( 2010 ) photometry. A source was
onsidered a match if the magnitude reported in the Clement et al.
atalogue was within 1 mag of the HST magnitude, and we confirmed
hat all matched sources have a 2D separation within 0.5 ′′ between the
eported RA and Dec. from the MUSE and Clement et al. catalogues.
ecause of the good astrometric and photometric agreement and

he pre-selection based on specific regions of the CMD, we are
onfident that all sources from the Clement et al. and Braga et al.
atalogues are correctly matched to their MUSE counterpart. From
he Clement et al., we identify a total of 18 variable stars with a

USE counterpart in our sample. The Braga et al. catalogue contains
hotometric variables, such as RR Lyrae, Type II Cepheids, and
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Figure 3. Stellar variability in ω Cen. Both panels show the distribution of stars in the MUSE sample across the CMD of the cluster using F625W and F435W 

magnitudes. The left-hand panel shows stars that are considered photometrically variable either in the MUSE data or the Clement et al. ( 2001 ) and Braga et al. 
( 2020 ) catalogues. The right-hand panel shows the sample with all photometic variables remo v ed and uses a colour o v erlay to indicate P var , the probability of a 
star to show velocity variations, where purple is more likely to be variable and yellow less likely, as indicated by the colour bar to the right. The larger points of 
the right-hand panel show stars with P var > 0 . 8, a cut which is discussed in Section 6.1 , which we consider as binary stars. 
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PVs that were found using Near Infrared and Optical data. The 
raga et al. catalogue was also matched to the MUSE data through
oordinate matching. From this catalogue, we identified a further 
our photometric variables. 

The locations in the CMD of the matches to both the Braga et al.
nd Clement et al. catalogues are visualized in the right panel of
ig. 3 . As expected, LPV and SR are found on the AGB branch, the
R Lyrae stars cluster on the HB, and nicely illustrate the location
f the instability strip, and SX Phe stars are found among the blue
tragglers, in agreement with the findings by Cohen & Sarajedini 
 2012 ). 

.1.1 MUSE defined photometric variables 

he MUSE data offer the possibility to search for photometric 
ariables, by reconstructing broad-band magnitudes from the ex- 
racted stellar spectra and comparing them across different epochs. To 
ccount for variations in the observing conditions, sets of comparison 
tars are defined within each data cube that is processed. Using this
ethod, which is detailed in Appendix A.1 of Giesers ( 2020 ), we

ssigned each star a probability to show photometric variations. For 
he purposes of this study, we select a cut of 0.8 for the photometric
ariability, where stars with a photometric variability > 0 . 8 are
onsidered photometrically variable. The stars that we class as 
hotometrically variable are shown as black points on the left panel 
f Fig. 3 . In total, 912 stars were listed as photometric variables,
 of which match the variable stars reported in the literature. As
an be verified from Fig. 3 , the majority of RR Lyrae stars are
dentified as photometrically variable in the MUSE data, which can 
e explained by their relatively strong brightness variations compared 
o other types of v ariables. Ho we ver, we emphasize that the majority
f stars identified as photometrically variable in the MUSE data are 
nlikely to show intrinsic variability. Instead, it is more likely that the
hotometric variations point to problems during the extraction of the 
pectra. Therefore, we exclude the stars showing high probabilities 
or photometric variability from further analyses. 

.2 Calculating the probability of variability 

 common way to detect velocity variations is to determine the χ2 

f the velocity measurements per star under the assumption of a
onstant actual velocity. Ho we ver, when processing samples as large
s ours, a considerable number of large χ2 values is expected even
n the absence of binaries. This statistical noise presents a challenge
hen determining which stars are variable, and can strongly impact 

he results, especially in the regime of low binary fractions expected 
or ω Cen. We utilize the probability calculation method presented 
n Giesers et al. ( 2019 ), as this method a v oids the high false positive
etection rate by weighting each χ2 value against the likelihood of 
he source being statistical noise. In practice, the number of stars
etected at or abo v e a given χ2 value is compared to the number
xpected from statistical noise, and their fraction is converted to a
robability value, henceforth P var . To calculate uncertainty, we use a
ootstrapping analysis with a 1 σ confidence interval. 
We show the calculated P var values for each star in the right-hand

anel of Fig. 3 across the different regions of the CMD. We find a
articularly high concentration of potential binary stars among blue 
tragglers; ho we ver, this will be discussed throughout Section 6 . 

The distribution of P var is also shown in Fig. 4 . Note that only stars
ith a minimum of six measurements are included in Fig. 4 , a choice

hat will be moti v ated in Section 6.1 . The inserted axis shows the
istribution of stars with a P var > 0 . 8, which will also be discussed
n Section 6.1 . It is evident from Fig. 4 that the P var distribution
eturned by the method of Giesers et al. ( 2019 ) is bimodal, with a
ominant peak at low probabilities. We will further elaborate this 
MNRAS 535, 781–792 (2024) 
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Figure 4. The number of stars in the MUSE sample with six or more epochs 
as a function of variability probability, P var , as designed by Giesers et al. 
( 2019 ). The inset axis shows the distribution of P var between 0.8 and 1. 

p  

b  

v

5

I  

c  

b  

m  

a  

o  

l
 

M  

(  

o  

m  

u  

r  

t  

w  

t
 

s  

b  

a  

i  

s  

t  

f
 

a  

a  

d  

c

5

I  

t  

e  

t  

o  

5

T  

b  

r  

s  

d  

I  

m  

f  

d  

a  

t

η

 

p  

o  

a
 

b  

b  

g  

σ  

o  

b  

a  

a  

e  

s

5

I  

w  

b  

s  

b

H  

m
 

r  

c  

w  

n  

e  

t  

G  

M  

v

5

W  

s  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/535/1/781/7826791 by Liverpool John M
oores U

niversity user on 13 N
ovem

ber 2024
oint in the following sections of this paper. We also present the full
inary fraction in Section 6.3 , after a discussion on the chosen cut
alues. 

 COMPLETENESS  C O R R E C T I O N  

n order to determine the binary fraction of ω Cen, we need to
orrect for the incompleteness in our analysis. Inevitably, there will
e binary stars that are not classified as variable via the probability
ethod detailed in Section 3 due to effects such as systems having
 lo w-inclination, lo w-mass companions on wide orbits, or damping
f the true radial velocity curves by secondary stars of a similar
uminosity (cf. Section 5.2 ). 

Although evolutionary models for globular clusters exist, such as
OCCA (MOnte Carlo Cluster simulAtor; Giersz 1998 ) and CMC

Cluster Monte Carlo; Joshi 2000 ), there are no evolutionary models
f ω Cen with a realistic binary population to date. There are two
ain factors that make modelling ω Cen difficult, the first being the

nknown origin of ω Cen which, as a theorized former NSC, would
equire models that rely on too many assumptions to realistically
rack evolution. The second issue is the high number of stars in ω Cen,
hich w ould mak e realistic models too computationally e xpensiv e

o run. 
Therefore, to correct for these effects we generate mock MUSE

amples, with known binary populations and individually known or-
ital parameters, and apply the same probability calculation method
s was applied to the observed data. By determining the ratio of the
nputted binary fraction to the outputted disco v ery fraction of the
imulated cluster, a correction factor can be derived and applied to
he actual data in order to obtain a completeness-corrected binary
raction. 

To generate the mock samples, we use the observed time stamps
nd velocity errors for each measurement of each star and calculate
 new set of velocity measurements for each star, with variations
epending on whether the star has been simulated to have a binary
ompanion or it is considered a single star. 

.1 Physical principles 

n order to create mock samples that are representative of ω Cen,
here needs to be some consideration of what types of binary stars are
xpected in the dense cluster environment. In particular, we consider
NRAS 535, 781–792 (2024) 
he constraints imposed by three-body interactions and Roche-lobe
 v erflow on the distribution of orbital periods we expect to observe.

.1.1 Binary hardness 

he first point to consider is the hardness of the binary system; the
inding energy between a primary star and its secondary companion
elative to the kinetic energy of an average cluster member. If a binary
ystem has a low binding energy (a soft binary), it will be easily
isrupted by interactions with single stars or other binary systems.
f a binary system has a high binding energy (a hard binary), it is
uch more likely to survive the cluster environment, as it is harder

or interactions to destroy the system (Heggie 1975 ). In order to
etermine the hardness of a binary, we follow Ivanova et al. ( 2005 )
nd write down the ratio between the binding energy of a binary and
he kinetic energy of a typical clusters star as 

= 

GM 1 M 2 

aσ 2 〈 M〉 , (1) 

where η is the binary hardness, M 1 and M 2 are the masses of the
rimary and secondary stars, respectively, 〈 M〉 is the average mass
f a star in the cluster, a is the semimajor axis of the binary system,
nd σ is the average velocity dispersion of the cluster. 

A binary system is considered a soft binary if η < 1, and a hard
inary if η > 1. Using equation ( 1 ) with Kepler’s third law, the
inary hardness can be determined for different orbital periods for
iv en companion masses. F or e xample, assuming a dispersion of
= 21 km 

−1 , calculated using the MUSE data, and an average mass
f 〈 M〉 = 0 . 5 M �, we can estimate that the maximum period for a
inary system composed of two typical MS stars of average mass is
pproximately 10 3 days, with the maximum period getting smaller
s the companion becomes less massive. As soft binary systems are
xpected to be rapidly disrupted in the dense environment of ω Cen,
imulated binary systems with a hardness η ≤ 1 are ignored. 

.1.2 Roche lobe filling 

n order to obtain a lower limit for the periods feasible in our sample,
e consider the Roche limit, i.e. the point at which two stars in a
inary system become connected by the mass transfer of one of the
tars. The radius r 1 of the Roche lobe of the primary star is described
y the Eggleton ( 1983 ) equation: 

r 1 

A 

= 

0 . 49 q 2 / 3 

0 . 6 q 2 / 3 + ln (1 + q 1 / 3 ) 
, with q = 

M 1 

M 2 
. (2) 

ere, A is the orbital separation of the stars and M 1 and M 2 are the
asses of the primary and secondary stars, respectively. 
In order to determine if a binary system is feasible, we compare

 1 to the radius of the primary star, estimated using the isochrone
omparison described in Section 3.2 . If the latter exceeds the former,
e discard the binary system and treat the system as a single star. We
ote that interacting binary stars showing Roche-lobe o v erflow are
xpected in a dense environment such as ω Cen, but are unlikely
o contribute significantly to the o v erall statistics. The study by
 ̈ottgens et al. ( 2019 ) found only nine emission-line sources in the
USE sample of ω Cen, with most of them being known photometric

ariables (cf. Section 4.1 ). 

.2 Generating mock samples 

hen creating a mock sample, we pick a random subsample of the
tars (with a size corresponding to the selected binary fraction) and
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ssign each star as the primary star in a binary systems with orbital
roperties in line with the following assumptions: 

(i) The mass ratio distribution is described by a power-law 

unction F ( q) = q γ . The default value for γ is 0, corresponding
o a uniform distribution of mass ratios, in line with Iv anov a et al.
 2005 ) and Woitas, Leinert & K ̈ohler ( 2001 ). 

(ii) The default distribution for inclination is a uniform distribution 
f arccos i between 0 and 1, corresponding to an isotropic distribution 
f orbital planes. 
(iii) The period distribution is a lognormal distribution with a 
ean value of 10 0 . 5 d and a standard deviation of 10 1 . 5 d. This choice

s moti v ated by the period distributions found in the simulations of
v anov a et al. ( 2005 ). 

(iv) The phase of time in the orbit during the first epoch, t 0 , is
 uniform distribution between 0 and the value of P for each given
inary. 
(v) The default distribution of eccentricity, e, is a beta distribution, 

ith default values of α = 2 and β = 5. A beta distribution was used
oti v ated by work by Kipping ( 2013 ) and we test a wide range of

ssumed values (discussed in Section 6.2 ). For short periods, we 
lso implement a maximum eccentricity to a v oid unphysical orbits,
ccording to the following formula (Moe & Di Stefano 2017 ): 

 max ( P ) = 1 −
(

P 

2 d 

)−2 / 3 

for P >2 d (3) 

f a binary system is found to have an eccentricity higher than e max ,
hat systems eccentricity is set to e max . For periods ≤ 2 d, we assume
hat the orbit is circularized. 

(vi) The argument of periapsis, ω, is a uniform distribution 
etween 0 and 2 π for each given orbit. 

Along with each set of randomized orbital parameters for the 
inary systems, each star, whether binary or not, is assigned a 
andomized mean system velocity, v sys , which is taken from a normal
istribution with the mean value μ = 250km s −1 , the mean velocity
f ω Cen calculated using the MUSE data, and a standard deviation
= 21 km s −1 , the central velocity dispersion of ω Cen, also

alculated using the MUSE data. We assume a constant velocity 
ispersion as the velocity dispersion curve of ω Cen is relatively 
hallow (e.g. Sollima, Baumgardt & Hilker 2019 ) within the central 
egion rele v ant for this study, and has a limited ef fect on the results. 

Following the assignment of orbital parameters, we discard all 
ystems that violate the criteria on binary hardness and Roche-lobe 
 v erflow set out in Sections 5.1.1 and 5.1.2 , respectively. Theses stars
re treated as single stars instead. We note that the binary fraction that
e assume for the mock set is calculated following this step. For each

ctual velocity measurement in the MUSE catalogue, we then create 
 mock velocity measurement. To this aim, we first use the orbital
arameters of the mock sample to determine the Keplerian velocities 
f the stars in binaries, at the timestamps of the observations. 
Having calculated the Keplerian velocity, we then consider lumi- 

osity damping of a primary star due to its secondary, particularly 
n the case where the primary and secondary stars have comparable 
uminosities. In these cases, the redshift and blueshift in the spectra 
f the two components relative to the observ er ne gate one another,
esulting in widened spectral lines rather than observable shifts. As 
hown by Bodensteiner et al. ( 2021 ) or Saracino et al. ( 2023 ), this
ffect causes the detection efficiency of MUSE observations to drop 
or binaries composed of unevolved stars with mass ratios close to 
nity. To take this effect into account, we adopt the equation used by
iesers et al. ( 2019 ) 

 obs = v sys + (1 − 10 0 . 4( m 1 −m 2 ) ) v t , (4) 

here v obs is the observed velocity of the primary, v sys is the systemic
elocity of the binary, v t is the true Keplerian velocity of the
rimary, and m 1 and m 2 are the F625W magnitude of the primary
nd secondary star, respectively. The magnitude of the secondary is 
dopted from the isochrone, by finding the closest match in terms
f mass along the MS. This damping factor is then applied to the
eplerian velocities of all binary systems in the mock data. 
For the single stars in the sample, the velocity is simply set to

 sys for all timestamps, which is a valid assumption as the detection
fficiency is not impacted by the exact velocity measurement. Finally, 
e create each mock measurement by drawing a random number 

rom a Gaussian distribution, centred on the velocity calculated for 
he star and the timestamp in question, with standard deviation equal
o the uncertainty of the observ ed v elocity. These mock data sets
re created for a set of 11 input binary fractions ranging between 0
er cent and 20 per cent input fraction in steps of 2 per cent. 

Fig. 5 shows the distribution of the orbital parameters in the
aseline case, for which log ( P mean / d ) = 0.5, log ( P σ / d ) = 1.5, γ = 0,
= 3, and with input binary fraction 4 per cent, for both the initial

nput of binary systems, and the surviving fraction following the 
emoval of soft and interacting binaries. We select the input fraction
s 4 per cent as this gives a discovery fraction comparable to the
bserved data. The top panel of Fig. 5 shows that the Roche-lobe
MNRAS 535, 781–792 (2024) 



788 F. Wra g g et al. 

M

Figure 6. Completeness and purity of the sample of detected binaries in ω 

Cen, as predicted by the mock data. In orange, we illustrate how the fraction 
of detected binary stars depends on the minimum required P var , while in blue, 
we show the dependence of the fraction of false positives as a function of 
the P var cut-of f. Dif ferent line symbols are used to illustrate the impact of 
increasing the number of required epochs available for each star entering the 
analysis. 
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riterion outlined in Section 5.1.2 limits the periods we expect in our
ample to � 0 . 1 d , whereas the criterion on binary hardness defined
n Section 5.1.1 confines the expected distribution to � 1 000 d . The
mpact of the binary hardness criterion is also visible in the middle
anel of Fig. 5 , as binaries with low mass ratios are preferentially
emo v ed from the input sample. The peak of eccentricity at 0, visible
n the lower panel of Fig. 5 , is due to the assumed circularization of
inaries with periods under 2 d. 

 RESULTS  A N D  DISCUSSION  

.1 Binary reco v ery as a function of P var 

sing the mock samples, we first investigate how the completeness
nd purity of our sample of detected binary candidates in ω Cen
hanges depending on the requirements we impose on the minimum
alues of P var and the number of epochs. Our aim here is to minimize
he number of false positive detections of binary stars, whilst at the
ame time maximizing the fraction of detected binaries. In Fig. 6 ,
e show the fraction of detected binaries (relative to the number of
inaries in the mock sample) as well as the fraction of false positives
relative to the number of total detections) as a function of the cut-off
n the P var , and for different cut-offs on the number of available
pochs. 

Fig. 6 shows that the fraction of false positives is most dependent
n the minimum P var value, while the minimum number of epochs
nly marginally affects the fraction. However, the minimum number
f epochs has a significant impact on the completeness of our
nalysis, which increases by ∼ 10 per cent when going from 4 to 10
pochs. 1 

In order to maintain a clean sample of binary stars, we request
hat the false positives represent 2 σ outliers in the final sample,
.e. that � 5 per cent of the stars considered as binaries are false
NRAS 535, 781–792 (2024) 

 Note that ‘completeness’ is defined relative to the number of stars surviving 
ur quality and epoch cuts, not relative to the entire MUSE sample. 

u  

T  

b  

l

ositiv es. F or the baseline simulation discussed at the end of Section
.2 , adopting a minimum of P var = 0 . 8 yields a false positive
raction of 4.5 per cent, almost independent of the number of epochs
equired. We note that other methods can be used to infer a well-
efined cut-of f v alue. F or e xample, Johnson et al. ( 2015 ) studied
he relation between completeness and contamination and adopted
he probability threshold that minimized the distance of the relation
o the point representing the ideal situation of a fully complete and
ncontaminated sample. 
Furthermore, we adopt a minimum number of 6 epochs per star, as

t represents a good trade-off between maintaining a large sample and
etaining a high fraction of correctly identified binaries. Using these
uts, we find that the fraction of known binary stars from the mock
imulation that are correctly identified is 52 per cent. We completed a
imilar test, using these updated cut values, to assess the effect of the
inimum required signal-to-noise ratio (SNR) on the false positive

raction, but the effect was negligible compared to the effects of P var 

nd epoch cut. Having applied the six-epoch cut to the observed data,
ur sample now includes 19 059 individual stars. 

.2 Binary reco v ery as a function of orbital parameters 

sing the simulated data, we can investigate the completeness of our
inary search in ω Cen for different parts of the parameter space. To
his aim, we show in Fig. 7 how the detection of velocity variation
s affected by the period, mass ratio, inclination, and eccentricity
f the mock binary systems. We combined the values of P var of
he input binary population across all simulations with the default
arameter distributions, binned them as a function of the various
rbital parameters, and calculated the mean value of P var in each bin.
s expected, the period of a binary system has the strongest impact
n its detectability. Excluding systems with very low mass ratios,
ur detection rate is expected to be nearly 100 per cent for periods
 10 d, whereas it drops to ∼ 30 per cent for longer period binaries.

n terms of mass ratio, we see a significant increase in the detection
ate for more massive companions. The MUSE data appear most
fficient in detecting binaries with mass ratios ∼ 0 . 6 –0 . 8, with the
rop in efficiency as the mass ratios approach unity due the damping
xplained in Section 5.2 . The drop in efficiency with decreasing
nclination visible in the central panel of Fig. 7 is also expected. It
s reassuring though that even for inclinations as low of 20 deg, we
till detect a considerable fraction of the binaries. 

In light of the strong variation of P var across the binary parameter
pace expected in ω Cen that is visible in Fig. 7 , we also investigate
he impact of changing the binary parameter distributions that are
nderlying the mock sets. To test the impact of the assumed period
istribution, we use a range of log ( P mean / d ) values between −0.6
nd 2.0, in steps of 0.2, with a fixed standard deviation of 10 1 . 5 

. The reasoning behind this choice is that the resulting period
istributions include some that are significantly skewed towards the
inimum period range set by the onset of Roche-lobe o v erflow (cf.
ection 5.1.2 ), and others that are significantly skewed towards the
oundary between hard and soft binaries (cf. Section 5.1.1 ). We
lso test the assumption of a log-normal distribution by generating
 sample with a log-uniform distribution between 10 −2 − 10 4 days,
hich approximates the distributions found by Iv anov a et al. ( 2005 )

or low-density clusters. For the full sample, we find that the fraction
f detected binary systems decreases by ∼ 0 . 05, which is within the
ncertainty of the global completeness reported in column (e) of
able 1 . This is likely a result of the final sample of binary systems
eing heavily dependent on the removal of stars filling their Roche
obe and soft binaries, which will be discussed below. 
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Figure 7. The mean binary probability, P var , of binary systems in the mock 
samples, shown as a function of their orbital period, mass ratio, inclination, 
and eccentricity. Brighter colours correspond to higher mean values, as 
indicated by the colour bar to the right. 
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To test the impact of the mass ratio distribution, we use a range
f γ values (see Section 5.2 ) ranging from 0.6 to 2.0 in steps
f 0.2. This distribution is chosen as it allows testing of both a
niform mass distribution, which is used as an assumption in the 
imulations by Iv anov a et al. ( 2005 ) in line with Woitas et al. ( 2001 ),
 ut also distrib utions biased to wards higher and lo wer mass ratio
ystems, respectively. To test the impact of the assumed eccentricity 
istribution, we use a range of β values (described in Section 5.2 )
etween 3 and 11 in steps of 2, resulting in distributions which are
ore biased to circularized and elliptical orbits, respectiv ely. F or

ach parameter distribution, we determine the disco v ery fraction for
able 1. The binary fraction of ω Cen. Column (a) denotes the area of the CMD f
c) show the total number of stars and number of detected binary systems for each r
en as discussed in Section 6.3 . Column (e) lists the completeness of each sample (
e see an increase in both the disco v ery and binary fractions particularly in the BS

tellar type (a) N stars (b) N binaries (c) Disco v ery frac

lobal fraction 19 059 275 1.4 ± 0.1 pe
S 14 871 183 1.2 ± 0.1 pe

O 7897 84 1.1 ± 0.1 pe
GB 2396 23 1.0 ± 0.3 pe
GB 1811 41 2.3 ± 0.4 pe
B 232 6 2.6 ± 1.3 pe
GB 33 0 0 per ce
SS 44 6 13.6 ± 5.1 pe

 Using MS correction factor (see Section 6.2 ). 
ach of the 10 input binary fractions, ranging from 0 per cent to
0 per cent. 
Following these tests, and having determined appropriate cut val- 

es based on P var and the minimum number of measurements, we can
ow determine the completeness of the sample. Our completeness is 
ased on the mock data with the default parameter assumptions, as
etailed in Section 5.2 . To calculate the completeness, we compare
he output binary fraction of binary systems detected according 
o Section 6.1 against the input binary fraction across all of the
1 input binary fractions (see Section 5.2 ), and determine the
radient of the relation. To determine the uncertainty, we combine 
he standard deviation of the combined correction factors for all of
he mock data across each of the various parameter distributions. 
n Fig. 8 , we show the dependence of the detection on the values
ssumed for the different distribution parameters, averaged over all 
nput binary fractions. The detection fraction is shown for both 
he entire MUSE sample, and different regions in the CMD of ω 

en. From the figure, we see that the orbital period distribution
as the largest effect on the completeness correction value, the 
atter varying by ∼ 20 per cent between the two extremes of the 
istribution parameter range. Interestingly, the assumption on the 
ass ratio distribution seems to have a comparably strong impact, 
hereas the assumed eccentricity distribution has little effect on the 

ompleteness. Globally, we determine a completeness of 0 . 7 ± 0 . 1;
o we ver, the completeness v aries across the CMD. Our detection
fficiency is highest for the SGB, RGB, and HB stars in the sample,
hereas we appear to be most incomplete in detecting MS binaries,
ue to the differences in brightness between the individual groups, 
esulting in SNR ratio differences in the MUSE spectra and ultimately 
n differences in the achieved radial velocity accuracies. We note that
ue to the small sample size of the BSS and AGB populations, the
etection efficiency for these groups is poorly constrained and so, as
elocity error has the largest effect on detection efficiency, we adopt
he efficiencies determined for MS and RGB stars, respectively, for 
hese two groups. The full set of completeness values for each region
f the CMD is listed in column (e) of Table 1 . 
As discussed in Section 5.2 , we assume a constant velocity

ispersion of 21 km s −1 when generating the mock data set, though 
bserv ations sho w that velocity dispersion decreases with radius 
Baumgardt & Hilker 2018 ). The velocity dispersion adopted has 
he most notable impact on the fraction of binary systems classified
s ‘soft’ (cf. equation 1 ), which are subsequently remo v ed from the
imulation. In order to understand the impact of the assumed velocity
ispersion on our results, we use dispersion values of 21 , 18 , 15 and
2 km s −1 , which represents the higher velocity dispersion within 
he central region of the cluster, within ∼ 20 arcsec of the cluster
MNRAS 535, 781–792 (2024) 

ocused on for each calculation, along with the full sample. Columns (b) and 
egion of the CMD, respectively. Column (d) lists the disco v ery fraction of ω 

see Section 5 ). Column (f) lists the fully corrected binary fraction of ω Cen. 
S region of the CMD. 

tion (d) Sample completeness (e) Binary fraction (f) 

r cent 0.7 ± 0.1 2.1 ± 0. per cent 
r cent 0.6 ± 0.1 2.0 ± 0.5 per cent 
r cent 0.6 ± 0.1 1.6 ± 0.4 per cent 
r cent 0.8 ± 0.1 1.2 ± 0.4 per cent 
r cent 0.9 ± 0.1 2.4 ± 0.4 per cent 
r cent 0.8 ± 0.1 3.0 ± 1.5 per cent 
nt – –
r cent 0.6 ± 0.1 a 21.9 ± 9.5 per cent 
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M

Figure 8. The reco v ered fraction of binaries in the mock data, as a function 
of the assumed values of different parameters that go v ern the distribution of 
orbital properties in the mock data: the power-law coefficient of the mass-ratio 
distribution (top), the mean period (middle), and the β-parameter defining the 
shape of the eccentricity distribution (bottom). The results for the full MUSE 

sample are shown as solid blue lines, while dashed coloured lines display the 
results obtained for different evolutionary stages. 
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entre, and the lower velocity dispersion at the half light radius of ω
en, ∼ 150 arcsec (e.g. Baumgardt & Hilker 2018 ). We find that the

raction of reco v ered binaries decreases by ∼ 0 . 05 between 21 and
2 km s −1 , a decrease that is still within the uncertainties of the full
ample completeness reported in column (e) of T able 1 . W e also test
irectly the assumptions of the cut value used to classify hard and
oft binary systems. The default value for this is 1, which is in line
ith equation ( 1 ). We vary the limit at which a system is classed as
 hard binary, using cuts of 1, 0.4, 0.2, and 0. The latter three values
f fecti vely reduce the number of soft binaries to half, a quarter,
nd zero relative to the original number. We find that the fraction
f reco v ered binaries decreases by a maximum of ∼ 0 . 08 when
owering the hard-soft binary limit. As the variation is still within
he uncertainties reported in column (e) of Table 1 , we are confident
hat the adopted threshold has no significant impact on our results. 

.3 Disco v ery fraction 

ith the reported photometric variables cleaned from the sample, the
isco v ery fraction of ω Cen can be determined both globally and for
ifferent regions of the CMD, calculated by dividing the number of
bserved variable stars by the total number of stars. Having remo v ed
NRAS 535, 781–792 (2024) 
hotometric variables from the sample, and by applying the minimum
ix-epoch cut and using the probability calculation method discussed
n Section 4.2 with a probability threshold P var > 0 . 8, we find that out
f the 19 059 stars in the sample, 275 show variability in their radial
elocities. A breakdown of the number of stars and identified binary
ystems for each region of the CMD are shown in columns (b) and (c)
f Table 1 , respectively. We find the global disco v ery fraction for ω
en to be 1 . 4 ± 0 . 1 per cent , with the global disco v ery fraction and

he fraction for the separate regions of the CMD shown in column
d) of Table 1 . This fraction varies depending on the region of the
MD that is considered. As discussed abo v e, our efficienc y is higher

or brighter stars and at fixed brightness, also tends to increase for
ooler stars. This being the case, we find that the disco v ery fraction
mongst RGB stars is approximately 1 per cent higher than MS stars.

Although the disco v ery fraction for most areas of the CMD is
pproximately 1–3 per cent, we note that the BSSs have an enhanced
isco v ery fraction of 13 . 6 ± 5 . 1 per cent . This is considerably higher
han any of the other discovery fractions and suggests a ∼ 3 × 10 −5 

robability that the disco v ery fraction of BSS is consistent with the
lobal disco v ery fraction. This is, ho we v er, an e xpected result, as it
s commonly assumed that BSSs form via binary interactions, like
ergers or mass accretion from a binary companion (Stryker 1993 ).

.4 Global binary fraction of Omega Centauri 

sing the disco v ery fractions presented in Section 6.3 and the
ompleteness corrections from Section 6.2 , we present the results
or the binary fraction of ω Cen in column (f) of Table 1 . 

We report that the global corrected binary fraction of Omega
entauri is 2.1 ± 0.4 per cent. This fraction is in reasonable
greement to the photometric estimate of 2 . 70 ± 0 . 08 per cent
btained by Bellini et al. ( 2017 ) and the upper limit of 5 per cent from
lson et al. ( 1995 ). Existing spectroscopic estimates of the binary

ractions of globular clusters include the study of M4 by Sommari v a
t al. ( 2009 ), which reported a lower limit of 3 ± 0 . 3 per cent , and
he study of NGC 3201 by Giesers et al. ( 2019 ), which reported
 fraction of 6 . 75 ± 0 . 72 per cent . Both clusters are significantly
ess massive than ω Cen and Milone et al. ( 2012a ) have shown
hat the binary fraction of Galactic globular clusters decreases with
luster luminosity (and hence mass). For the most massive clusters
n their sample, Milone et al. ( 2012a ) derive central binary fractions
f few per cent, in good agreement with our estimate for ω Cen. 
The results also show a larger binary fraction in the BSS popula-

ion, with a binary fraction of 21 . 9 ± 9 . 5 per cent . While the binary
raction has a large error associated due to the small sample size,
here is a significantly higher percentage seen both in the binary
raction and the disco v ery fraction. A higher BSS binary fraction
s also seen in the Giesers et al. ( 2019 ) study of NGC 3201, at
7 . 5 ± 7 . 9 per cent . This result is consistent with two formation
cenarios: either mergers induced from interactions between binary
ystems and another binary or single star (e.g. Leonard 1989 ; Fregeau
t al. 2004 ), or from mass transfer within binary and triple systems
Antonini et al. 2016 ). 

.4.1 Radial distribution of binaries 

o investigate the effects of mass se gre gation within the cluster,
e determined the disco v ery fraction as a function of projected
istance to the cluster centre, using the cluster centre position ( α,
) = (13 h 26 m 47 . s 24, −47 ◦28 ′ 46 . ′′ 45) as reported by Anderson & van
er Marel ( 2010 ). We separate the stars into bins of 1000 based on
he distance from the cluster centre, and applied the completeness
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Figure 9. The binary fraction of ω Cen against the radius from the cluster 
centre. The data is binned such that one point represents 1000 stars. The best- 
fitting gradient of the distribution of ( −0 . 001 ± 0 . 003) arcsec −1 is shown as 
a dashed line, and the confidence interval as an orange-shaded area. The core 
radius and half light radius as reported by Harris ( 1996 ) are marked with 
dotted grey lines. 
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iscussed in Section 6.2 to each bin. The results of this analysis are
hown in Fig. 9 . Also shown in Fig. 9 is the best-fitting linear gradient
nd its uncertainty interval. 

Through mass se gre gation, discussed in Section 1 , we would ex-
ect there to be some dependence on distance from the cluster centre,
o we ver, from Fig. 9 assuming a linear relation, we see approxi-
ately flat distribution, with a gradient of ( −0 . 001 ± 0 . 003) arcsec −1 

nside the half mass radius of the cluster, which suggests that binary
e gre gation in ω Cen is limited. This result agrees with results based
n other tracers, such as a limited amount of energy equipartition 
Watkins et al. 2022 ) or the shallow gradient in the slope of the mass
unction (Baumgardt et al. 2023 ). 

Simulations of GCs by Aros et al. ( 2021 ) suggest a flattened and
owered radial distribution of binary stars may also indicate an IMBH,
o we ver, a large collection of black holes may also have the same
ffect, albeit lessened. This is particularly important in light of the 
ecent detection of high velocity stars at the centre of ω Cen by
 ̈aberle et al. ( 2024 ), which provides compelling evidence for the

luster to host an IMBH. The simulations by Aros et al. use simulated
lusters of a lower mass than ω Cen with a binary fraction of 10
er cent and with binary properties specific to each cluster, which 
ay make the results less applicable to the observed distribution. 
ence, further investigations into the expected distribution of binary 

tars in ω Cen in either scenario are needed in order to draw firm
onclusions from Fig. 9 . 

Although we initially assume a linear relation between radius 
nd binary fraction, it is important to consider a non-linear relation. 
he apparent dip seen in Fig. 9 between ∼ 110 and ∼ 220 arcsec
hows similarities to the so-called dynamical clock presented by 
erraro et al. ( 2012 ) and Ferraro, Lanzoni & Dalessandro ( 2020 ),
hich describes a link between the radial distribution of BSSs and 
ynamical age. For dynamically young clusters in the early stages 
f mass se gre gation, BSSs from intermediate distances from the 
luster centre migrate towards the centre of the cluster. Due to the
onger relaxation time in the cluster outskirts, ho we ver, binaries 
n the outer regions of the cluster have not yet migrated into this
ntermediate region, resulting in a dip in the population of BSSs at
his intermediate distance. The observations of the ‘dynamical clock’ 
as been corroborated by further observations of dynamically young 
lusters by Salinas et al. ( 2012 ) and Dalessandro et al. ( 2015 ). Given
hat binary systems are impacted by mass se gre gation in a similar
ashion as BSSs and that ω Cen is a dynamically young cluster, it
s possible that the feature seen in the 110 and 220 arcsec region
s an example of this relationship. In our analysis, we fit higher
rder polynomials to the data and, while higher order polynomials 
o impro v e the fit, the impro v ements seen were not statistically
ignificant. 

 C O N C L U S I O N S  

n conclusion, using MUSE data, we have been able to determine the
umber of binary stars in ω Cen. We have then created mock data sets
o rigorously test our assumptions of parameters and determine the 
ompleteness of our sample. We then combine these two elements to
alculate a corrected binary fraction. In summary: 

(i) We have calculated that the global discovery fraction of ω 

en is 1 . 4 ± 0 . 1 per cent , calculated using the statistical method
resented by Giesers et al. ( 2019 ). We limit our sample to stars with
 minimum of 6 epochs, and only considering stars with a variability
robability value of 0.8 in order to minimize false positives. In total,
e find 275 likely binary systems from a sample of 19 059 stars. 
(ii) We have created a mock set of data for ω Cen using randomly

enerated orbital parameters. The samples contained a set number of 
inary systems with known binary parameters in order to effectively 
est the completeness of the sample and calculate a corrected binary
raction of ω Cen. 

(iii) The completeness of the global disco v ery fraction was found
o be 0.7 ± 0.1. This correction factor allows us to minimize the
umber of false positive detections to approximately 2 σ . 
(iv) By adjusting the disco v ery fraction with the completeness 

actor, we compute a global binary fraction of 2.1 ± 0.4 per cent.
his result agrees with the limit of 5 per cent from Elson et al. ( 1995 )
nd the photometric estimate derived in Bellini et al. ( 2017 ). 

(v) From individual analysis of areas of the CMD, we find an
ncreased binary fraction of stars in the BSS region of the CMD, at
1 . 9 ± 9 . 5 per cent . The increased disco v ery and binary fraction on
he BSS branch supports the theory that BSS evolution is linked to
inary star evolution. 
(vi) By investigating how the binary fraction of ω Cen evolves 

ith radius, we find no radial trend, which is consistent with limited
ass se gre g ation (Watkins et al. 2022 ; Baumg ardt et al. 2023 ) 

In upcoming studies focused on the binary population inside ω 

en, we will focus on the potential differences in the binary fractions
f the multiple populations known to exist in the cluster and will
resent the results of Keplerian fits to the v elocity curv es obtained
or the binaries identified in this paper. 
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he raw MUSE data as well as reduced data cubes are available from
he ESO archive. Mean velocity for the stars in our sample based
n the same data have been published by Nitschai et al. ( 2023 ).
he time-resolv ed v elocities used in this study, including variability
robabilities, will be published in the upcoming study by Saracino
t al. (in preparation) and are available from the authors upon request.
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