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ABSTRACT Transportation is one of the critical functions in any business, and its cost depends on many
constraints, including driver behavior, weather, distance, and demand in the market. This study proposes a
novel approach for multi-criteria decision-making problems using the analytical hierarchy process (AHP)
with the trapezoidal neutrosophic fuzzy numbers to produce the best criteria for evaluating total transporta-
tion cost. The proposed trapezoidal neutrosophic fuzzy analytical hierarchy process (TNF-AHP) determines
the most significant criteria to be considered for further investigation in ANN training. In this study on the
transportation problem (TP), the demands at different destination points and the distances between source
and demand cities were determined. An artificial neural network (ANN) model has been proposed for the
collected data of the TP to investigate the prediction of total transportation cost. The proposed ANN model
predicts the total transportation cost with two input which were chosen by the TNF-AHP. Collected data are
trained from 2 to 25 neuronswith a logsig activation function, and the ideal model for ANNhas been observed
by Levenberg-Marquardt’s feed-forward back-propagation (trainlm) learning algorithm with a single hidden
layer (6-9-1) topology. It is found that the ANN model can predict the total transportation cost with high
efficiency as the R values indicate a high degree of correlation. The recommended ANN model, mean
absolute percentage error, Pearson product-moment correlation coefficient (R), and mean square error have
been obtained adequately. The ANNmodel validation has been conducted, and its results are compared with
the collected data.

INDEX TERMS Analytical hierarchy process, artificial neural network, feed forward back propagation
learning algorithm, transportation problem, trapezoidal neutrosophic fuzzy number.

I. INTRODUCTION
Transportation cost is one of the costs for any business involv-
ing a supply chain. Nowadays, determining the total trans-
portation cost gets challenging as the different transportation
constraints are not easy to accumulate in conventional math-
ematical modeling. We consider transportation costs based
on supply, demand, and conveyance constraints, but it has
been noted that the transportation cost also changes with the
condition of roads. There may be different road surfaces on
routes between source and destination. Also, sometimes the
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driver has to pay donations to some local people in the festive
season, and toll taxes are taken for each vehicle. It varies for
routes and vehicle types. Hence, per unit transportation cost
is not easy to calculate, and fixed charges also vary. Thus,
in such a situation, where unit transportation cost and other
transportation conditions are uncertain, mathematical models
for the total transportation cost are not acceptable because it
requires additional assumptions. Since there are many con-
straints/criteria, such as demand, weather, distance, driver
behavior, etc., in the transportation problem, decision-makers
(DMs) have to select the best criteria for evaluating the total
transportation cost. Transportation is strongly linked with
shipping commodities from different sources to destinations.
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Incredibly many numbers of substantial applications can be
formulated as a transportation problem (TP). Hitchcock [1]
termed TP as a particular case of the Linear Programming
Problem (LPP). TP aims to decide the transportation rule
that minimizes the total transportation cost. In the classi-
cal models of TP, there are many input parameters, namely
unit transportation cost, availability of goods at source and
demands of goods at destinations, etc. TP is further developed
into a solid transportation problem (STP) considering the
capacities of conveyances [2].

Recently, TP has achieved more attention from researchers
for modeling in both certain and uncertain environments.
Recently, most researchers focused on TP/STP in different
environments such as fuzzy, rough interval, etc.

In TP, some fixed costs are charged for different reasons,
such as tax for interstate border crossing, road permit fees,
toll charges, etc. This extra cost is also considered in the total
transportation cost. Over the years, there have been numer-
ous researchers presented many papers in this area consid-
ering the different environments such as fuzzy, type-2 fuzzy,
etc. [3], [4]. Baidya et al. [5] use the gradient reducedmethod
and genetic algorithm to solve the traditional TP. In recent
years, STP has been acknowledged enough with abundant
models and algorithms [6]–[8] under uncertain environments.
Determining transportation costs is not an easy task for the
DM. DM is not always equipped to handle all the constraints,
and they do not consider the linguistic constraints such as
driver behavior and weather etc. Decision-making for select-
ing the best criteria is key to successful management. Due to
various types of uncertainties, choosing the right decision is
not an easy task.

For a large number of DMs, the possible values of linguistic
variables cannot be precisely known. There are fuzzy and
stochastic methods is available to convey the uncertainties.
In this study, such type of uncertainty is expressed by fuzzy
numbers such as the neutrosophic fuzzy numbers.

Zadeh [9] proposed fuzzy sets (FS) to overcome difficul-
ties for decision-makers, where the data are inaccurate or
uncertain and are represented with the degree of membership
between 0 and 1. Atanasov [10] conceptualized the intuition-
istic fuzzy set (IFS), where it was challenging to underline
the membership degree using a specific value, and proposed
a method to overcome the lack of insight of non-membership
degrees. FS theory has been advanced and generalized in
terms of IFS, and it cannot still handle other types of uncer-
tainties, such as inconsistent and indeterminate information.
Suppose if any statement is said to be true, the possibility of
whether the statement is really true is 0.5; if it is said to be
false, the possibility is 0.6, and for it is said not to be sure,
the possibility is 0.2. Such types of problems are beyond the
capacity of FS and IFS, and hence new theories are needed.

Therefore, Smarandache [11] suggested the concept of
neutrosophic sets (NS), and later Rivieccio [12] indicates
that NS is a set where each element of the universe has a
degree of truth, indeterminacy, and falsity, and it lies between
[0, 1]. However, NS is tough to implement in real-life

problems without explicit details. Hence the extension of
NS has been proposed as a single-valued neutrosophic set
(SVNS) [13], [14]. Ye [15] proposed combining trapezoidal
fuzzy numbers with a single-valued neutrosophic set to intro-
duce trapezoidal neutrosophic fuzzy numbers (TNFN).

Concerning the selection of best criteria, a novel multi-
criteria decision-making (MCDM) approach is proposed. The
AHP with the trapezoidal neutrosophic fuzzy numbers is
proposed in this paper.

The AHP, introduced by Wind and Saaty [16], is an
effective technique extensively practiced in modeling the
human intelligencemechanism. AHP allows decision-makers
to organize a complicated problem in a hierarchical structure
of its components according to the rank of management lev-
els. It apprehends the choices of DMs over a set of the relation
of relevant criteria. AHP minimizes the risk of inconsistency.

Bellman and Zadeh [17] applied the concept of FS and con-
sidered it as a crucial tool for determining the MCDM prob-
lems. Yager [18], observes that FS is one of the most powerful
aspects to representmulti-objective decision problems having
uncertainty. Nowadays IFS is widely used in MCDM prob-
lems [19]–[21]. Chen et al. [22] solved the MCDM problems
by proposing interval-valued hesitant fuzzy sets. Peng [23],
with hesitant interval-valued intuitionistic fuzzy sets, intro-
duced an MCDM approach. Zhang et al. [24] developed an
MCDM in an interval neutrosophic environment based on
aggregation operators. Sarma et al. [25] show that the TNFN
provides a better solution in comparison to the trapezoidal
fuzzy numbers. Based on the literature reviews, it is found
that no researcher has proposed AHP with the trapezoidal
neutrosophic fuzzy numbers.

In contrast, the artificial intelligence (AI) model minimizes
the cost, time, and complexity to solve TP considerably. AI is
the curriculum that follows to explore natural intelligence
and build intelligent systems. The vast scope of AI includes
classification, pattern recognition, identification, goal track-
ing, data inversion, adaptive filtering, estimation, modelling,
and prediction, etc. [26]–[29], [30]–[33]. Gonzalez et al. [34]
presented artificial intelligence image processing and ther-
mal imaging system with a crewless aerial vehicle to mon-
itor wildlife in their natural habitat. Awad and Janson [35]
develop a prediction model for tuck accidents in a transporta-
tion problem using AI and regression techniques.

The neural network is one of the most well-known tech-
niques in AI. Nowadays, researchers have used ANN tools
in inspecting input-output paradigms to avoid lengthy and
rigorous experiments to predict the output efficiently and
quickly. Kirby and Parker [36] reviewed ANN practices
in science, engineering, psychology, and management and
developed one of the key AI technologies to overcome the
transport problem. Inspired by biological systems, especially
by research into the human brain, ANN is fit to assimilate and
conclude from experiences. According to Widrow et al. [37],
ANNs are frequently used for an extensive range of tasks in
different fields of business, industry, and science. One major
application area of ANN is forecasting [38]. According to
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Ismail et al. [39], Lavenberg-Marquardt’s back-propagation
learning algorithm has faster and excellent convergence
among different other types of learning algorithms. Gazder
and Ratrout [40] investigated a logit-ANN for mode selection
model and used it in a case study for border transportation.
Bilegan et al. [41], predicted a freight demand for intermodal
terminals using the neural network. Kumar et al. [42] pre-
sented a neural network-based model for short-time predic-
tion of traffic volume in non-urban highways under hetero-
geneous conditions, and they concluded that the ANN model
was capable of forecasting vehicle counts precisely.

Zhang et al. [43] compiled published research in AI and
discussed ANN modeling issues and the future research
directions in AI. Wang et al. [44] described a method for
determining the topology of multilayer feed-forward neural
networks. Ismail et al. [39] have given that the training algo-
rithm, trainlm, has good convergence. Siqueira [45] presented
a procedure that uses Wang’s recurrent neural networks to
solve the transportation problem. Some literature reviews
of AI techniques in the different subject areas of TP are
presented in Table 1.

ANN has several distinguishing features that make them
beneficial and interesting for a predicting task. ANNs can
learn from training sample data set and hence requires min-
imum programming. The noise tolerance of ANNs is high
so that they have less difficulty with situations compare to
normal symbolic systems. ANN techniques are also related
to the decision-making process under uncertainty [46]. The
conventional model-based techniques require many assump-
tions, but ANN is a data-driven flexible method that requires
a few prior assumptions. The intrinsic versatile qualities of
ANNmake them a suitable method for those problems whose
solutions need knowledge that is not easy to identify but
for which there are much data or information that can be
obtained.

In the literature, there are several papers in TP using AI
techniques to address different issues such as driver behavior,
pavement maintenance, vehicle classification, traffic con-
trol, etc. But to the best of our knowledge, no researcher
might have considered forecasting transportation costs for
TPs. Many researchers work on the modeling of TP/STP in
fuzzy or type-2 fuzzy approaches to address the uncertain
environments in the literature. But none of the researchers
investigated TP with an ANN prediction.

TP is a problem where the solution requires ample knowl-
edge about the input parameters, constraints, and various
solution techniques. When transportation occurs, it compels
many constraints, and formulating the mathematical model
for all constraints is usually challenging. For this reason,
selecting the best constraints is one of the most critical
issues, and it is one of the significant contributions of our
study. Therefore, we have focused on the issues selecting
constraints to predict total transportation cost through ANN
modeling. ANN is applied for a real-life case study explained
in Section VI. In this study, the following pieces of informa-
tion are needed to predict the transportation cost.

• Past information about amounts of goods demanded at
different destinations.

• Distance between source and demand points.
• Information on the previous total transportation cost.

This study aims to propose a novel TNF-AHP technique to
choose the best criteria for TP and an ANN model to predict
the total transportation cost of the TP. The study helps DM
to focus on the important criteria in planning transportation
and to predict the transportation cost, given the distances
between source and destinations and the demands at desti-
nations. Also, the proposed study for the determination of
transportation cost is illustrated with an empirical case study
to show the effectiveness of the proposed methods.

Based on the above literature review, the following objec-
tives have been drawn:

• To propose a new, efficient, and straightforward AHP
using TNFN for MCDM problems.

• To evaluate the feasibility of ANN as a reliable structure
to predict the expected total transportation cost.

• To propose an ANNmodel for the accurate prediction of
transportation input and output parameters.

• To investigate the total transportation cost of TP based
on prior data or observations.

The remainder of this paper is organized into nine sections:
Section II provides some basic information on neutrosophic
fuzzy numbers and mathematical operations on the trape-
zoidal neutrosophic fuzzy numbers. Section III describes the
steps of the proposed TNF-AHP. Section IV discusses the
application of TNF-AHP with a case study. The case study is
described with the collected data in Section V. In Section VI,
some outline and flow chart of solution procedure is pre-
sented. In Section VII, the ANNmodeling is provided for the
proposed TP. Results are discussed in Section VIII with some
managerial insights and limitations of the proposed research
are addressed. Lastly, some conclusions and future research
are presented in Section IX.

II. PRELIMINARIES
This section provides the basic definitions of neutrosophic
sets, single-valued neutrosophic sets, trapezoidal neutro-
sophic numbers and explains the various operations on trape-
zoidal neutrosophic numbers.
Definition 1: [62] Let X be a space of points, x ∈ X .

A neutrosophic set β in X is defined by a truth membership
function Tβ (x), an indeterminacy membership function Iβ (x),
and a falsity membership function Fβ (x). Tβ (x), Iβ (x), and
Fβ (x) are real and subsets of [0,1] i.e., Tβ (x) : X −→ [0, 1],
Iβ (x) : X −→ [0, 1], Fβ (x) : X −→ [0, 1]. Also, the sum of
Tβ (x), Iβ (x), and Fβ (x) is 0 ≤ Tβ (x)+ Iβ (x)+ Fβ (x) ≤ 3.
Definition 2: Assume a universe of discourse is X.

A single-valued neutrosophic set β over X taking the form as
in [62] β={〈x,Tβ (x), Iβ (x),Fβ (x) : x ∈ X〉}, where Tβ (x) :
X −→ [0, 1], Iβ (x) : X −→ [0, 1], Fβ (x) : X −→ [0, 1] and
0 ≤ Tβ (x) + Iβ (x) + Fβ (x) ≤ 3 ∀x ∈ X . Tβ (x), Iβ (x),
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TABLE 1. Previous works in TP using AI techniques.

Fβ (x) are the degrees of truth membership, indeterminacy
membership, and false membership of x to β, respectively.
Definition 3 [62]: The single-valued trapezoidal neutro-

sophic numbers β̃ denoted by 〈(a1, a2, a3, a4),Tβ , Iβ ,Fβ〉
are neutrosophic set in R with the truth membership, inde-
terminacy membership and falsity membership functions are
defined below:

Tβ (x) =



αβ̃ (
x − a1
a2 − a1

) if a1 ≤ x ≤ a2

αβ̃ if a2 ≤ x ≤ a3

αβ̃ (
a4 − x
a4 − a3

) if a3 ≤ x ≤ a4

0 otherwise

Iβ (x) =



(a2 − x + θβ̃ (x − a1))

a2 − a1
if a1 ≤ x ≤ a2

θβ̃ if a2 ≤ x ≤ a3
(x − a3 + θβ̃ (a4 − x))

a4 − a3
if a3 ≤ x ≤ a4

1 otherwise

Fβ (x) =



(a2 − x + γβ̃ (x − a1))

a2 − a1
if a1 ≤ x ≤ a2

γβ̃ if a2 ≤ x ≤ a3
(x − a3 + γβ̃ (a4 − x))

a4 − a3
if a3 ≤ x ≤ a4

1 otherwise

where αβ̃ , θβ̃ , and γβ̃ are the maximum degree of truth mem-
bership, the minimum degree of indeterminacy membership,
and the minimum degree of falsity membership, respectively.
αβ̃ , θβ̃ and γβ̃ ∈ [0,1].
Definition 4: [63] Let â=〈(a1, a2, a3, a4), α̃a, θ̃a, γ̃a〉 and

b̂=〈(b1, b2, b3, b4), α̃b, θ̃b, γ̃b〉 are the two single-valued
trapezoidal neutrosophic number, and ϒ ≥ 0 be any real
number. Then:

1. The addition of two trapezoidal neutrosophic num-
bers is defined as:

â+b̂= 〈(a1 + b1, a2 + b2, a3 + b3, a4 + b4), α̃a + α̃b −
α̃a ∗ α̃b, θ̃a ∗ θ̃b, γ̃a ∗ γ̃b〉

2. Themultiplication of two trapezoidal neutrosophic
numbers is defined as:
â∗b̂ =〈(a1b1, a2b2, a3b3, a4b4), α̃a ∗ α̃b, θ̃a + θ̃b − θ̃a ∗
θ̃b, γ̃a + γ̃b − γ̃a ∗ γ̃b〉

3. The multiplication of trapezoidal neutrosophic
numbers by constant value is defined as:
ϒâ=〈(ϒa1, ϒa2, ϒa3, ϒa4), (1− (1− α̃a))ϒ , (θ̃a)ϒ ,

(γ̃a)ϒ 〉.
4. âϒ is defined as:
âϒ=〈(aϒ1 , a

ϒ
2 , a

ϒ
3 , a

ϒ
4 ), (α̃a)

ϒ , (1−(1− θ̃a))ϒ , (1−(1−
γ̃a))ϒ 〉.

where α̃a, θ̃a, and γ̃a are the truth, indeterminacy, and fal-
sity function, respectively for the single-valued neutrosophic
number â, whereas α̃b, θ̃b, and γ̃b are the truth, indeterminacy,
and falsity function, respectively for the single-valued neutro-
sophic number b̂.
Definition 5 [62] (The inverse of trapezoidal neutrosophic

number):

Let â = 〈(a1, a2, a3, a4), α̃a, θ̃a, γ̃a〉 is the single-valued

trapezoidal neutrosophic number, then

â− 1 = 〈(
1
a4
,
1
a3
,
1
a2
,
1
a1

), α̃a, θ̃a, γ̃a〉 where â 6= 0

where α̃a, θ̃a, and γ̃a are the truth, indeterminacy, and falsity
function, respectively.

III. PROPOSED TRAPEZOIDAL NEUTROSOPHIC FUZZY
ANALYTICAL HIERARCHY PROCESS (TNF-AHP)
This section proposes a novel approach for multi-criteria
decision-making (MCDM) based on the trapezoidal neutro-
sophic fuzzy numbers and presents the steps of the proposed
methodology.

The TNF-AHP incorporates the fuzzy logic into the tradi-
tional AHP since it does not include uncertainty for individual
reasoning. Fuzzy logic involves the use of linguistic variables.
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TABLE 2. Linguistic terms with the trapezoidal neutrosophic fuzzy numbers.

A linguistic variable is a variable whose values are words
rather than numbers. Here, the proposed AHP uses TNF logic
which provides the knowledge of truth, indeterminacy, and
falsity of any linguistic variable. Hence, the convergence of
AHP is enhanced by improving the fuzzy logic approaches.
In TNF-AHP, the pairwise comparisons for criteria have been
obtained through the linguistic variables expressed by TNFN
and explained in Table 2.

The proposed TNF-AHPmethodology contains the follow-
ing steps:

[Step 1.] Compare the criteria with linguistic terms are
given in Table 2.

Ak =


ck11 c

k
12 . . . c

k
1n

ck21 c
k
22 . . . c

k
2n

. . . . . . . . . . . .

ckn1 c
k
n2 . . . c

k
nn

 (1)

[Step 2.] If there is more than one decision-maker,
the preferences of each decision-maker (ckij) are averaged
and (cij) is calculated as in the Equation (2).

cij =

K∑
k=1

ckij

K
(2)

[Step 3.] According to averaged preferences, the pair-
wise contribution matrix is updated as shown in Equa-
tion (3).

A =


c11 c12 . . . c1n
c21 c22 . . . c2n
. . . . . . . . . . . .

cn1 cn2 . . . cnn

 (3)

[Step 4.] Now, the geometric mean of fuzzy comparison
values of each criterion is calculated as shown in Equa-
tion (4). Here, si represents a trapezoidal neutrosophic
fuzzy number.

si =

 n∏
j=1

cij


1
n

, i = 1, 2 . . . . . . n (4)

[Step 5.] Now, the fuzzy weight for each criterion can
be found by the following three sub-steps and using
Equation (5).
[Step 5a.] Find the vector addition of each si.
[Step 5b.]Find the (-1) power of summation vector, and
arrange the trapezoidal neutrosophic number with the
knowledge of the inverse of the trapezoidal neutrosophic
number discussed in Section II.
[Step 5c.] To get the weight of each criterion i (wi),
multiply each si with the reverse vector obtained in the
above step.

wi = si ⊗ (s1 ⊕ s2 ⊕ s3 ⊕ . . . .⊕ sn)−1

= 〈(lwi,mwi, uwi, vwi),Tβ , Iβ ,Fβ〉 (5)

[Step 6.] Sincewi are a trapezoidal neutrosophic number,
it is defuzzified using the ranking method proposed
by Abdel-Baset et al. [62]. The conversion of the trape-
zoidal neutrosophic number into a crisp form is given
below.
a. If the problem is maximization type, use the mathe-
matical formula given in Equation (6).

R(wi) = (
lwi + 2(mwi + uwi)+ vwi

2
)+(Tβ−Iβ−Fβ )

(6)

b. If the problem is minimization type, use the mathe-
matical formula given in Equation (7).

R(wi) = (
lwi − 3(mwi + uwi)+ vwi

2
)+(Tβ−Iβ−Fβ )

(7)

Here, the function is maximization type, so consider
Equation (6) to defuzzified the trapezoidal neutrosophic
number.
[Step 7.] Finally, R(wi) is averaged with the help of
Equation (8).

wi =
R(wi)
n∑
i=1

R(wi)
(8)

Through these 7 steps, one can find the weight wi for criteria.
Finally, the criteria with maximum weight are advised to
DMs.
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TABLE 3. Pairwise comparison.

TABLE 4. Comparison matrix in trapezoidal neutrosophic fuzzy numbers.

Similarly for those study which has more than one alter-
natives to choose, the same steps is followed to choose the
best alternatives and every alternative score is determined by
multiplying each alternative weight with associated criteria.
Also, the alternative with the largest score is advised to the
DMs.

This study considers single alternatives as total transporta-
tion cost. Hence, only determination of criteria is shown.

IV. APPLICATION OF TNF-AHP IN PROPOSED CASE
STUDY
The proposed TNF-AHP is applied to a case study to deter-
mine the two best criteria for the ANN training in predicting
transportation cost among four criteria identified through the
interview with the production manager in a company. The
four criteria testedwith TNF-AHP in this case study are driver
behavior, demand, distance, and weather. The following sub-
sections discusses the procedure for obtaining the two best
criteria with TNF-AHP.

A. DETERMINING BEST CRITERIA
An interview was conducted with the production manager to
determine the best criteria and assess the total transportation
cost. Affirmingwith his preferences, the pairwise comparison
of the criteria is given in Table 3.
From Table 3, a pairwise comparison matrix for the criteria

with trapezoidal neutrosophic numbers is obtained in Table 4.
Then, the geometric mean of the trapezoidal neutrosophic

fuzzy number of every criterion is determined using Equa-
tion (4). Finally, as an example for the driver behavior criteria,
the s1 geometric mean of trapezoidal neutrosophic fuzzy
numbers of comparison value is determined in Equation (9).

si=

 n∏
j=1

cij


1
n

= [〈(1, 1, 1, 1)1, 0, 0〉

∗ 〈(
1
9
,
1
9
,
1
9
,
1
9
)0.8, 0.4, 0.2〉

∗ 〈(
1
9
,
1
8
,
1
7
,
1
6
)0.9, 0.5, 0.1〉

∗ 〈(2, 3, 4, 5)0.85, 0.45, 0.15〉]
1
4

= 〈(0.416, 0.447, 0.472, 0.494)0.884, 0.363, 0.116〉 (9)

The geometric mean of trapezoidal neutrosophic fuzzy num-
bers from the comparison matrix for all criteria is presented
in Table 5. Also, the total and negative power of total values
are given.

In the next step, the relative weight in the trapezoidal
neutrosophic fuzzy numbers for all criteria is calculated using
Equation (5) and presented in Table 6. For example, the rel-
ative weight in trapezoidal neutrosophic fuzzy number for
driver behavior is shown in Equation (10).

w1 = 〈(0.416, 0.447, 0.472, 0.494)0.884, 0.363, 0.116〉

∗ 〈(0.147, 0.152, 0.158, 0.165)1, 0.009, 0〉

= 〈(0.061, 0.068, 0.075, 0.082)0.884, 0.369, 0.116〉

(10)

In the last step, the relative weight obtained in Table 6 is
defuzzified. Here, the aim is to find the maximum weight of
the criteria. Hence, Equation (6) has been used for defuzzifi-
cation and the obtained defuzzified values for all the criteria
are listed in Table 7. Finally, by using Equation (8) averaged
relative weight has been obtained and given in Table 8. Based
on these results, demand and distance criteria have the best
average score. Hence, the demand and distance criteria are
the two best criteria for evaluating total transportation costs.

V. CASE STUDY
The numerical data for ANN training is collected from a
small plain land city Varanasi, India. It is surrounded by
rural cities from three sides and hilly cities from other sides,
as shown in Figure 1. The geography of roads from Varanasi
to destination cities is divided into three zones. The three
zones of corresponding roads are categorized as;
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TABLE 5. Geometric mean of criteria in the trapezoidal neutrosophic fuzzy numbers.

TABLE 6. Weights of criteria in the trapezoidal neutrosophic fuzzy numbers.

TABLE 7. Defuzzified weights of criteria.

TABLE 8. Average relative weights of criteria.

• Zone 1: - Urban roads containing road links from the
factory to markets of Varanasi.

• Zone 2: - Rural and urban roads containing road links
from the factory to markets in Bhadohi, Chandauli, and
Gazipur.

• Zone 3: - Plateau, rural and urban roads with parts of
the roads having gradients compared to Zones 1 and
2, containing road links from the factory to markets in
Mirzapur and Sonbhadra.

Considering the characterization of three zones in mathemat-
ical modeling is a rigorous and challenging task. Since the
fuel prices change daily, calculating unit transportation costs
is not straightforward in a dynamic system.

Therefore, when the DMs have supplied their products
for different demands in these three zones simultaneously,
the decision-makers face a challenging situation to deter-
mine the total transportation cost. Therefore, we consider
ANN techniques to predict the total transportation cost.

FIGURE 1. Map of Varanasi.

The following subsection discusses the collection and inves-
tigation of data for ANN training and validation.

A. DATA COLLECTION AND INVESTIGATION
Generally, the transportation model is a double constraint
model, source and demand constraints, but in this study,
we consider the TP as a single constraint TP only addressing
the demand constraints. Also, the total transportation cost
depends upon the distances between the source and demand
points.

To verify the forecasting capabilities of the ANN model,
the whole data sample is divided into two samples, i.e., train-
ing and test sample. There is no particular method available
for the partition of data into the training and test samples.
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FIGURE 2. Graphical illustration of TP in a case study.

The way of selecting the data depends upon the nature of the
problem, types of data, and the size of available data. Another
issue is the size of the sample. There is no explicit rule to
specify the sample size for the given problem. The amount of
data for the ANN training relies upon the network structure,
the training method, and the complexity of a particular prob-
lem or the amount of noise in the data on hand [43]. Using
extensive data samples, ANN can be benefited to model any
complex structure with greater accuracy.

The requirement for exact total distance and demands is
vital for evaluating and verifying ANNmodels. Here, the dis-
tances between source and demand points are crucial deter-
minants of total transportation cost. Therefore, it is necessary
to measure the distance correctly.

The procedure for ANNmodeling has been applied to real-
life data collected from an XYZ flour company (the company
name remains confidential by its request) situated inVaranasi,
India. The company supplies flour to the neighboring cities of
Varanasi. The total transportation cost depends on the amount
of quantity transported, distance from the demand cities or
points, loading-unloading charges, fixed charges such as toll
tax, etc.

For this study, the company provides its past 50 days of data
in which they daily supply their flour in three different neigh-
boring cities of Varanasi. Here, the unit of flour is measured
in quintal, and the distance of demand cities from Varanasi is
measured in kilometer (km). The total transportation cost is
given in Indian rupees (INR). The company provides 50 sets
of sample data, which we divided into 40 samples for training
and 10 samples for testing. The distances to demand cities
from the company are given as follows; Varanasi (15 km),
Chandauli (30 km), Mirzapur (65 km), Bhadohi (60 km),
Gazipur (70 km), and Sonbhadra (80 km).

A graphical illustration of this transportation problem is
depicted in Figure 2. In this study, the transportation cost
depends upon the number of goods demanded at various des-
tinations or cities, and it also depends upon the distances from
the source to different cities where the goods are supplied.

The transportation cost increases as the demand amounts and
distances increase. The detailed data are given in Table 9:

VI. SOLUTION PROCEDURE
The proposed research aims to forecast the total transporta-
tion cost for a particular type of TP using the TNF-AHP
and ANN techniques. The solution procedure is in two folds.
Firstly, using TNF-AHP, the best criteria/constraints of the
TP are selected and secondly, using ANN technique, the total
transportation cost is determined with selected criteria. The
proposed solution procedures in this case study are explained
in detail below.

Step 1. The proposed TNF-AHP has been applied to the
case study to find the best criteria.
Step 2. After the best criteria are obtained (demand and
distance in this case study), the next step is collecting
and arranging the ANN training data.
Step 3. A real-life 50 data sets are collected. Identify
the input and output components from the given sample
of the data set. If there are any outliers in the sample,
remove the outliers from the data set.
Step 4. The above data set normalizes the data between
0.1 to 0.9 using Equation (11), and the first 40 samples
are taken for ANN training and the remaining 10 sam-
ples for validation.
Step 5. Apply ANN on the above data to accurately
forecast the total transportation cost. To successfully
implement ANN, ANN is divided into three stages;
5.1. Design Stage:This stage selects the number of the

hidden layers, the number of neurons in the hidden lay-
ers, and training algorithm. After extensive experiments,
a single hidden layer of 9 neurons with trainlm training
algorithm is chosen as a suitable ANN model for this
study.
5.2. Training Stage: In this stage, a transfer function is

selected with exit condition, learning rate, and momen-
tum. A logistic function logsig is used here as a transfer
function.

5.3. Generalization Stage: Once the exit condition
from training is achieved from the above Training Stage,
the validation process starts to validate the training.
70% of data is taken for training purposes from the test
sample, and the remaining 30% is used for validation.
Step 6. After the optimal topology for the ANN model-
ing is obtained, the remaining 10 sample data is used
for validation to enhance the validation of the ANN
modeling.
Step 7. Obtain the best-predicted values for the total
transportation cost.

The overall solution procedure is illustrated as a flow chart
in Figure 3.

VII. ANN MODELLING
The ANN model is derived from the biological nervous sys-
tem. It consists of many neurons and nodes in one or more
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TABLE 9. Input values of criteria and the collected transportation cost.
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FIGURE 3. Flow chart of the solution method.

hidden layer(s), firmly interconnected with each other by
the linkage weight [64]. The processing of information takes
place at numerous elementary elements called neurons. Sig-
nals are passed among neurons over connection links. Each
connection link has associated weights, which are multiplied
by the input signals transmitted in a typical neural network.
Each neuron applies an activation function to its net input
to determine the output signal. Bias may be considered for
a better learning process. ANN has three essential layers;
input, hidden, and output layers. The hidden layer may be
one or more depends upon the complexity of the problem.
ANN models are developed by tuning weights for a set of
criteria. These criteria are examined as input and output
values. The following process tunes the weights up to the
appropriate value to obtain the minimum error between the
network output and desired output. Accordingly, training is
performed for a sample of input-output data through the ANN
model, and when the optimal weights are obtained, the ANN
model can predict the output values for those input values that
were not covered in the training dataset as well.

Figure 4 shows the general configuration of the ANN
model.

Ismail et al. [39] proposed that the back-propagation
learning algorithm is suitable among many learning algo-
rithms for prediction. The back-propagation algorithm

FIGURE 4. The adopted 6-9-1 ANN model.

updates weight sets to minimize errors using the gradient
descent technique [43].

Trainlm is the network training function and the fastest
back-propagation algorithm, which follows Levenberg-
Marquardt optimization to update the weight and bais values.
Also, logsig is a transfer function that calculates output values
from its net input. In this study, the demands of and the
distances to three cities have been selected for ANN input
layer, while the total transportation cost for the model output
layer.

Before the training starts, data should be normalized
because non-linear activation functions such as the logistic
function generally have the suppressing aspect in reducing the
feasible output between [0,1] or [−1,1]. Bhowmik et al. [65]
used Equation (11) to normalize the data between 0.1 to 0.9.

Zi = 0.1+
[(

αi − αimin

αimax − αimin

)
× 0.8

]
(11)

where Zi is the normalized value of αi and αimin and αimax
are the minimum and maximum values in the dataset, respec-
tively.

A. PERFORMANCE EVALUATION OF ANN MODEL
To evaluate the prediction performance, the statistical mea-
sures are adopted in this section. Although there are many
performance measures for forecasting or regression analysis,
the following measures, including Pearson product-moment
correlation coefficient (R), mean square error (MSE), mean
absolute percentage error (MAPE). Themathematical expres-
sion to calculate the R, MSE, and MAPE are given in the
following equations [65].

R =

√[
1−

(∑n
i=1(t

i
− oi)2∑n

i=1 o
i2

)]
(12)

MSE =
[∑n

i=1(t
i
− oi)2

n

]
(13)
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MAPE =
[ n∑
i=1

∣∣∣∣ (t i − oi)2t i

∣∣∣∣]× 100
n

% (14)

where n, t i, and oi are the total sample size, observed, and
predicted values, respectively.

Equation (12) is a Pearson product-moment correla-
tion coefficient used to determine the correlation between
observed and predicted values. Equation (13) represents the
mean square error to calculate the mean square errors. And
Equation (14) is a mean absolute percentage error to measure
the model’s prediction accuracy. The given ANN model is
optimal when R>0.98,MSE<0.001, andMAPE< 5% [65].

Through trial-and-error experiments, various numbers of
the neurons are tested for achieving optimal network topology
for the ANNmodel The ANNwith a single hidden layer and a
logsig activation function have been selected for establishing
optimal ANN architecture in MATLAB 2016a. Then, a feed-
forward back-propagation algorithm has been applied for
ANN training.

The first 40 datasets are chosen for training and the last
10 datasets for testing. In the training dataset, 70% of the
data has been randomly chosen for training, and 30% of
data has been used for validation and testing. The Pearson
product-moment correlation coefficient value R and mean
square error MSE for 2 to 25 neurons are calculated using
Equations (12) and (13), respectively. Also, the average
absolute percentage error is calculated by Equation (14).
Once the training is completed, and optimal topology is
obtained, the remaining data set is applied for the validation.
Finally, the normalized data is denormalized with the help of
Equation (15).

Zi = 0.1+
[(

αimax − αi

αimax − αimin

)
× 0.8

]
(15)

VIII. RESULT DISCUSSION AND MANAGERIAL INSIGHTS
In this study, selecting the best criteria for the TP is obtained
with the proposed TNF-AHP. Among the four criteria of our
interests, including driver behavior, demand, distance, and
weather, the demand and distance criteria are the best two
criteria. Those data are used to predict the total transportation
cost using the ANN techniques. The linguistic terms are taken
in the trapezoidal neutrosophic fuzzy numbers. The averaged
weight for the demand and distance criteria is obtained as
0.347 and 0.345, respectively, in the TNF-AHP analysis.
Once the best criteria are obtained, the total transportation
cost is predicted from the real-life data in Table 9 by the ANN
technique.

The ANN is developed to predict the transportation cost,
given the collected transportation data. The trainlm learning
algorithm with a single hidden layer has been tested with
the logsig activation function. The ANN model runs up to
10000 iterations for 2 to 25 neurons. It has been seen that the
maximum R-value and minimum MSE- and MAPE- values
are obtained when the hidden layer has 9 neurons. Subse-
quently, (6-9-1) topology has been established as an optimal
topology. The input layer has 6 neurons, the hidden layer has

FIGURE 5. R values in the regression analysis on the training values by
ANN.

9 neurons, and there is 1 neuron in the output layer. As shown
in Figure 5, the training state’s regression coefficients are
0.99519, 0.99798, 0.99847, and 0.99593 for training, vali-
dation, testing, and overall R values of the established ANN
model. From Table 10, it is shown that MSE is high for the
small numbers of neurons because the complication arises in
the decision due to the lesser number of neurons. The mini-
mum MSE is found at 9 neurons in the hidden layer. Beyond
this, as the number of neurons increases, MSE continuously
increases. The MSE and MAPE values with the hidden layer
of 9 neurons are 0.000421 and 4.34484%, respectively, and it
is satisfactory. In contrast, the R-value at 9 neurons is found
to be 0.999156, which is the largest. Figure 6 and 7 represent
the obtained results ofMSE andMAPE for the 2 to 25 number
of neurons, respectively.

The variation of R values for 2 to 25 neurons is given
in Figure 8. The correlation between predicted transportation
cost with collected transportation cost for test cases is given
in Figure 9, and the comparison between these two costs is
presented in Figure 10.
Once the training was completed for 40 datasets

in Table 9, and optimal topology was obtained. The remain-
ing 10 datasets have been tested for the validation purpose
with 6-9-1 topology, trainlm learning algorithm, and logsig
activation function. In Table 11, the predicted transportation
cost and collected transportation cost are given. Also, a com-
parison between predicted and collected transportation costs
is depicted in Figure 11.

A. MANAGERIAL INSIGHTS
This study proposes a way to choose the best criteria for TP
from the linguistic terms and an ANN model to estimate the
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TABLE 10. Regression analysis and performance measures for different numbers of neurons.

FIGURE 6. MSE variation with different numbers of neurons.

total transportation cost. Some managerial insights obtained
in this study are given as follows.

(a) All the constraints or criteria are tough to consider for the
evaluation of objective function (total transportation cost
in this case), decision-makers are not able to figure out
which criteria to be chosen for the estimation of the

FIGURE 7. MAPE variation with different numbers of neurons.

objective function. This study provides a novel approach
for selecting the best criteria derived from the linguis-
tic terms taking the values in trapezoidal neutrosophic
fuzzy numbers, which helps counter the vagueness or
uncertainty in a much effective way.
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FIGURE 8. Pearson product-moment correlation coefficient R for different
numbers of neurons.

FIGURE 9. Correlation of predicted transportation cost with collected
transportation cost.

(b) A novel approach to choose the best criteria among
multiple criteria is proposed through TNF-AHP.

(c) The selection of a reasonable number of criteria reduces
complexity and hence helps decision-makers obtain effi-
cient solutions more straightforwardly.

(d) Most researchers determine the total transportation
cost through rigorous mathematical modeling, but
this study provides a new approach to estimate the
total transportation cost through the prediction using
the historical data, so that the decision-makers are
free of uncertainty theories in rigorous mathematical
modeling.

FIGURE 10. Comparison of predicted transportation cost with collected
transportation cost for test cases.

TABLE 11. Comparison of ANN predicted transportation cost with
collected transportation cost.

(e) This study emphasizes the needs of data warehousing
for the operation-related data. The proposed TNF-AHP
and ANN model can help the decision-maker conduct
strategic planning and to respond quickly and effectively
to the changes of the demands.

(f) The road surface condition is challenging to consider in
the mathematical model, and therefore, it is challeng-
ing to acknowledge the total transportation cost. Hence,
ANN techniques to predict the total transportation cost
are effective because it requires only knowledge about
prior transportation cost regarding demand supplied and
distance between the source and destination.

(g) In this study, the prediction of total transportation
costs is based on preliminary information, including
all types of costs such as transportation costs, driver
costs, loading-unloading costs, toll taxes, etc. There-
fore the study provides an efficient and effective way
for decision-makers to determine the total transporta-
tion costs through the prediction. Whereas considering
all the costs and other constraints in the conventional
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FIGURE 11. Comparison of predicted transportation cost with collected
transportation cost for test samples.

transportation model is rigorous, uncertainty in the total
transportation cost originates. Therefore, this study also
eases to overcome uncertainties that arise in the conven-
tional mathematical transportation model.

(h) Due to the dynamic system of fuel pricing in India,
the unit transportation cost for the vehicle is not easy
to regulate. Hence most of the time, the mathematical
model for the transportation problems fails to address
the preciseness in determining total transportation cost.
Therefore, this study enhances the scope of utilization
of ANN techniques to reach the preciseness towards the
detection of total transportation cost.

This study contributes to the decision-makers for estimating
the total transportation cost according to the demand and
distance in TP.

B. LIMITATION OF THE PROPOSED WORK
The proposed TNF-AHP approach may obtain the averaged
insights from a group of experts on selecting the best criteria
without loss of generality, as shown in Step 2 of Section IV.
However, the case study in this study includes only an opinion
of a production manager in a company that provides the
historical data on their transportation problem. Even within a
company, different perspectives concerning alternative objec-
tivesmay exist in a company. Therefore, obtaining the various
experts’ opinions would help in obtaining the best criteria for
the company.

If the dataset has outliers, it was known that the per-
formance measures (i.e., MSE and MAPE) might increase
and R values decrease, leading to the inaccuracy of pre-
diction. If there are outliers in the dataset, the ANN tech-
nique may fail to address the model’s efficiency. For this
study, a 6-9-1 topology has been adopted as an optimal
topology of the ANN network. A trial-and-error method has

been used to determine the appropriate topology as there is no
specific method available for the determination. Hence, ANN
took extra time to converge towards the accurate prediction of
the total transportation cost.

IX. CONCLUSION
AHP exercise and efficiency could be advanced using neu-
trosophic fuzzy sets. In this paper, a TNF-AHP approach
has been proposed for MCDM by implementing trapezoidal
neutrosophic fuzzy numbers to prevent the imprecise, vague,
and inaccurate point of view. The novel and effective TNF-
AHP has been used first to obtain the best criteria from
the set of criteria for further investigation to determine the
total transportation cost through the ANN technique. After
successfully obtaining the criteria, this study also investigates
the utilization of the ANNmodel to emulate the prediction of
the total transportation cost of a TP. Based on the collected
data, an AI model such as ANN has been developed, and
a comparison of results with collected data has been made.
It has been found that the ANN model has the potential to
map the input-output paradigms of TPwith greater efficiency.
A (6-9-1) topologywith trainlm learning algorithm and logsig
activation function for the ANNmodel is optimal for predict-
ing TP’s input-output pattern. The Pearson product-moment
correlation coefficient R is 0.999156, indicating a high degree
(99.92%) of the correlation between ANN predicted and
collected data for the optimal network. Also,MSE andMAPE
values are 0.000421 and 4.34484%, respectively, implying
greater prediction efficiency of the optimal model. Finally,
a comparison between ANN-based simulated transportation
cost and collected transportation cost has been made, and it
was found that the simulated output was very close to the
collected output, which shows the higher efficiency of the
ANN model in transportation problem
ANN is better to implement in any data-based decision-
making problem in the real-life world. This study focuses on
predicting transportation costs for a TP, but one can predict
the demand for items and transportation costs of the TP with
different input paradigms. AI models can be used where
the total transportation cost does not just depend upon unit
transportation cost. Furthermore, the TNF-AHP can be used
for more complicated problems, such as multi-item multi-
source problems where the supplier cannot fulfill all the end-
users requirements. The proposed TNFAHP is used in supply
chain management and inventory control management.

CONFLICT OF INTEREST
The author(s) declared no potential conflicts of interest with
respect to the research, authorship, and/or publication of this
article.

REFERENCES
[1] F. L. Hitchcock, ‘‘The distribution of a product from several sources

to numerous localities,’’ J. Math. Phys., vol. 20, nos. 1–4, pp. 224–230,
Apr. 1941.

[2] K. B. Haley, ‘‘New methods in mathematical programming—The solid
transportation problem,’’ Oper. Res., vol. 10, no. 4, pp. 448–463,
Aug. 1962.

103510 VOLUME 9, 2021



A. Singh et al.: Prediction of Transportation Costs

[3] M. Maleki and V. Cruz-Machado, ‘‘Integration of practices and customer
values in a supply chain,’’ Int. J. Manage. Sci. Eng. Manage., vol. 10, no. 1,
pp. 9–19, Jan. 2015.

[4] R. Eslamipoor,M. B. Fakhrzad, andY. ZareMehrjerdi, ‘‘A new robust opti-
mization model under uncertainty for new and remanufactured products,’’
Int. J. Manage. Sci. Eng. Manage., vol. 10, no. 2, pp. 137–143, Apr. 2015.

[5] A. Baidya, U. K. Bera, and M. Maiti, ‘‘Models for solid transporta-
tion problems in logistics using particle swarm optimisation algorithm
and genetic algorithm,’’ Int. J. Logistics Syst. Manage., vol. 27, no. 4,
pp. 487–526, 2017.

[6] A. Das, U. K. Bera, and B. Das, ‘‘A solid transportation problem with
mixed constraint in different environment,’’ J. Appl. Anal. Comput., vol. 6,
no. 1, pp. 179–195, 2016.

[7] A. Das, U. K. Bera, and M. Maiti, ‘‘Defuzzification and application of
trapezoidal type-2 fuzzy variables to green solid transportation problem,’’
Soft Comput., vol. 22, no. 7, pp. 2275–2297, Apr. 2018.

[8] L. Yang and L. Liu, ‘‘Fuzzy fixed charge solid transportation problem and
algorithm,’’ Appl. Soft Comput., vol. 7, no. 3, pp. 879–889, Jun. 2007.

[9] L. A. Zadeh, ‘‘Fuzzy sets,’’ Inf. Control, vol. 8, no. 2, pp. 338–356, 1965.
[10] K. T. Atanassov, ‘‘Intuitionistic fuzzy sets,’’ Fuzzy Sets Syst., vol. 20,

pp. 87–96, Aug. 1986.
[11] F. Smarandache, A Unifying Field in Logics. Neutrosophy: Neutrosophic

Probability, Set, and Logic. American Research Press, Rehoboth, 1999,
pp. 1–141. [Online]. Available: https://books.google.co.id/books?id=
qIzdBAAAQBAJ&pg=PA146&lpg=PA146&dq=Florentin+Smarandache,
+ %22A+Unifying+Field+in+Logics.+Neutrosophy:+Neutrosophic+Prob
ability,+Set,+and+Logic%22,+American +Research+Press,+Rehoboth,+
1999&source=bl&ots=-mwZoPftZJ&sig=ACfU3U1eJI8eKya8fYRQeagI
KRXw_XHvBg& hl=en&sa=X&ved=2ahUKEwiDxKLP-fHxAhWp73M
BHYPQDFgQ6AEwAnoECAoQAw#v=onepage&q=Florentin%20Smar
andache%2C%20%22A%20Unifying%20Field%20in%20Logics.%20Ne
utrosophy%3A%20Neutrosophic%20Probability%2C%20Set%2C %20
and%20Logic%22%2C%20American%20Research%20Press%2C%20
Rehoboth%2C%201999&f=false)

[12] U. Rivieccio, ‘‘Neutrosophic logics: Prospects and problems,’’ Fuzzy Sets
Syst., vol. 159, no. 14, pp. 1860–1868, Jul. 2008.

[13] H. Wang, F. Smarandache, Y. Zhang, and R. Sunderraman, Single Valued
Neutrosophic Sets. Coimbatore, India: Infinite study, 2010.

[14] P. Majumdar and S. K. Samanta, ‘‘On similarity and entropy of neutro-
sophic sets,’’ J. Intell. Fuzzy Syst., vol. 26, no. 3, pp. 1245–1252, 2014.

[15] J. Ye, ‘‘Trapezoidal neutrosophic set and its application tomultiple attribute
decision-making,’’ Neural Comput. Appl., vol. 26, no. 5, pp. 1157–1166,
Jul. 2015.

[16] Y. Wind and T. L. Saaty, ‘‘Marketing applications of the analytic hierarchy
process,’’Manage. Sci., vol. 26, no. 7, pp. 641–658, 1980.

[17] R. E. Bellman and L. A. Zadeh, ‘‘Decision-making in a fuzzy environ-
ment,’’Manage. Sci., vol. 17, no. 4, p. 141, 1970.

[18] R. R. Yager, ‘‘Multiple objective decision-making using fuzzy sets,’’ Int.
J. Man-Mach. Stud., vol. 9, no. 4, pp. 375–382, Jul. 1977.

[19] H.-W. Liu and G.-J. Wang, ‘‘Multi-criteria decision-making methods
based on intuitionistic fuzzy sets,’’ Eur. J. Oper. Res., vol. 179, no. 1,
pp. 220–233, May 2007.

[20] Z. Pei and L. Zheng, ‘‘A novel approach to multi-attribute decision making
based on intuitionistic fuzzy sets,’’ Expert Syst. Appl., vol. 39, no. 3,
pp. 2560–2566, Feb. 2012.

[21] S. Zeng and W. Su, ‘‘Intuitionistic fuzzy ordered weighted distance opera-
tor,’’ Knowl.-Based Syst., vol. 24, no. 8, pp. 1224–1232, Dec. 2011.

[22] N. Chen, Z. Xu, and M. Xia, ‘‘Interval-valued hesitant preference relations
and their applications to group decision making,’’ Knowl.-Based Syst.,
vol. 37, no. 1, pp. 528–540, 2013.

[23] J.-J. Peng, J.-Q. Wang, J. Wang, and X.-H. Chen, ‘‘Multicriteria decision-
making approach with hesitant interval-valued intuitionistic fuzzy sets,’’
Sci. World J., vol. 2014, pp. 1–22, Jan. 2014.

[24] H.-Y. Zhang, J.-Q. Wang, and X.-H. Chen, ‘‘Interval neutrosophic sets and
their application in multicriteria decision making problems,’’ Sci. World J.,
vol. 2014, pp. 1–15, Feb. 2014.

[25] D. Sarma, A. Das, and U. K. Bera, ‘‘An optimal redistribution plan consid-
ering aftermath disruption in disaster management,’’ Soft Comput., vol. 24,
no. 1, pp. 65–82, Jan. 2020.

[26] A. Turchin and D. Denkenberger, ‘‘Classification of global catastrophic
risks connected with artificial intelligence,’’ AI Soc., vol. 35, no. 1,
pp. 147–163, Mar. 2020.

[27] S.-H. Park and S.-P. Lee, ‘‘EMG pattern recognition based on artifi-
cial intelligence techniques,’’ IEEE Trans. Rehabil. Eng., vol. 6, no. 4,
pp. 400–405, Dec. 1998.

[28] Z. I. Attia, P. A. Noseworthy, F. Lopez-Jimenez, S. J. Asirvatham,
A. J. Deshmukh, B. J. Gersh, R. E. Carter, X. Yao, A. A. Rabinstein,
B. J. Erickson, and S. Kapa, ‘‘An artificial intelligence-enabled ecg algo-
rithm for the identification of patients with a trial fibrillation during sinus
rhythm: A retrospective analysis of outcome prediction,’’ Lancet, vol. 394,
no. 10201, pp. 861–867, 2019.

[29] L.-K. Soh and C. Tsatsoulis, ‘‘Reflective negotiating agents for real-
time multisensor target tracking,’’ in Proc. Int. Joint Conf. Artif. Intell.,
vol. 17, no. 1. Trenton, NJ, USA: Lawrence ErlbaumAssociates Ltd, 2001,
pp. 1121–1127.

[30] A. Rahideh, H. M. Shaheed, and A. H. Bajodah, ‘‘Adaptive non-linear
model inversion control of a twin rotor multi-input multi-output system
using artificial intelligence,’’ Proc. Inst. Mech. Eng., G, J. Aerosp. Eng.,
vol. 221, no. 3, pp. 343–351, Mar. 2007.

[31] M. J.Willemink and P. B. Noël, ‘‘The evolution of image reconstruction for
CT—From filtered back projection to artificial intelligence,’’ Eur. Radiol.,
vol. 29, no. 5, pp. 2185–2195, May 2019.

[32] S. R. Naganna, P. C. Deka, M. A. Ghorbani, S. M. Biazar, N. Al-Ansari,
and Z. M. Yaseen, ‘‘Dew point temperature estimation: Application of
artificial intelligence model integrated with nature-inspired optimization
algorithms,’’Water, vol. 11, no. 4, p. 742, 2019.

[33] A. Kaab, M. Sharifi, H. Mobli, A. Nabavi-Pelesaraei, and K.-W. Chau,
‘‘Combined life cycle assessment and artificial intelligence for prediction
of output energy and environmental impacts of sugarcane production,’’ Sci.
Total Environ., vol. 664, pp. 1005–1019, May 2019.

[34] L. F. Gonzalez, G. A. Montes, E. Puig, S. Johnson, K. Mengersen, and
K. J. Gaston, ‘‘Unmanned aerial vehicles (UAVs) and artificial intelligence
revolutionizing wildlife monitoring and conservation,’’ Sensors, vol. 16,
no. 1, p. 97, 2016.

[35] W. H. Awad and B. N. Janson, ‘‘Prediction models for truck accidents at
freeway ramps in Washington state using regression and artificial intelli-
gence techniques,’’ Transp. Res. Rec., J. Transp. Res. Board, vol. 1635,
no. 1, pp. 30–36, Jan. 1998.

[36] H. Kirby and G. Parker, ‘‘The development of trafc and transport appli-
cations of artificial intelligence: An overview,’’ in Artificial Intelligence
Applications to Traffic Engineering. The Netherlands: VSP, May 1994,
pp. 3–27. [Online]. Available: https://trid.trb.org/view/425233

[37] B. Widrow, D. E. Rumelhart, and M. A. Lehr, ‘‘Neural networks: Appli-
cations in industry, business and science,’’ Commun. ACM, vol. 37, no. 3,
pp. 93–106, 1994.

[38] R. Sharda, ‘‘Neural networks for the MS/OR analyst: An application
bibliography,’’ Interfaces, vol. 24, no. 2, pp. 116–130, Apr. 1994.

[39] H. Mohamed Ismail, H. K. Ng, C. W. Queck, and S. Gan, ‘‘Artificial
neural networks modelling of engine-out responses for a light-duty diesel
engine fuelled with biodiesel blends,’’ Appl. Energy, vol. 92, pp. 769–777,
Apr. 2012.

[40] U. Gazder and N. T. Ratrout, ‘‘A new logit-artificial neural network ensem-
ble for mode choice modeling: A case study for border transport,’’ J. Adv.
Transp., vol. 49, no. 8, pp. 855–866, Dec. 2015.

[41] I. C. Bilegan, T. G. Crainic, andM.Gendreau, ‘‘Forecasting freight demand
at intermodal terminals using neural networks–an integrated framework,’’
Eur. J. Oper. Res, vol. 13, no. 1, pp. 22–36, 2008.

[42] K. Kumar,M. Parida, andV. Katiyar, ‘‘Short term traffic flow prediction for
a non urban highway using artificial neural network,’’ Proc. Social Behav.
Sci., vol. 104, pp. 755–764, Dec. 2013.

[43] G. Zhang, B. E. Patuwo, and M. Y. Hu, ‘‘Forecasting with artificial neural
networks: The state of the art,’’ Int. J. Forecasting, vol. 14, pp. 35–62,
Mar. 1998.

[44] Z. Wang, C. Di Massimo, M. T. Tham, and A. J. Morris, ‘‘A procedure
for determining the topology of multilayer feedforward neural networks,’’
Neural Netw., vol. 7, no. 2, pp. 291–300, Jan. 1994.

[45] P. H. Siqueira, ‘‘Application of wangs recurrent neural network to solve the
transportation problem,’’ Int. J. Comput. Sci. Netw. Secur, vol. 12, no. 7,
pp. 50–54, 2012.

[46] T. García-Segura, V. Penadés-Plà, and V. Yepes, ‘‘Sustainable bridge
design by metamodel-assisted multi-objective optimization and decision-
making under uncertainty,’’ J. Cleaner Prod., vol. 202, pp. 904–915,
Nov. 2018.

[47] Z. Li, K. Zhang, B. Chen, Y. Dong, and L. Zhang, ‘‘Driver identification in
intelligent vehicle systems using machine learning algorithms,’’ IET Intell.
Transp. Syst., vol. 13, no. 1, pp. 40–47, Jan. 2019.

[48] S. Kikuchi, R. Nanda, and V. Perincherry, ‘‘A method to estimate trip O-
D patterns using a neural network approach,’’ Transp. Planning Technol.,
vol. 17, no. 1, pp. 51–65, Jan. 1993.

VOLUME 9, 2021 103511



A. Singh et al.: Prediction of Transportation Costs

[49] A. Pożarycki, ‘‘Pavement diagnosis accuracy with controlled application
of artificial neural network,’’ Baltic J. Road Bridge Eng., vol. 10, no. 4,
pp. 355–364, Dec. 2015.

[50] M. Bielli, G. Ambrosino, M. Boero, and M. Mastretta, ‘‘Artificial intelli-
gence techniques for urban traffic control,’’ Transp. Res. A, Gen., vol. 25,
no. 5, pp. 319–325, Sep. 1991.

[51] S. Bhattacharya, ‘‘Novel approach for Ai based driver behavior analysis
model using visual and cognitive data,’’ Ph.D. dissertation, Florida State
Univ., Tallahassee, FL, USA, 2019. [Online]. Available: https://diginole.
lib.fsu.edu/islandora/object/fsu%3A722497

[52] Y. Kayikci, ‘‘A conceptual model for intermodal freight logistics cen-
tre location decisions,’’ Procedia Social Behav. Sci., vol. 2, no. 3,
pp. 6297–6311, 2010.

[53] F. Saâdaoui, H. Saadaoui, and H. Rabbouch, ‘‘Hybrid feedforward ANN
with NLS-based regression curve fitting for US air traffic forecasting,’’
Neural Comput. Appl., vol. 32, pp. 10073–10085, Oct. 2019.

[54] J. George, A. Cyril, B. I. Koshy, and L. Mary, ‘‘Exploring sound signature
for vehicle detection and classification using ANN,’’ Int. J. Soft Comput.,
vol. 4, no. 2, p. 29, 2013.

[55] H. E. Lin, R. Zito, and M. A. P. Taylor, ‘‘A review of travel-time prediction
in transport and logistics,’’ in Proc. Eastern Asia Soc. Transp. Stud., vol. 5,
Sep. 2005, pp. 1433–1448.

[56] G. P. Mazarakis and J. N. Avaritsiotis, ‘‘Vehicle classification in sensor
networks using time-domain signal processing and neural networks,’’
Microprocess. Microsyst., vol. 31, no. 6, pp. 381–392, 2007.

[57] A. Świderski, A. Jóźwiak, and R. Jachimowski, ‘‘Operational quality
measures of vehicles applied for the transport services evaluation using
artificial neural networks,’’ Eksploatacja i Niezawodnosc Maintenance
Rel., vol. 20, no. 2, pp. 292–299, Mar. 2018.

[58] M. S. Ghanim and G. Abu-Lebdeh, ‘‘Projected state-wide traffic forecast
parameters using artificial neural networks,’’ IET Intell. Transp. Syst.,
vol. 13, no. 4, pp. 661–669, Apr. 2019.

[59] M. A. Salido, M. Rodriguez-Molins, and F. Barber, ‘‘A decision support
system for managing combinatorial problems in container terminals,’’
Knowl.-Based Syst., vol. 29, pp. 63–74, May 2012.

[60] J. Lu, L. Feng, J. Yang, M. M. Hassan, A. Alelaiwi, and I. Humar,
‘‘Artificial agent: The fusion of artificial intelligence and amobile agent for
energy-efficient traffic control in wireless sensor networks,’’ Future Gener.
Comput. Syst., vol. 95, pp. 45–51, Jun. 2019.

[61] Y. Xiao, J. J. Liu, Y. Hu, Y. Wang, K. K. Lai, and S. Wang, ‘‘A neuro-fuzzy
combination model based on singular spectrum analysis for air transport
demand forecasting,’’ J. Air Transp. Manag., vol. 39, pp. 1–11, Jul. 2014.

[62] M. Abdel-Baset, V. Chang, and A. Gamal, ‘‘Evaluation of the green supply
chain management practices: A novel neutrosophic approach,’’ Comput.
Ind., vol. 108, pp. 210–220, Jun. 2019.

[63] R.-X. Liang, J.-Q. Wang, and H.-Y. Zhang, ‘‘A multi-criteria decision-
making method based on single-valued trapezoidal neutrosophic prefer-
ence relations with complete weight information,’’ Neural Comput. Appl.,
vol. 30, no. 11, pp. 3383–3398, Dec. 2018.

[64] J. Rezaei, M. Shahbakhti, B. Bahri, and A. A. Aziz, ‘‘Performance pre-
diction of HCCI engines with oxygenated fuels using artificial neural
networks,’’ Appl. Energy, vol. 138, pp. 460–473, Jan. 2015.

[65] S. Bhowmik, A. Paul, R. Panua, S. K. Ghosh, and D. Debroy,
‘‘Performance-exhaust emission prediction of diesosenol fueled diesel
engine: An ANN coupledMORSM based optimization,’’ Energy, vol. 153,
pp. 212–222, Jun. 2018.

AKASH SINGH (Member, IEEE) received the
M.Sc. degree in mathematics from the National
Institute of Technology at Agartala, Agartala,
India, in 2016, where he is currently pursuing
the Ph.D. degree in mathematics. His research
interests include operational research, artificial
intelligence, mathematical modeling, and fuzzy
mathematics.

AMRIT DAS received the B.Sc. degree in math-
ematics from the M.B.B. College and the M.Sc.
degree in mathematics and the Ph.D. degree in
applied mathematics from NIT Agartala, India.
He is currently an Assistant Professor with
the Department of Mathematics, VIT University.
His research interests include operation research,
fuzzy optimization, green logistics, disaster man-
agement, and intelligent transportation systems.

UTTAM KUMAR BERA (Senior Member, IEEE)
received the Ph.D. degree in applied mathemat-
ics from Vidyasagar University, Midnapore, India,
in 2008. He is currently an Associate Professor
with the Department of Mathematics, National
Institute of Technology at Agartala, Agartala,
India. He has guided seven Ph.D. scholars suc-
cessfully. He has published articles in various
reputed international journals. His research inter-
ests include operational research, computational
fluid dynamics, and fuzzy mathematics.

GYU M. LEE received the B.S. and M.S. degrees
in industrial engineering from Seoul National Uni-
versity and the Ph.D. degree in industrial engi-
neering from The Pennsylvania State University.
He held professorship positions at The Univer-
sity of Arizona, Northeastern University, the Uni-
versity of Illinois, Oregon State University, and
POSTECH. He is currently a Professor with
the Department of Industrial Engineering, Pusan
National University. His research interests include

operations research, combinatorial optimization, data analytics, logistics
and manufacturing, computational engineering, and information technology.
He is currently the Editor-in-Chief of the International Journal of Industrial
Engineering: Theory, Applications and Practice (SCI) and an Associate
Editor of Decision Sciences (SSCI).

103512 VOLUME 9, 2021


