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A B S T R A C T 

The principal objective of this study was to develop a reliable model for the automatic classification of tidal disruption events 
(TDEs) using spectroscopic data. A total of 147 TDE spectra and 3626 spectra of various supernova types and AGNs were 
included in the data, sourced from PESSTO-SSDR1-4. An ensemble learning approach was employed using bagging with 

decision trees as base learners, optimized through cost-sensitive analysis and Bayesian hyperparameter tuning. A high test 
accuracy of 97.67 per cent, with balanced precision and recall, was achieved by the optimized model. To enhance TDE detection, 
a dynamic threshold adjustment was applied, prioritizing recall, which increased from 47.22 per cent to 83.33 per cent. Most 
TDEs were correctly identified due to this adjustment, with a reduction in precision from 85.00 per cent to 22.22 per cent and a 
decrease in o v erall accurac y from 97.67 per cent to 88.23 per cent, reflecting the prioritization of recall o v er precision. Relativ e 
to their occurrence in our data set, SN IIn, SN IIP, SN II, and AGNs are the most likely objects to be misclassified as TDEs. 
The ef fecti veness of the proposed methodology in accurately classifying TDEs while managing the rate of false positives is 
demonstrated by these results. This approach is particularly valuable in TDE detection, where minimizing false ne gativ es is 
crucial to ensuring these rare events are not missed. The potential of ensemble learning, combined with cost-sensitive analysis 
and threshold optimization, in handling data sets in astrophysical research is highlighted by the study, offering a robust tool for 
future TDE classifications. The proposed method could be particularly beneficial for upcoming large-scale surv e ys. 

Key words: techniques: spectroscopic – software: machine learning – transients: tidal disruption events. 
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 I N T RO D U C T I O N  

idal disruption events (TDEs) take place when a star gets too close
o a supermassive black hole (SMBH) and is consequently torn 
part by the tidal forces imposed by the SMBH’s gravity. When the
ravitational pull of the SMBH on the orbiting star exceeds the self-
ravity that holds the star together, the star is not suddenly swallowed
y the black hole but is instead spaghettified, resulting in a spinning
ccretion disc of hot gas surrounding the black hole (e.g. Rees 1988 ;
ezari 2021 ). The formation of the accretion disc releases a large

mount of energy, causing a radiative flare and emissions across the 
avelength spectrum, from gamma-rays and X-rays to ultraviolet, 
ptical light, and radio waves (Komossa 2015 ). These emissions 
nally make the TDE detectable with telescopes from Earth and 
pace. As the SMBH consumes the material o v er time, the original
right flare gradually becomes fainter and fades away o v er sev eral
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onths or even years. By analysing the resulting emission spectra 
nd light curve, it is possible to determine the properties of the black
ole and the tidally disrupted star. 
Since black holes do not emit electromagnetic radiation and thus 

annot be observed directly, TDEs provide an important source for 
stronomers to indirectly study and explore their characteristics. 
esearch suggests that SMBHs can be found in the centres of most,

f not all, large galaxies (Ferrarese 2006 ). TDEs play a key role in
alaxy evolution, and TDEs can therefore provide important insights 
nto the population of stars and the environment at the centres
f galaxies. Furthermore, TDEs can be used to study and analyse
redictions made by general relativity, such as relativistic precession 
ue to the curvature of space–time around massive objects, and 
ravitational lensing effects (Stone et al. 2019 ). 
According to Gezari ( 2021 ), the cumulative number of disco v ered

DEs remained below 60 until 2020, with recent disco v eries possibly
ringing the total to just o v er 100 by 2024 (Hammerstein et al. 2023 ;
ao et al. 2023 ; Masterson et al. 2024 ). This illustrates the rarity of
DEs, which constitute only a small fraction of the events identified
is is an Open Access article distributed under the terms of the Creative 
h permits unrestricted reuse, distribution, and reproduction in any medium, 
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n large transient surv e ys such as the Public ESO Spectroscopic
urv e y of Transient Objects (PESSTO) or the Zwicky Transient
acility (ZTF). The spectra of TDEs exhibit a variety of emission

ines, including hydrogen, helium, and Bowen fluorescence lines
Charalampopoulos et al. 2022 ). Ho we ver, due to the small sample
f reported TDEs and the wide range of spectral characteristics, there
s an ongoing debate about whether these represent distinct subtypes
f TDEs or if the observed variety arises from factors such as the
iewing angle, or the properties of the black hole and the disrupted
tar. 

To identify TDEs and distinguish them from other transients, such
s supernovae, the light curve can be used. While the light curve
f a TDE rises rapidly, similar to that of a supernova, it decays
ore gradually o v er a prolonged period, lasting months or even

ears. This characteristic shape of the light curve can be employed to
dentify TDEs. Ho we v er, TDEs and superno va subtypes are normally
dentified and classified using their spectra. Although more costly,
his method is much more efficient and rapid because spectra are
irectly observed by the transient surv e y, eliminating the need for
rolonged follo w-up observ ations to obtain a light curve. Automatic
pectroscopic TDE classification could therefore be particularly
eneficial for upcoming large-scale surv e ys. 
The continuously increasing number of observ ations, dri ven by
ore and larger surv e ys, has also resulted in the need to automate

he identification of transients, like supernovae, using quantitative
ethods. With the upcoming large-scale surv e ys such as the Vera
. Rubin Observatory’s Le gac y Surv e y of Space and Time (LSST),
utomated classification will be essential for the efficient allocation of
ollow-up resources. According to Bricman & Gomboc ( 2020 ), LSST
s expected to discover between 35 000 and 80 000 TDEs in 10 yr of
peration, far exceeding the capacity for manual classification. 
During the 1990s, the first automated tools for feature identi-

cation in e.g. supernova spectra emerged. For instance, SYNOW

Jeffery & Branch 1990 ) is a highly parametrized spectrum synthesis
ode used for the empirical analysis of supernova spectra. Later, and
till frequently used today, the cross-correlation-based identification
oftware SNID (Blondin & Tonry 2007 ) was developed. It calculates
he correlation between an input spectrum to be classified and a
ariety of template spectra representing different supernova types.
y identifying the template with the highest correlation to the input

pectrum, it yields the most likely supernova subtype. Similarly,
ext Generation SuperFit ( NGSF ) is a template-matching software

ool available on Weizmann Interactive Supernova Data Repository
WISeREP) for the spectral classification of major supernova types
ssociated with host galaxies (Goldwasser et al. 2022 ), based on
DL Superfit (Howell et al. 2005 ). This tool employs chi-squared

inimization to identify the optimal combination of host galaxy and
upernova templates from a spectral library, effectively matching the
pectrum of the target object. 

Ho we ver, in recent years, more powerful algorithms from data sci-
nce have been employed for spectra classification. As an example,
he Deep Automated Supernova and Host ( DASH ) classifier imple-

ents a deep CNN to train a matching algorithm (Muthukrishna,
arkinson & Tucker 2019b ). According to the authors, this approach

s orders of magnitude faster and more accurate than previous
lassification tools. Although a deep-learning-based method for the
pectroscopic classification of Type Ia supernovae ( SNIASCORE ) has
ncluded TDEs in its large transient training set, it only performs
inary classifications for Ia and non-Ia supernovae (Fremling et al.
021 ). An automatic spectroscopic classification tool specifically for
DEs is therefore still lacking in the literature. 
NRAS 538, 301–311 (2025) 

2  
The objective of this article is to fill this research gap by devel-
ping a machine learning (ML) algorithm that can spectroscopically
istinguish TDEs from supernovae, thereby enabling the automatic
dentification of TDEs in large spectroscopic surv e ys. The goal is
o develop an algorithm that achieves high classification accuracy
nd ef fecti vely identifies most TDEs while maintaining a low false
ositive rate. Currently, TDE identification often relies on manual
pectral inspection and light curve analysis, a process that is time-
onsuming and potentially subjective. Our approach aims to surpass
his traditional method by providing a faster and automated solution.

Decision tree ensembles are applied as they are known for handling
mbalanced data ef fecti v ely, reducing o v erfitting, and impro ving gen-
ralization (Dietterich 2000 and Zhou 2012 ). The bagging approach
nhances stability and accuracy while reducing variance (Sutton
005 ). To prioritize the minority class, cost-sensitive learning assigns
 higher penalty for TDE misclassification, thereby reducing false
e gativ es. F or efficient hyperparameter tuning that balances com-
lexity and performance, a Bayesian optimization algorithm with
ve-fold cross-validation is employed (Stuke, Rinke & Todorovi ́c
021 ). Finally, dynamic threshold selection adjusts the decision
robability to maximize the number of correctly identified TDEs
Lipton, Elkan & Naryanaswamy 2014 ). Overall, this approach is
xpected to yield a robust and reliable model for ef fecti ve TDE
dentification, with strong generalization to out-of-sample data and
pplicability in real-world scenarios. 

The results of our analysis show that the decision tree ensem-
les, optimized with Bayesian hyperparameter tuning and dynamic
hreshold selection, achieve robust performance on our data set. With
n 83 per cent TDE detection rate on unseen data, the model with
ynamic threshold selection identifies most TDEs while maintaining
 low false positive rate and experiencing only a small loss in accuracy
ompared to the performance without dynamic threshold selection.
he algorithm demonstrates high reliability and ef fecti veness, of fer-

ng a significant impro v ement in TDE detection for transient surv e ys.

 L I T E R ATU R E  REVI EW  

DEs were first theoretically predicted in the 1970s and 1980s.
uilding on Einstein’s general theory of relativity (Einstein 1916 ),
hich describes gravity as the result of the curvature of space–time

aused by mass and energy. Misner, Thorne & Wheeler ( 1973 ) theo-
etically explored the tidal forces around black holes and how these
orces could stretch and compress nearby objects. The more detailed
escription of TDEs is linked to works by Hills ( 1975 ), Frank &
ees ( 1976 ), and Carter & Luminet ( 1982 ), who hypothesized that
 star orbiting a black hole might be torn apart by the strong tidal
orces if it comes too close. As a consequence, half of the star’s mass
s expected to be ejected at high velocity, while the other half would
e accreted into a spinning disc of hot gas surrounding the black
ole. The formation of the accretion disc then causes a radiative flare
nd observable emissions across the wavelength spectrum, ranging
rom gamma-rays and X-rays to ultraviolet, optical light, and radio
aves (Komossa 2015 ). When TDEs were theoretically predicted in

he 1970s, astrophysicists at the time doubted that such a TDE could
ver be observed. Ho we ver, the first TDEs were detected in archi v al
earches of the soft X-ray ROSAT All-Sky Survey in the 1990s, and
y 2020, a total of 56 TDEs had been disco v ered (Gezari 2021 ). With
ecent additions to the list, we may have surpassed a cumulative total
f 100 reported TDEs in the literature by 2024 (Masterson et al.
024 ). The occurrence of a TDE is estimated to happen only once
very 10 4 to 10 5 yr per galaxy (Velzen & Farrar 2014 ; Holoien et al.
016 ). Ho we ver, with upcoming large-scale surveys such as LSST,
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he number of TDE disco v eries is e xpected to rise rapidly in the
oming years. 

The mass of the SMBH and the characteristics of the disrupted 
tar mainly determine the properties of the TDE. The majority of
tars involved in TDEs are main-sequence stars, although giant stars 
nd white dwarfs can also be tidally disrupted by black holes (Wang,
erna & Armitage 2021 ). The mass, composition, and structure of the
tar influence the fallback rate of material, the accretion process, and 
he spectroscopic properties of the TDE (Komossa 2015 ). Whether 
he star is fully or partially disrupted primarily depends on the mass
f the black hole and how close the star passes by it. This is because,
s the mass of a black hole increases, its Schwarzschild radius grows
aster than the tidal radius at which a star is tidally disrupted. Thus,
 partial disruption might occur when a star passes within the tidal
isruption radius of the black hole, but not close enough for a full
isruption, and may therefore lose significant mass but survive the 
ncounter. In contrast, a full disruption, where the entire material of
he star is accreted, might occur with less massive SMBHs that have
 tidal radius much larger than their Schwarzschild radius (Wang 
t al. 2021 ). 

The light curve of TDEs is characterized by a rapid rise followed by
 gradual decline o v er an e xtended period of time. The time-scale of
he decay has been found to correlate with the mass of the host galaxy, 
hile the decay rate correlates with the peak luminosity of the light

urve (Hammerstein et al. 2023 ). In comparison to other transients
ike supernovae, TDEs typically exhibit a prolonged decay and often 
how bluer and brighter emission peaks (Kawana et al. 2020 ). This
s due to disparities in the underlying physical processes, which may 
lso explain why some TDEs exhibit differences in rise time and 
lackbody radius compared to supernovae. 
Emission lines and spectral signatures associated with TDEs 

re observed across various wavelengths. In the optical spectrum, 
almer lines, along with He II and He I lines, are frequently detected,

ndicating the presence of high-velocity gas (van Velzen et al. 2021 ;
hu et al. 2023 ). Bowen fluorescence is also observed in some TDEs,

eading to enhanced emission of helium lines, which are often seen 
longside hydrogen lines. Highly ionized lines from Fe VII and Fe X
ave also been observed in the aftermath of TDEs (Gezari et al. 2003 ).
oft X-ray flares originating from the inner regions of the accretion 
isc have been reported. Additionally, the ultraviolet spectrum of 
ome TDEs, characterized by a blackbody continuum, is consistent 
ith temperatures of approximately 10 000 to 30 000 K. In dust-
bscured regions, infrared emissions have also been associated with 
ertain TDEs. 

The specific shape and peak of the light curve of TDEs, as
reviously discussed, can be used for their identification and to 
istinguish them from supernovae and Active Galactic Nuclei 
AGN). While supernovae have more rapidly declining light curves 
ompared to TDEs, AGNs typically exhibit more irregular variabil- 
ty due to their ongoing accretion processes (Chan et al. 2019 ).
lso, soft X-ray and ultraviolet emissions are indicative for stellar 
aterial accretion and thus might point to TDEs. While AGNs 

re typically found in actively star-forming and massive elliptical 
alaxies, TDEs are primarily detected in quiescent Balmer-strong 
alaxies or post-starburst galaxies with distinctive star formation 
istories (French, Arcavi & Zabludoff 2016 ; Law-Smith et al. 
017 ; Graur et al. 2018 ). Although more commonly associated with
GNs, mid-infrared outbursts in dust-obscured environments might 
lso indicate the presence of TDEs. Ho we v er, man y observational
haracteristics of TDEs are not unique, making their identification 
hallenging. Since many TDEs may also be obscured by dust or
ntrinsically faint, especially at large distances, detections are biased 
oward particularly luminous ev ents. F aint TDEs with more rapidly
eclining light curves, make follow up observations difficult and 
ight even be overlooked. Moreover, TDEs have been primarily 

eported in rare post-starburst galaxies rather than in the more 
ommon star-forming galaxies, which may further bias the current 
ample of reported TDEs. Originally, TDEs were identified by the 
anual inspection of the light curve and spectrum. More recently, 
L tools and simulation software has been suggested for TDE 

lassification. 
While early tools for classifying transients relied on similarity 

nalyses, such as correlation analysis between templates and the 
pectrum to be classified, more recent approaches have suggested 
he use of ML algorithms for transient classification. Traditional 
tatistical methods, such as correlations and t-tests, originated 
uring a time when data collection and analysis were e xpensiv e,
esulting in typically small data sets. These methods offer robust 
echniques for inference and hypothesis testing with small samples, 
llowing researchers to draw conclusions about a larger population. 
o we ver, in the era of big data, where data acquisition costs are

ower and data collection is often automated, large data sets have
ecome common. ML algorithms are particularly powerful in this 
onte xt, as the y can lev erage vast amounts of data to learn comple x,
eneralizable patterns and achieve high predictiv e accurac y (Bzdok, 
ltman & Krzywinski 2018 ). Nevertheless, the increased predictive 
erformance and complexity of ML models, compared to traditional 
tatistical methods, often come at the cost of reduced interpretability 
nd a higher risk of o v erfitting. 

Convolutional Neural Networks (CNNs), a deep learning method 
idely used in computer vision and image analysis, have been 

mployed for the image-based classification of transients, often to 
istinguish between real and false signals or to classify various 
ypes of supernovae. In the context of stamp classifiers, where a
mall image cut-out (stamp) of a new astronomical observation is 
ompared to a previous image of the same area of the sky to detect
ransients, CNNs have been used by researchers such as Carrasco- 
avis et al. ( 2021 ) and Reyes-Jainaga et al. ( 2023 ). Additionally,
NNs have been applied to astronomical image time series, where 

mages are taken o v er time of the same field of view to observe
patio-temporal evolution (Bairouk et al. 2023 ). When images of 
bjects are compared o v er time, CNNs hav e also been used for
ransient classification based on the resulting light curves (F ̈orster 
t al. 2021 ). Furthermore, CNNs have been employed in spectral
ata analysis for transient classification. For instance, Muthukrishna 
t al. ( 2019b ) developed the DASH classifier, which uses spectroscopic 
ata for supernova classification. Overall, CNNs have been reported 
n the literature as ef fecti ve in rapidly and accurately classifying
stronomical transients across various data types, including image 
tamps, image time series, and spectroscopic data. 

In contrast to CNNs, which are well suited for pattern recognition
n spatial data like images, recurrent neural networks (RNNs) are 
ypically used for sequential data to capture temporal dependencies. 
onsequently, RNNs have been used for transient classification based 
n light curv es. F or instance, Muthukrishna et al. ( 2019a ) dev eloped
he Real-time Automated Photometric IDentification ( RAPID ) tool, 
hich utilizes astronomical time-series data to classify 12 different 

ransient classes. More recently, Gagliano et al. ( 2023 ) implemented
 neural network with a single recurrent layer to leverage host galaxy
hotometry and early light curve data for supernova classification. 
hey reported an accuracy of 82 per cent ± 2 per cent within

hree days of event discovery and 87 per cent ± 5 per cent within
0 d. Additionally, Fremling et al. ( 2021 ) applied an RNN to low-
esolution spectroscopic data for the binary classification of Type Ia 
MNRAS 538, 301–311 (2025) 
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nd non-Ia supernov ae, achie ving 90 per cent accuracy in correctly
lassifying SN Ia spectra. In general, RNNs have been particularly
f fecti ve in handling time-series data, allowing early and accurate
ransient classification. 

Although neural network-based methods are powerful in handling
omplex spatial and temporal data, tree-based methods like random
orests and boosted decision trees also offer robust alternatives
or classification tasks. For instance, Goldstein et al. ( 2015 ) ap-
lied random forests to identify various point-source transients
n reference-subtracted optical images. The algorithm was trained
sing data from the Dark Energy Surv e y Superno va programme
nd supplemented with artificial Type Ia supernovae. According
o the authors, the random forest achieved high performance in
etecting Type Ia supernovae, with a low false positive rate of only
.5 per cent. Similarly, Santos, Quartin & Reis ( 2020 ) and Villar et al.
 2020 ) used decision tree ensembles and random forests, respectively,
o classify supernovae based on photometric light curves. Villar
t al. ( 2020 ) reported an o v erall accurac y of 87 per cent across five
if ferent supernov a classes. Boosted decision trees have also been
uccessfully employed for photometric supernova classification by
ochner et al. ( 2016 ), further supporting the ef fecti veness of tree-
ased classifiers for transient classification. Finally, Richards et al.
 2011 ) used random forest classification on supernova light curves
n a semi-supervised learning setting, reporting high performance
ith a Type Ia supernova purity of 95 per cent. In summary, tree-
ased algorithms hav e pro v en to be highly ef fecti ve and reliable
or supernova classification, delivering strong results across various
tudies. 

Some authors have also applied support vector machines (SVMs)
or supernova classification. The basic idea of SVMs is to find the
ptimal hyperplane that best separates different classes in the feature
pace. SVMs can be particularly powerful in high-dimensional
paces when there are clear margins between classes. For instance,
ailey et al. ( 2007 ) and Lochner et al. ( 2016 ) employed SVMs

or supernova classification tasks. While Lochner et al. ( 2016 )
pplied the method to light curv e data, Baile y et al. ( 2007 ) used
ifference images for their analysis. Although both studies generally
upport the usefulness of SVMs for supernova classification, they
onclude that neural network or decision tree-based algorithms tend
o perform better o v erall. In conclusion, while SVMs show potential
or supernova classification, neural networks and decision tree-based
lgorithms generally outperform them in terms of o v erall accurac y
nd performance. 

While neural networks, decision tree-based methods, and SVMs
ely on data-driven pattern recognition, a fundamentally different
pproach is based on Bayesian methods, which rely on probabilistic
nference and the integration of prior knowledge for classifica-
ion tasks. Poznanski, Maoz & Gal-Yam ( 2007 ) implemented an
utomatic Bayesian classification algorithm for supernovae, based
n single-epoch multiband photometry and host galaxy redshift
nformation, to sort supernova candidates into Type Ia and core-
ollapse supernovae. The approach is based on a prior redshift
stimate and template fitting to maximize the likelihood of the object
eing a Type Ia or core-collapse superno va. The y conclude that the
ayesian methodology can correctly classify up to 97 per cent of the
ata. 
For automatic TDE classification, various software tools have been

eveloped that use light-curve information to select TDEs in transient
ata sets. For instance, Stein et al. ( 2024 ) introduced TDESCORE , a
inary photometric classifier for TDEs. They used approximately
000 nuclear transients from ZTF, of which about 2 per cent are
DEs, to train a ML algorithm for binary TDE classification. As input
NRAS 538, 301–311 (2025) 
or the gradient-boosted decision tree (XGBoost), three-dimensional
nformation from flux, wavelengths, and time is used. From the light-
urve data, parameters such as WISE W1–W2 host colour, colour at
 -band peak, and rate of colour change are extracted and fed to the
lgorithm. Likewise, Gomez et al. ( 2023 ) developed a random forest
ased model for TDE classification based on light curve and host
alaxy information. It is an expansion of the Finding Luminous and
xotic Extragalactic Transients ( FLEET ) machine-learning algorithm

or identifying hydrogen-poor superluminous supernovae. Although,
he original FLEET algorithm classifies v arious supernov a types, it
an be adjusted for the binary classification of TDEs. Finally, the
utomatic Learning for the Rapid Classification of Events broker
as extended its light-curve classifier to include TDE classification
S ́anchez-S ́aez et al. 2021 ). It applies a random forest algorithm
hat is fed with variability features computed from the ZTF alert
tream and colours obtained from AllWISE and ZTF photometry.
verall, studies on automatic TDE classification based on light-curve

eatures and host galaxy information conclude that automatic TDE
etection in large transient surv e ys is feasible and can be successfully
mplemented. Ho we ver, although photometry is inexpensive and
b undantly a vailable, the use of light-curve data relies on multiple
bservations o v er time, and rapid identification at an early stage, for
xample, when the tidal disruption begins, is not possible. 

The literature on automatic transient classification reveals a lack of
tudies focusing on spectroscopic TDE detection. Although Fremling
t al. ( 2021 ) included 0.4 per cent TDEs in their data set, they only
erformed binary classification for Ia and non-Ia supernovae. To
ddress this gap, we hav e dev eloped a ML-based algorithm for
inary TDE and non-TDE classification based on spectroscopy. With
pcoming large-scale surv e ys such as LSST, thousands of new TDE
isco v eries are expected, making automatic classification essential
or managing the data volume and rapidly deciding on follow-up
esources. According to the literature, neural network and tree-based
ethodologies are the most frequently used algorithms for transient

lassification tasks, demonstrating high performance. Ho we ver, as
emonstrated by earlier TDE classification tools based on light-
urve information, decision tree ensembles may be better suited for
andling imbalanced data due to their flexibility in class weighting,
ampling techniques, and their ability to focus on harder-to-classify
nstances from the minority class. 

 DATA  

or our data analysis, we make use of spectroscopic data from
ESST O SSDR1-4. The PESST O is a programme that systematically
btains spectroscopic data for supernovae and optical transients with
 magnitude limit for classification of 20.5 in the B , V , and R bands.
he first four data releases (SSDR1-4) include a large collection
f spectroscopic observations of various transient events, including
upernovae, TDEs, and AGNs (Smartt et al. 2015 ). The data used
n this study were downloaded from the WISeREP, a data base that
rchives spectral and photometric data for supernovae and other
ransients (Yaron & Gal-Yam 2012 ). 

PESSTO SSDR1-4 observations were acquired using the Euro-
ean Southern Observatory’s New Technology Telescope (ESO-
TT), located at the La Silla Observatory in Chile. It is a 3.58-
 telescope with an altitude-azimuth mount. The primary instru-
ent employed for optical spectroscopy and imaging is the ESO
aint Object Spectrograph and Camera version 2 (EFOSC2-NTT).
FOSC2-NTT is a focal reducer with a focal length of 200 mm that

acilitates the acquisition of high-quality spectral data across a broad
avelength range (Smartt et al. 2015 ). 
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Figure 1. Distribution of Supernovae, AGNs, and TDEs in data set. 
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The selection of transients for PESSTO SSDR1-4 is based on real- 
ime alerts from transient surv e ys, such as ZTF and the Asteroid
errestrial-impact Last Alert System. Upon detection, candidate 

ransients are prioritized based on factors such as brightness, prox- 
mity to host galaxies, and scientific interest. The selected transients 
re then spectroscopically followed up using EFOSC2-NTT. The 
pectroscopic data are reduced and analysed to identify characteristic 
pectral features that facilitate accurate classification. After the 
eduction of raw spectroscopic data by the PESSTO reduction 
nd analysis team, automated transient classification tools such as 
NID (Blondin & Tonry 2007 ), GELATO (Harutyunyan et al. 2008 ),
nd SUPERFIT (Howell et al. 2005 ) are used. Although automated 
lassification provides rapid results, PESSTO experts verify these 
lassifications to confirm their validity. 

As of 2024 December 22, the downloaded data set includes a total
f 147 TDEs in accordance with PESSTO classification. In addition 
o the TDE data, spectra for various supernovae (types II, IIP, IIb, IIn,
a, Ib, Ib/c, and Ic), and AGNs were also downloaded for our data
et. Overall, 3773 spectra were included in the raw data set before
re-processing. With only 147 TDEs, the proportion of TDEs in our 
ata set, as illustrated in Fig. 1 , is consistent with the rarity of TDE
etections in transient surv e ys compared to superno vae (Perle y et al.
020 ). Although there are other sources for TDEs, we deliberately did
ot include them in our data set to maintain comparability, as different 
elescopes may have specific characteristics that could distort the 
nalysis. 

.1 Pr e-pr ocessing of the data 

n line with earlier studies for supernova classification (Davison, 
arkinson & Tucker ( 2022 ), Muthukrishna et al. ( 2019a ), Blondin &
onry ( 2007 )) we pre-process the spectral data before data analysis.
s the raw spectra do not have a common wavelength grid, the

aw flux data must first be binned to a common grid between
500 and 9000 angstroms. The grid is then used as a reference for
nterpolating the flux data to a uniform wavelength scale. The flux 
ata are interpolated on to the common wavelength grid using linear 
nterpolation. 

Next, we apply a median filter with a window size of 6 bins
o the spectra data. A median filter is a non-linear technique for
oise reduction in the data. In contrast to linear filters, it is robust
o outliers but preserves edges e.g. sharp transitions in the spectra. 
urther, the spectral data are adjusted to their rest frame. This de-
edshifting is necessary to account for the expansion of the universe 
nd the resulting stretching of emitted light, which causes a shift
oward the red end of the spectrum. Next, for continuum removal, 
 13-point cubic spline interpolation was applied as described 
n DASH (Muthukrishna et al. 2019b ). This method models the
ontinuum of the transient spectra, after which the transient spectra 
re divided by the continuum to obtain the relative strengths of
pectral features. Finally, the flux data are normalized between 
ero and one and log-binned to a common grid with 1024 spectral
ins, each representing a feature. Fig. 2 shows the median spectra
or all supernovae subtypes, AGNs, and TDEs before continuum 

emoval. 

 M E T H O D O L O G Y  

he data set after pre-processing now consists of 3773 labelled 
pectra with 1024 features, each spectrum having a binary label of
ither TDE or non-TDE. To maintain the original distribution of the
ata set between TDE and non-TDE, a stratified sample consisting 
f 75 per cent of the data are drawn. This sample is used for training
nd validation of the decision tree, whereas the remaining 25 per cent
s held back for out-of-sample testing. 

For the classification task we are using decision tree ensembles. 
 decision tree is a non-parametric supervised learning method that 

ecursively splits data into subsets based on predictor values, aiming 
o increase the purity of the subsets until a final classification is
eached at the leaf nodes. At each node, the algorithm selects the
eature and threshold that best splits the data by maximizing the
eduction in impurity. The impurity measure used here is the Gini
mpurity G , defined as: 

 = 1 −
C ∑ 

i= 1 

p 

2 
i , (1) 

here p i is the the probability that a randomly selected sample
elongs to class i at the node, and C is the number of classes.
pecifically, there are two classes, TDEs and non-TDEs; thus, C = 2.
herefore, the Gini impurity formula simplifies to: 

 = 1 − ( p 

2 
TDE + p 

2 
non-TDE ) , (2) 

here p TDE is the proportion of TDE samples at the node and p non-TDE 

s the proportion of non-TDE samples at the node. The decision tree
lgorithm chooses the split that results in the largest decrease in
mpurity, calculated as: 

G = G parent −
K ∑ 

k= 1 

(
N k 

N parent 
G k 

)
, (3) 

here G parent is the Gini impurity of the parent node; G k is the
ini impurity of child node k; N parent is the number of samples

n the parent node; N k is the number of samples in child node
; and K is the number of child nodes resulting from the split.
ith continuous independent variables, such as measures of flux at 

ifferent wavelengths, the algorithm splits each parent node into two 
hild nodes; therefore, K = 2. All possible split points (thresholds)
or all variables are evaluated to determine the best binary split that
aximizes the decrease in impurity. The splitting process is applied 

ecursively to each node to build a hierarchical tree structure, with
ubsequent splits that further reduce impurity by selecting the most 
uitable variables and thresholds. 

To reduce the risk of o v erfitting and increase accuracy, an ensemble 
odel that combines multiple decision trees is incorporated. The 

ootstrap aggregation, or bagging, is used as an ensemble method 
o find a robust model with multiple decision trees. Bagging uses
ootstrapping to generate multiple subsets of the original data set. 
ach subset is a bootstrap sample where samples are randomly 
elected with replacement. Thus, in some subsets, certain samples 
MNRAS 538, 301–311 (2025) 
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Figure 2. Median spectra for all supernova subtypes, AGNs, and TDEs before continuum removal. 
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ight appear multiple times, whereas they are missing in others.
hese different bootstrap samples are then used to train multiple
ecision trees. This approach leads to higher predictability and better
eneralization abilities. 
Each decision tree in the ensemble outputs a posterior probability

 t ( y = 1 | x ) for the positive class. The ensemble aggregates these
robabilities by averaging them across all trees: 

 ensemble ( y = 1 | x ) = 

1 

T 

T ∑ 

t= 1 

p t ( y = 1 | x ) , (4) 

here T is the total number of trees in the ensemble. 
Due to the imbalanced data set, in which TDEs constitute only

.9 per cent, we implemented a cost-sensitive learning approach us-
ng a cost matrix that reflects the imbalance ratio between TDEs and
ther transients, thereby appropriately penalizing misclassifications
f the minority class: 

mbalance Ratio = 

Number of Majority Class 

Number of Minority Class 
= 

3626 

147 
≈ 25 . (5) 

The cost matrix C is then defined as: 

 = 

[
C 00 C 01 

C 10 C 11 

]
= 

[
0 1 
25 0 

]
, (6) 

here C ij represents, e.g., the cost of predicting class i when the
rue class is j . In the matrix, the cost for misclassifying a non-TDE
s a TDE is set at 1, whereas the cost for misclassifying a TDE as a
on-TDE is set at 25. As the TDE class is heavily underrepresented
n the data set, it is important to penalize the misclassification of a
DE significantly more than that of a non-TDE. For each instance x ,

he expected misclassification cost for each class is computed. The
xpected cost of predicting class 0 (non-TDE) is: 

ost (0 | x ) = 1 × p( y = 1 | x ) (7) 

nd the expected cost of predicting class 1 (TDE) is: 

ost (1 | x ) = 25 × (1 − p( y = 1 | x )) . (8) 
NRAS 538, 301–311 (2025) 
By selecting the class with the lower expected cost, the model
rioritizes correctly identifying TDEs, thereby improving its perfor-
ance on the underrepresented class. The class with the minimum

xpected cost is selected as follows: 

ˆ  ( x ) = arg min 
k∈{ 0 , 1 } 

Cost ( k | x ) . (9) 

Ho we ver, this approach also has the drawback of accepting a
igher rate of false positives. To further increase the performance
n out-of-sample data, Bayesian optimization with five-fold cross-
alidation is used for hyperparameter tuning. The number of decision
rees in the model is optimized to balance accuracy and complexity
hile a v oiding o v erfitting. The objectiv e of the Bayesian optimiza-

ion is to to find the optimal hyperparameter vector λ = ( T , L, S)
hat minimizes the cross-validation loss f ( λ). The vector λ consists
f the number of decision trees T , the minimum leaf size L , and
he maximum number of splits S, which are tuned simultaneously
o balance accuracy and complexity while a v oiding overfitting. The
inimum leaf size L controls the bias–variance trade-off, and the
aximum number of splits S influences the depth of the trees.
he search space of λ is defined by the Cartesian product � of
ll allowable ranges for each hyperparameter: 

 = � T × � L × � S . (10) 

After n e v aluations, we have a set of observations: 

 1: n = { ( λi , f ( λi )) } n i= 1 , (11) 

here D 1: n represents the set of pairs consisting of hyperparameter
ectors and their corresponding function values (e.g. the cross-
alidation losses). Thus, λi is the vector of hyperparameters at
teration i and f ( λi ) is the corresponding function value (average
ross-validation loss) evaluated at λi . Bayesian optimization models
 ( λ) as a random function using a probabilistic surrogate model in
orm of a Gaussian Process. At a new hyperparameter combination
∗, the Gaussian Process provides a posterior predictive distribution
or f ( λ∗) with mean μ( λ∗) and variance σ 2 ( λ∗). 

An acquisition function a( λ) is used that balances exploration
searching une xplored re gions with high uncertainty in the surrogate
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Table 1. Optimized parameter values. 

Parameter Tested range Optimal value found 

Number of trees 10–500 146 
Minimum leaf size 1–50 42 
Max number of splits 10–2000 1954 
Probability threshold 0.1–0.9 0.1 
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odel) and exploitation (searching near promising hyperparame- 
ers). It directs the selection of new hyperparameter combinations 
y e v aluating ho w each combinations might lead to an impro v ement
 v er the current best solution. The acquisition function therefore 
 v aluates the e xpected impro v ement (denoted as �( λ)) o v er the
urrent best observed loss f best = min 1 ≤i≤n f ( λi ). We get: 

( λ) : = �( λ) = E [ max (0 , f best − f ( λ))] . (12) 

Since, the posterior predictive distribution is typically assumed 
o be normal, N 

(
μ( λ∗) , σ 2 ( λ∗) 

)
, the closed-form of expected

mpro v ement supports sampling in regions likely to improve over the
urrent best loss while taking uncertainty into account. At iteration 
 + 1, the next hyperparameter vector λn + 1 is chosen by maximizing 

he acquisition function: 

n + 1 = arg max 
λ∈ � 

a 
(
λ | D 1: n 

)
. (13) 

Once λn + 1 is selected, we run five-fold cross-validation again to 
btain f ( λn + 1 ) and update: 

 1: n + 1 = D 1: n ∪ { ( λn + 1 , f ( λn + 1 )) } . (14) 

In our model, we performed 25 iterations (objective evaluations) 
or the Bayesian optimization procedure to ensure a thorough but 
omputationally feasible hyperparameter search. 

The models are then e v aluated based on accuracy, precision, recall,
nd the F1 score. Accuracy is the ratio of correct classifications (true
ositives and true negatives) to the total number of cases, calculated 
s: 

ccuracy = 

TP + TN 

TP + TN + FP + FN 

. (15) 

In this equation, TP (true positives) refers to the number of
ositive cases that are correctly classified by the model. Likewise, 
N (true ne gativ es) represents the number of ne gativ e cases that are
orrectly classified. The term FP (false positives) denotes the number 
f ne gativ e cases incorrectly classified as positiv e, while FN (false
e gativ es) is the number of positive cases that the model incorrectly
lassifies as ne gativ e. While accurac y indicates the proportion of
orrect classifications, it can be misleading when dealing with highly 
nbalanced data. For instance, in our data set, where only 3.9 per cent
f cases are TDEs, a model that classifies all instances as non-TDEs
ould still achieve an accuracy of 0.961, or 96.1 per cent. 
In contrast, precision is the proportion of true positives among 

ll positive classifications (i.e. true positives and false positives). In 
ur case, precision indicates how many of the predicted TDEs were 
ctually TDEs, and it is calculated as: 

recision = 

TP 

TP + FP 

. (16) 

Recall is computed as the number of true positives divided by the
umber of true positives plus false ne gativ es. It therefore measures
he true positive rate, that is, the proportion of actual TDEs correctly
dentified by the model. Recall is calculated as: 

ecall = 

TP 

TP + FN 

. (17) 

Finally, the F1 score combines recall and precision to provide a 
alance between these two metrics. It is calculated as the harmonic 
ean of precision and recall: 

1 Score = 2 × Precision × Recall 

Precision + Recall 
. (18) 

Gi ven the objecti ve of maximizing the identification of TDEs while
inimizing false positives, all these metrics are relevant. 
A dynamic threshold selection process is implemented to find 
 good balance between precision and recall. Different thresholds 
or the predicted probability of classifying a spectrum as a TDE
re tested. The ensemble model provides the probabilities of an 
ndividual spectrum being classified as a TDE. In the dynamic 
hreshold selection, a range between 0.1 and 0.9 with 100 intervals
s e xamined. F or each threshold, the recall, precision, and F1 score
re calculated. The optimal threshold is then set at the value with the
ighest F1 score. 
The final model is then tested with the 25 per cent of held-back

ata that has not been seen by the model before. To e v aluate the
erformance of the model on out-of-sample data, accuracy, precision, 
ecall, and the F1 score is calculated again and compared to the results
f the model validation results. 

 RESULTS  

he results of the Bayesian optimization for hyperparameter tuning 
f the decision tree ensembles indicate an optimal number of trees
f 146, a minimum leaf size of 42, and a maximum number of splits
t 1954 (Table 1 ). With a tested search range between 10 and 500 for
he number of trees, the optimal value of 146 lies towards the lower
art of the range, suggesting a balance between too few and too many
rees. The optimal minimum leaf size of 42 is near the upper end of
he tested range of 1 to 50, indicating that larger leaves might be
ufficient for good decision making. The optimal maximum number 
f splits, at 1954, is toward the upper end of the range of 10 to 2000,
uggesting that a higher level of detail and depth in the decision trees
s required. 

The results of the dynamic threshold selection process for opti- 
izing the F1 score yielded a threshold value of 0.1, at the lower

nd of the range between 0.1 and 0.9. This suggests that balancing
ecall and precision, where both false positives and false ne gativ es
ave significant implications, requires a low probability threshold 
Table 1 ). 

The in-sample data set can be divided into a training set and
 validation set during the cross-validation model tuning process. 
able 2 presents the average results for training and validation 
uring cross-validation. While accuracy remains relatively stable 
t 99.98 per cent for the training set and 97.88 per cent for the
alidation set, the precision, recall, and F1 score decrease in the
alidation set compared to the training set. For instance, the F1 score
rops from 0.998 in the training set to 0.674 in the validation set.
o we ver, the recall of 0.559 indicates that more than half of the TDEs

n the validation set are successfully identified. Given the highly 
nbalanced nature of the data set, the performance of the algorithm
ppears satisfactory (for the in-sample confusion matrix see upper 
ow of Fig. 3 ). The confusion matrix shows the number of predictions
y actual class labels (as found in the data set) and predicted class
abels (as assigned by our model). The rows indicate the actual class,
ith categories for TDEs and non-TDEs, while the columns indicate 

he predicted class as either TDE or non-TDE. Correct predictions 
re shown along the main diagonal, running from the top left to the
MNRAS 538, 301–311 (2025) 
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Table 2. In- and out-of-sample (held back data) e v aluation metrics. 

Metric Accuracy Precision Recall F1 score Confusion matrix 

Training set 0.9998 0.9955 1.0000 0.9978 TN: 2174.8, 
FP: 0.4, FN: 
0.0, TP: 88.8 

Validation set 0.9788 0.8493 0.5586 0.6739 TN: 541.6, 
FP: 2.2, FN: 
9.8, TP: 12.4 

Out-of-sample (test set) 0.9767 0.8500 0.4722 0.6071 TN: 904.0, 
FP: 3.0, FN: 

19.0, TP: 17.0 

Out-of-sample (threshold optimized) 0.8823 0.2222 0.8333 0.3509 TN: 802.0, 
FP: 105.0, FN: 
6.0, TP: 30.0 
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ottom right, where true positives and true negatives appear. Incorrect
redictions, such as false positives and false ne gativ es, are shown in
he off-diagonal cells. 

In the out-of-sample (held back data) application of the optimized
odel, the e v aluation metrics remain fairly stable compared to

he in-sample results. While accuracy and precision are consistent
etween in-sample and out-of-sample data sets, recall and the F1
core decrease by 9 per cent and 7 per cent, respecti vely. Ho we ver,
ith dynamic threshold optimization, the recall increases to 0.83,

uccessfully identifying most TDEs out-of-sample. Although the
alse positive rate also increases, o v erall, 83 per cent of TDEs could
e identified by examining only 15 per cent of the entire data set.
iven that only 3.9 per cent of the sample consists of TDEs, these
ut-of-sample results can be considered a positive outcome (for the
ut-of-sample confusion matrix see lower row of Fig. 3 ). Thus,
epending on the primary objective, dynamic threshold optimization
ields higher recall but at the cost of more false positives, whereas the
odel without dynamic thresholding results in fewer false positives

ut at the cost of lo wer recall. Ho we ver, considering both in-sample
nd out-of-sample results, the model appears stable. 

Table 3 shows that, relative to their occurrence in the data set,
he objects most frequently misclassified as TDEs are SN IIn
17.5 per cent), SN IIP (17.5 per cent), SN II (14.4 per cent), and
GNs (14.3 per cent). Similar to TDEs, these objects often exhibit
rominent H α emission features around 6500 Å, as illustrated by the
edian spectra in Fig. 2 . This spectral o v erlap may lead the algorithm

o confuse them with TDEs when classification is based on a single
pectrum. 

When observing the feature importance plot (Fig. 4 ), the first range
f high importance features lies between 3900 and 4000 angstroms.
n this region, two absorption lines of single ionized calcium (Ca II )
re found at 3933 angstroms (K line) and 3968 angstroms (H line). In
articular , SN II and A GNs frequently show absorption around these
ines, whereas TDEs might typically display weaker absorption in
he Ca II H and K region or a different appearance due to their high
lackbody temperature (Hammerstein et al. 2023 ). Consequently,
he algorithm likely distinguishes TDEs from SN II and AGNs using
hese features. 

Additionally, the Ca II triplet lines at 8498, 8542, and 8662
ngstroms are characteristic of SN II in the near-infrared, once strong
mission has developed in this region (Andronova 1990 ). Similarly,
a II triplet lines have also been associated with AGNs (Vargas et al.
993 ). In contrast, TDEs may show weaker or absent emission here,
elping the algorithm separate SNe II from TDEs. 
NRAS 538, 301–311 (2025) 

d  
Another cluster of high importance features appears around 5900
ngstroms, where Na I D and He I (5876) are found. TDEs are often
elium-rich, exhibiting lines such as He II (4686) and He I (5876),
hose appearance and strength may further distinguish them from
ther transients in the data set (Zabludoff et al. 2021 ). 
Finally, Balmer lines at H α (6563) and H β (4861) also emerge

mong the high importance features. TDEs often show extremely
road, smooth Balmer emission (Zabludoff et al. 2021 ), which the
lgorithm likely detects. With these features, the algorithm might
eparate TDEs from Type I supernovae. 

Overall, the high importance features in the Ca II H and K region,
he Ca II triplet, and strong He and H lines appear to be key in
ifferentiating TDEs from supernovae and AGNs. 

 DI SCUSSI ON  

he results of this study demonstrate that the implemented decision
ree ensemble method, enhanced with Bayesian hyperparameter
uning and dynamic threshold selection, provides a robust tool for
DE classification. The algorithm achieves a recall of 83 per cent
n the out-of-sample data set, successfully identifying most TDEs
hile maintaining a low false positive rate. This approach offers a

ignificantly faster and more automated solution to TDE identifica-
ion compared to traditional light curve analysis, advancing current
ethods. Cost-sensitive learning was essential for addressing the

ighly imbalanced data set, while dynamic threshold optimization
elped maximize recall with low false positives. The findings fill a
ap in the literature on automatic TDE classification using ML, as
o previous study has analysed automated spectral classification of
DEs. This contribution is timely, given the anticipated increase in
DE disco v eries from upcoming surv e ys like LSST. As large data
ets with transients become more common, the need for automated
nd reliable classification methods will be crucial for ef fecti ve
esource allocation for follow-up observations. 

Compared to previous methods for transient classification, such
s the cross-correlation-based SNID (Blondin & Tonry 2007 ) or the
NN-based DASH (Muthukrishna et al. 2019b ), this study implements
 no v el approach specifically focused on the binary spectroscopic
lassification of TDEs and non-TDEs. While previous studies have
uccessfully applied ML algorithms to supernova classification, they
av e either e xcluded TDEs or included them as a minor part of a non-
a supernova subclass (Fremling et al. 2021 ). This study advances
he subject by developing a dedicated TDE classifier, which can
istinguish between rare TDEs and non-TDE with high accuracy and
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Figure 3. Confusion matrices for cross-validation and test set. 

Table 3. Misclassification results. 

Type Misclassified Total in test data set Per cent misclassified 

AGN 2 14 14.3 per cent 
SN Ia 37 380 9.7 per cent 
SN Ib 0 11 0.0 per cent 
SN Ib/c 3 21 14.3 per cent 
SN Ic 1 47 2.1 per cent 
SN II 33 229 14.4 per cent 
SN IIb 2 51 3.9 per cent 
SN IIn 17 97 17.5 per cent 
SN IIP 10 57 17.5 per cent 
Total 105 907 11.6 per cent 

Figure 4. Importance scores by wavelength. 
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ecall. Although CNNs have been successfully used in classifying 
ransient data, decision tree ensembles might offer advantages in 
andling imbalanced data sets, as supported by our results. This 
ligns with earlier studies, such as Goldstein et al. ( 2015 ) and Villar
t al. ( 2020 ), which highlight the flexibility of tree-based methods in
ocusing on underrepresented classes within imbalanced data sets, 
uch as TDEs. 

The results of our study also have theoretical implications. They 
emonstrate that decision tree ensembles with Bayesian hyperpa- 
ameter tuning and dynamic threshold selection can ef fecti vely 
lassify rare astronomical transients like TDEs spectroscopically. 
his suggests that tree-based methods may also be useful in similar
strophysical contexts where data imbalances cause challenges. 
urthermore, the model’s ability to generalize well to out-of-sample 
ata highlights the potential of ML algorithms to identify patterns in
omplex astronomical data sets, a task that is exceedingly difficult 
ith traditional manual inspection techniques. The results also 

ndicate that TDEs can be automatically identified spectroscopically 
y distinct spectral features compared to supernovae and AGNs. 
The practical implications of our results are important for large- 

cale transient surv e ys, where thousands of new TDEs might be
etected annually. Automatic TDE identification will advance the 
lassification process and enable rapid decision-making on follow- 
p resources. This approach could be integrated into real-time 
ipelines for surv e ys like LSST to offer near real-time classification
f incoming data. 
MNRAS 538, 301–311 (2025) 
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Despite the strong performance of our algorithm, there are limi-
ations that should be acknowledged. One limitation is the relatively
igh false positive rate in the out-of-sample data, which is acceptable
iven the rarity of TDEs and our objective, but could still lead to
nnecessary follow-up observations in practice. In particular, the
odel with dynamic threshold optimization shows a high recall but

t the cost of higher false positives. Depending on the objective,
his trade-off between recall and false positives is crucial. Either
3 per cent of TDEs are missed with the non-threshold-optimized
odel, or 78 per cent are false positives with the threshold-optimized
odel. Ho we ver, identifying most TDEs with minimal false positives

s not possible. With more TDE disco v eries in the future, we expect
he algorithm’s performance to impro v e substantially, and future
esearch should investigate this further. While the decision tree
nsemble was selected for its ability to handle imbalanced data, other
ethods like RNNs might also be tested. RNNs could leverage time-

eries data from light curves, potentially enhancing classification
ccuracy further by combining spectral and temporal information.
inally, although our approach performs well on the data set used,

t remains to be seen how it will generalize to new surv e y data with
ifferent characteristics. Future research could test the method on
ata from upcoming large-scale surv e ys with richer data sets. 

 C O N C L U S I O N  

his study presents a robust and reliable ML model for automatic
lassification of TDEs. This is a step forward in the automation
f rare transient spectroscopic identification. By implementing
ecision tree ensembles optimized with Bayesian hyperparameter
uning and dynamic threshold selection, the model achieves high
ecall rates, successfully identifying most TDEs while maintaining
 low false positive rate. The implications of this work offer a
ractical solution for managing the large volumes of data expected
rom upcoming large-scale surv e ys, while also contributing to the
roader understanding of TDEs and how they are spectroscopically
istinguished from, e.g. supernovae. Future research should focus
n further refining the model, potentially integrating additional data
ypes, and testing its applicability on larger and more diverse data
ets. 

C K N OW L E D G E M E N T S  

his research did not receive any funding. During the preparation of
his work the authors used CHATGPT to check grammar, readability,
nd spelling. After using this tool, the authors re vie wed and edited
he content as needed and take full responsibility for the content
f the published article. PYTHON and MATLAB were employed to
erform the analysis. We would like to thank the anonymous referee
or the valuable comments and suggestions, which have contributed
o improving the quality of this manuscript. 

ATA  AVA ILA BILITY  

he authors do not have permission to share data. 

E FEREN C ES  

ndronova A. A. , 1990, Astrophysics , 32, 235 
ailey S. , Aragon C., Romano R., Thomas R. C., Weaver B. A., Wong D.,

2007, ApJ , 665, 1246 
NRAS 538, 301–311 (2025) 
airouk A. , Chaumont M., Fouchez D., Paquet J., Comby F., Bautista J.,
2023, A&A , 673, A141 

londin S. , Tonry J. L., 2007, ApJ , 666, 1024 
ricman K. , Gomboc A., 2020, ApJ , 890, 73 
zdok D. , Altman N., Krzywinski M., 2018, Nat. Methods , 15, 233 
arrasco-Davis R. et al., 2021, AJ , 162, 231 
arter B. , Luminet J., 1982, Nature , 296, 211 
han C.-H. , Piran T., Krolik J. H., Saban D., 2019, ApJ , 881, 113 
haralampopoulos P. et al., 2022, A&A , 659, A34 
avison W. , Parkinson W., Tucker B. E., 2022, ApJ , 925, 186 
ietterich T. G. , 2000, Lecture Notes in Computer Science, Vol. 1857,

Multiple Classifier Systems, MCS 2000. Springer, Berlin, Heidelberg,
p. 1 

instein A. , 1916, Ann. Phys., Lpz. , 354, 769 
errarese L. , 2006, Proc. Int. Astron. Union , 1, S232 
rank J. , Rees M. J., 1976, MNRAS , 176, 633 
remling C. et al., 2021, ApJ , 917, L2 
rench K. D. , Arcavi I., Zabludoff A., 2016, ApJ , 818, L21 
 ̈orster F. et al., 2021, AJ , 161, 242 
agliano A. , Contardo G., F oreman-Macke y D., Malz A. I., Aleo P. D., 2023,

ApJ , 954, 6 
ezari S. , 2021, ARA&A , 59, 21 
ezari S. , Halpern J. P., Komossa S., Grupe D., Leighly K. M., 2003, ApJ ,

592, 375553 
oldstein D. A. et al., 2015, AJ , 150, 82 
oldwasser S. , Yaron O., Sass A., Irani I., Gal-Yam A., Howell D. A., 2022,

Trans. Name Server AstroNote , 191, 1 
omez S. , Villar V. A., Berger E., Gezari S., van Velzen S., Nicholl M.,

Blanchard P. K., Alexander K. D., 2023, ApJ , 949, 113 
raur O. , Decker French K., Zahid H. J., Guillochon J., Mandel K. S., Auchettl

K., Zabludoff A. I., 2018, ApJ , 853, 39 
ammerstein E. et al., 2023, ApJ , 942, aca283 
arutyunyan A. H. et al., 2008, A&A , 488, 383 
ills J. , 1975, Nature , 254, 295 
oloien T. W.-S. et al., 2016, MNRAS , 455, 2918 
owell D. A. et al., 2005, ApJ , 634, 1190 

effery D. J. , Branch D., 1990, in Wheeler J. C., Piran T., Weinberg S.,
eds, Jerusalem Winter School for Theoretical Physics. World Scientific,
Singapore, p. 149 

awana K. , Maeda K., Yoshida N., Tanikawa A., 2020, ApJ , 890, L26 
omossa S. , 2015, J. High Energy Astrophys. , 7, 148 
aw-Smith J. , Ramirez-Ruiz E., Ellison S. L., F ole y R. J., 2017, ApJ , 850,

22 
ipton Z. C. , Elkan C., Naryanaswamy B., 2014, in Calders T., Esposito F.,

H ̈ullermeier E., Meo R., eds, Lecture Notes in Computer Science, Vol.
8725, Machine Learning and Knowledge Disco v ery in Databases. ECML
PKDD 2014. Springer, Berlin, p. 15 

ochner M. , McEwen J. D., Peiris H. V., Lahav O., Winter M. K., 2016,
ApJS , 225, 31 

asterson M. et al., 2024, ApJ , 961, 211 
isner C. W. , Thorne K. S., Wheeler J. A., 1973, Gravitation. W.H. Freeman

and Company, New York 
uthukrishna D. , Narayan G., Mandel K. S., Biswas R., Hlo ̌zek R., 2019a,

PASP , 131, 118002 
uthukrishna D. , Parkinson D., Tucker B. E., 2019b, ApJ , 885, 85 

erley D. A. et al., 2020, ApJ , 904, 35 
oznanski D. , Maoz D., Gal-Yam A., 2007, AJ , 134, 1285 
ees M. , 1988, Nature , 333, 523 
eyes-Jainaga I. et al., 2023, ApJ , 952, 12 
ichards J. W. , Homrighausen D., Freeman P. E., Schafer C. M., Poznanski

D., 2011, MNRAS , 419, 1121 
 ́anchez-S ́aez P. et al., 2021, AJ , 161, 141 
antos M. V. D. , Quartin M., Reis R. R. R., 2020, MNRAS , 497, 2974 
martt S. J. et al., 2015, A&A , 579, A40 
tein R. et al., 2024, ApJ , 965, L14 
tone N. C. , Kesden M., Cheng R. M., van Velzen S., 2019, Gen. Relativ.

Gravit. , 51, 30 

http://dx.doi.org/10.1007/BF01005505
http://dx.doi.org/10.1086/519832
http://dx.doi.org/10.1051/0004-6361/202244657
http://dx.doi.org/10.1086/520494
http://dx.doi.org/10.3847/1538-4357/ab6989
http://dx.doi.org/10.1038/nmeth.4642
http://dx.doi.org/10.3847/1538-3881/ac0ef1
http://dx.doi.org/10.1038/296211a0
http://dx.doi.org/10.3847/1538-4357/ab2b40
http://dx.doi.org/10.1051/0004-6361/202142122
http://dx.doi.org/10.3847/1538-4357/ac3422
http://dx.doi.org/10.1002/andp.19163540702
http://dx.doi.org/10.1017/S1743921306000470
http://dx.doi.org/10.1093/mnras/176.3.633
http://dx.doi.org/10.3847/2041-8213/ac116f
http://dx.doi.org/10.3847/2041-8205/818/1/L21
http://dx.doi.org/10.3847/1538-3881/abe9bc
http://dx.doi.org/10.3847/1538-4357/ace326
http://dx.doi.org/10.1146/annurev-astro-111720-030029
http://dx.doi.org/10.1086/375553
http://dx.doi.org/10.1088/0004-6256/150/3/82
http://dx.doi.org/2022TNSAN.191....1G
http://dx.doi.org/10.3847/1538-4357/acc535
http://dx.doi.org/10.3847/1538-4357/aaa3fd
http://dx.doi.org/10.3847/1538-4357/aca283
http://dx.doi.org/10.1051/0004-6361:20078859
http://dx.doi.org/10.1038/254295a0
http://dx.doi.org/10.1093/mnras/stv2486
http://dx.doi.org/10.1086/497119
http://dx.doi.org/10.3847/2041-8213/ab7209
http://dx.doi.org/10.1016/j.jheap.2015.04.006
http://dx.doi.org/10.3847/1538-4357/aa94c7
http://dx.doi.org/10.3847/0067-0049/225/2/31
http://dx.doi.org/10.3847/1538-4357/ad18bb
http://dx.doi.org/10.1088/1538-3873/ab1609
http://dx.doi.org/10.3847/1538-4357/ab48f4
http://dx.doi.org/10.3847/1538-4357/abbd98
http://dx.doi.org/10.1086/520956
http://dx.doi.org/10.1038/333523a0
http://dx.doi.org/10.3847/2041-8213/ace77e
http://dx.doi.org/10.1111/j.1365-2966.2011.19768.x
http://dx.doi.org/10.3847/1538-3881/abd5c1
http://dx.doi.org/10.1086/648598
http://dx.doi.org/10.1051/0004-6361/201425237
http://dx.doi.org/10.3847/2041-8213/ad3337
http://dx.doi.org/10.1007/s10714-019-2510-9


Automatic spectroscopic TDE classification 311 

S  

S  

v
V  

V
V
W

Y
Y
Z
Z  

Z  

T

©
P
(

D
ow

nloa
tuk e A. , Rink e P., Todorovi ́c M., 2021, Mach. Learn.: Sci. Technol. , 2,
035022 

utton C. D. , 2005, in Rao C. R., Wegman E. J., Solka J. L., eds, Handbook
of Statistics, Vol. 24, Classification and Regression Trees, Bagging, and 
Boosting. Elsevier, Amsterdam, p. 303 

an Velzen S. et al., 2021, ApJ , 908, 4 
argas M. L. G. , D ́ıaz A. I., Terlevich E., Terlevich R., 1993, Ap&SS , 205,

85 
elzen S. v. , Farrar G. R., 2014, ApJ , 792, 53 
illar V. A. et al., 2020, ApJ , 905, ace326 
ang Y. H. , Perna R., Armitage P. J., 2021, MNRAS , 503, 6005 
2025 The Author(s). 
ublished by Oxford University Press on behalf of Royal Astronomical Society. This is an Open
 https://cr eativecommons.or g/licenses/by/4.0/), which permits unrestricted reuse, distribution, and rep
ao Y. et al., 2023, ApJ , 955, L6 
aron O. , Gal-Yam A., 2012, PASP , 124, 668 
abludoff A. et al., 2021, Space Sci. Rev. , 217, 54 
hou Z. H. , 2012, Ensemble Methods: Foundations and Algorithms. Chap-

man and Hall/CRC, New York 
hu J. , Jiang N., Wang T., Huang S., Lin Z., Wang Y., Wang J. G., 2023, ApJ ,

952, 7 

his paper has been typeset from a T E 

X/L 

A T E 

X file prepared by the author. 
MNRAS 538, 301–311 (2025) 

 Access article distributed under the terms of the Creative Commons Attribution License 
roduction in any medium, provided the original work is properly cited. 

ded from
 https://academ

ic.oup.com
/m

nras/article/538/1/301/8010851 by Liverpool John M
oores U

niversity user on 20 M
arch 2025

http://dx.doi.org/10.1088/2632-2153/abee59
http://dx.doi.org/10.3847/1538-4357/abc258
http://dx.doi.org/10.1007/BF00657961
http://dx.doi.org/10.1088/0004-637X/792/1/53
http://dx.doi.org/10.3847/1538-4357/ace326
http://dx.doi.org/10.1093/mnras/stab802
http://dx.doi.org/10.3847/2041-8213/acf216
http://dx.doi.org/10.1086/666656
http://dx.doi.org/10.1007/s11214-021-00817-2
http://dx.doi.org/10.3847/2041-8213/ace625
https://creativecommons.org/licenses/by/4.0/

	1 INTRODUCTION
	2 LITERATURE REVIEW
	3 DATA
	4 METHODOLOGY
	5 RESULTS
	6 DISCUSSION
	7 CONCLUSION
	ACKNOWLEDGEMENTS
	DATA AVAILABILITY
	REFERENCES

