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ABSTRACT This paper investigates the empirical relationship between predictive performance, often called
predictive power, and interpretability of various Machine Learning algorithms, focusing on bicycle traffic
data from four cities. As Machine Learning algorithms become increasingly embedded in decision-making
processes, particularly for traffic management and other high-level commitment applications, concerns
regarding the transparency and trustworthiness of complex ‘black-box’ models have grown. Theoretical
assertions often propose a trade-off between model complexity (predictive performance) and transparency
(interpretability); however, empirical evidence supporting this claim is limited and inconsistent. To address
this gap, we introduce a novel interpretability scoring system - a Machine Learning Interpretability
Rank-based scale - that combines objective measures such as the number of model parameters with
subjective interpretability rankings across different model types. This comprehensive methodology includes
stratified sampling, model tuning, and a two-step ranking system to operationalize this trade-off. Results
reveal a significant negative correlation between interpretability and predictive performance for intrinsically
interpretable models, reinforcing the notion of a trade-off. However, this relationship does not hold for
black-box models, suggesting that for these algorithms, predictive performance can be prioritized over
interpretability. This study contributes to the ongoing discourse on explainable Al, providing practical
insights and tools to help researchers and practitioners achieve a balance between model complexity
and transparency. We recommend to prioritise more interpretable models when predictive performance
is comparable. Our scale provides a transparent and efficient framework for implementing this heuristic
and improving parameter optimization. Further research should extend this analysis to unstructured data,
explore different interpretability methods, and develop new metrics for evaluating the trade-off across diverse
contexts.

INDEX TERMS Explainable Al, predictive analysis, interpretability scoring, empirical analysis, bicycle
traffic data, bias-variance, trade-off.

I. INTRODUCTION

In recent years, the use of Machine Learning for
The associate editor coordinating the review of this manuscript and decision—making and forecasting has grown rapidly and
approving it for publication was Yiming Tang . gained in popularity. Artificial Intelligence (AI) solutions,
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which often leverage Machine Learning techniques, are
expected to experience significant growth. According to the
International Data Corporation (IDC), the global Al market
will grow from 235 billion dollars to 631 billion by 2028 [1].
Despite the economic challenges caused by the COVID-19
pandemic, the Russian war against Ukraine, and the green
transition, companies see significant value in Al-enhanced
products and services. The emergence of Al is a major
inflection point in the technology industry. Companies will
race to introduce Al-enhanced products and services, allocate
over 40 percent of their core IT spend to Al initiatives,
and invest in employee training [2]. Gartner identified the
three significant strategic technology trends for 2024. These
are the importance of protecting investment, the rise of the
builders, and the need to deliver the value [3]. The IBM
Global AI adoption index findings indicate that 42 percent of
enterprise-scale companies have already deployed Al in their
business. Furthermore, 59 percent of those already exploring
deploying Al have accelerated their roll-out or investments
in technology. IBM identifies top barriers in preventing Al
deployment as a lack of Al skills and expertise (33 percent),
the complexity of data 25 percent and ethical concerns
(23 percent). Business adoption is crucial, trustworthy, and
explainable Al is critical, and the key to increasing Al
adoption is the ability to access data anywhere [4].

Much of the focus has been on improving predictive
performance, with less emphasis on model interpretability.
While models like deep learning and random forests offer
high predictive performance, they often function as ‘black-
boxes,” making their internal decision processes difficult
to understand [5]. On the other hand, simpler models like
decision trees and linear models offer more interpretability
but may fall short in terms of performance [6]. The current
gap in research lies in balancing these two aspects—
predictive performance and interpretability—and ensuring
that highly interpretable models are not dismissed in favor
of more complex, opaque models. Our study seeks to fill
this gap by operationalizing interpretability and applying it
to real-world data, demonstrating how the trade-off between
these aspects can be evaluated and balanced. This trade-off
has been a recurring theme in the literature, with many
researchers suggesting that more complex models generally
outperform simpler ones in terms of predictive performance
but are harder to interpret [7], [8]. Theoretically, it has been
argued that more complex models are more accurate [6],
[9]. Often, a linear relationship is hypothesized between
performance/accuracy and explainability. Table 1 shows
some studies that suggest such a relationship.

Although the theoretical trade-off between performance
and explainability/interpretability is well documented, empir-
ical evidence is largely lacking and contradictory. Inter-
pretability between model types based on subjective rankings
has been linked to predictive performance, such as in [7]
focusing on fairness-aware models and mainly decision trees,
or in [14], also considering unstructured data in contrast to
others. Another strain of research focuses on a specific class
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TABLE 1. Overview of literature.

Authors In order of performance (low to high)
and explainability (high to low)
Decision trees, Linear regression, K-
nearest neighbors, SVMs, Random For-
est, Deep Learning

Rule-based learning, Linear / Logistic
Regression, Decision Tree, kNN, Gener-
alized Additive Models, Bayesian Mod-
els, SVM, Ensembles, Deep Learning
Linear regression, Decision trees, K-
nearest neighbors, Random forests,
SVMs, Deep neural networks

Decision trees, Bayesian Belief Nets,
SVMs, Random Forests, Deep Learning
Decision Trees and Classification Rules,
Graphical Models (e.g. Bayesian Net-
works), SVMs, Ensemble Methods (e.g.,
Random Forests), Deep Learning (Neu-
ral Networks)

Jo et al. (2023) [7]

Arrieta et al. (2020) [10]

Yang et al. (2019) [11]

Gunning et al. (2019) [12]

Dam et al. (2018) [13]

of Machine Learning models only, such as deep learning [15].
However, a unified framework for evaluating interpretability
for a variety of model types beyond subjective ratings is
lacking in the literature.

For high level of commitment decisions, such as those
in criminal justice, military defence or medicine, the conse-
quences of using black-box models that produce results that
are not explainable are well documented in the literature [6].
Intelligent systems based on machine learning algorithms
often require trust, must avoid biases, and comply with reg-
ulations and policies. Hence, good forecasting performance
alone is not sufficient for selecting the preferred algorithm.
However, we argue that explainability and interpretability
are also crucial for non-high-stake decisions and sometimes
even more so to some degree than forecasting performance.
For instance, in policy decisions, human lives or freedoms
may not be at risk. However, these decisions could involve
substantial financial funds or have long-lasting, sometimes
irreversible effects (e.g., building a highway or large bridge).
Whereas, in a similar setting of short-term traffic manage-
ment, forecasting performance might also be more important
than explainability and interpretability. Besides high and low-
stake decisions, strategic (long-term) and tactical (short-term)
decisions play a key role in weighing performance against
explainability and interpretability.

For the empirical analysis, we choose a traffic management
example with strategic and short-term dimensions to empir-
ically verify the hypothesized relationship between perfor-
mance and explainability/interpretability of various machine
learning algorithms. The data set consists of structured data
and the conclusion cannot be generalized to unstructured or
other data sets. The paper aims to operationalize interpretabil-
ity within a unified framework including subjective and
objective components, verify its relationship with predictive
performance, and potentially propose an alternative view of
the hypothesized trade-off between predictive performance
and interpretability/explainability found in the literature.
Through the interpretability score, one can compare the
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interpretability of two Machine Learning models with a
specific set of parameters, regardless of the algorithm used
for the fitting or type of Machine Learning model. We believe
that without such a framework, the interpretability-predictive
performance tradeoff is a fuzzy concept, and the ongoing
debate lacks a conceptual body enabling the transferability
of specific results and consistently finding a balance between
performance and interpretability. The paper is structured as
follows. Section II reviews and discusses machine learning,
artificial intelligence, predictive performance, interpretability
and explainability. Section III describes the data, data
collection and preparation process, detailing the data basis
for the analysis. Section IV presents the methodology,
outlining the statistical tools and procedures employed to
examine the data and test the proposed hypotheses. Section V
reports the analysis results, while Section VI deals with
the study limitations and gives recommendations for future
research. Finally, section VII discusses the main findings
and Section VIII shows the overall conclusions based on the
results.

II. ARTIFICIAL INTELLIGENCE AND EXPLAINABLE Al

The past decade has seen rapid advancements and increasing
use of artificial intelligence (AI) in industry. This leap
in performance has often been achieved through high
model complexity with ‘“‘black-box™ approaches, leading
to uncertainty about how these models operate and arrive
at decisions. This is highly problematic, especially in
sensitive and critical areas such as autonomous driving or
healthcare. Consequently, scientific interest in explainable
artificial intelligence (XAI) has grown. This field focuses on
developing new methods to explain and interpret machine
learning models, contrasting with established methods that
often prioritize accuracy over interpretability.

Explainability and interpretability, while related and
sometimes used synonymously, are distinct concepts in the
context of Al Interpretability refers to the extent to which
a cause and effect can be observed within a model, whereas
explainability involves making the internal mechanisms of a
model understandable to humans. For the purposes of this
paper, we will use these definitions to ensure clarity.

For an overview of the development of explainable
artificial intelligence (XAI) see Linardatos et al. [16]
and Confalonieri et al. [17]. Various XAI methods have
been developed, including local explanation methods that
approximate individual predictions of a black-box model
using local surrogate models. One such method is the
LIME (Local Interpretable Model-agnostic Explanations)
algorithm [18]. Here, the LIME approach exploits the fact
that the trained black-box model can be queried multiple
times for the predictions of specific instances. By changing
the data used for training, LIME generates a new data
set. After the black-box model is fed the modified data,
it creates a new interpretable model from the predictions
generated over the new data set. When an XAI method
provides an explanation for only a particular instance, it is
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called a local approach, and when the method explains the
entire model, it is called global. While LIME is a local
approach, global XAl approaches such as PDPbox or Shapley
Additive Explanations (SHAP) [19] are also regularly used
in different applications [20]. Doshi-Velez and Kim [21]
propose a taxonomy for interpretable machine learning
methods and emphasize the need for a rigorous science
of interpretability. They categorize interpretability methods
into three types: transparency, post-hoc explanations, and
intrinsically interpretable models. Gilpin et al. [22] provide
a comprehensive overview of interpretability in machine
learning, discussing various methods and their applications.
They highlight the importance of model transparency and
the challenges associated with interpreting complex models.
Tjoa and Guan [23] survey the current state of explain-
able Al, particularly in the medical field. They discuss
the necessity for explainability in medical Al systems
to ensure trust and compliance with regulatory standards.
Carvalho et al. [24] survey methods and metrics for machine
learning interpretability, categorizing them into intrinsic
and post-hoc techniques. They emphasize the importance
of selecting appropriate methods based on the specific
application and requirements. However, the use of inter-
pretable algorithms to explain non-interpretable algorithms
raises questions. If interpretable results are necessary to
explain black boxes, why not use white-box models from
the beginning? Our results provide both, theoretical insights
into the generally hypothesized trade-off between predic-
tive performance and explainability of interpretable and
non-interpretable machine learning algorithms in a real-
world example, e.g., traffic prediction for urban planning,
as well as a practical benefit through the extension of purely
predictive models to explanatory models which can also be
used prescriptively. This study thus seeks to explore the
relationship between the interpretability of machine learning
models and their predictive capabilities. To achieve this goal,
the following research questions are addressed:

e RQ 1: Is there a clear relationship between the
interpretability ranking of machine learning models or
algorithms and their predictive performance?

« RQ 2: Is the model type rank associated with predictive
performance?

o RQ 3: Is the number of model parameters associated
with predictive performance?

« RQ 4: Is interpretability associated with predictive
performance within model types?

Answering these research questions will help clarify the
relationship between model interpretability and predictive
performance, guiding the development and selection of
algorithms for applications where both are crucial. The
examination of model type rank and its association with pre-
dictive performance will further enhance our understanding
of how different algorithms perform in practice, providing
a comprehensive framework for evaluating machine learning
models.
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TABLE 2. Data sources.

Sources Bike counting data | Weather data | Public holidays
Berlin https://www.berlin. | https://opendata. | https://kalender-
de/sen/uvk/verkehr/ | dwd.de 2017.net,
verkehrsplanung/ https://kalender-
radverkehr/weitere- 2018.net,
radinfrastruktur/ https://kalender-
zaehlstellen-und- 2019.net, https:
fahrradbarometer/ //kalender-
#dauer 2020.net
Dusseldorf | https://opendata. https://opendata. | https://kalender-
duesseldorf.de/ dwd.de 2017.net,
dataset/jahres% https://kalender-
C3%BCbersicht- 2018.net,
der-dauerz% https://kalender-
C3%Ad4hlstellen- 2019.net, https:
radverkehr-seit-2012 //kalender-
2020.net
Munich https://www. https://opendata. | https://kalender-
opengov- dwd.de 2017.net,
muenchen.de/pages/ https://kalender-
raddauerzaehlstellen 2018.net,
https://kalender-
2019.net, https:
//kalender-
2020.net
Vienna https://www.data. https://opendata. | https://www.
gv.at/katalog/ duesseldorf. ferienwiki.at/
dataset/stadt- de/dataset/ feiertage/2017/
wien_radverkehrs- jahres%C3% at, https://www.
zhlungenderstadt- BCbersicht-der- | ferienwiki.at/
wien/resource/ dauerz%C3% feiertage/2018/
c2d89b4e-8193- Adhlstellen- at, https://www.
4615-b477- radverkehr-seit- | ferienwiki.at/
67a68c488af3# 2012 feiertage/2019/
resources at, https://www.
ferienwiki.at/
feiertage/2020/at

Ill. RESEARCH DESIGN

The analysis used data from bicycle counters, which are
electronic devices that record the number of bicycles and are
used to register bicycle traffic permanently and automatically.
They are sometimes called bicycle barometers and are used
in many cities today [25]. To utilize a multi-year data set, four
cities with permanent automatic bicycle counting stations
operational since at least 2017 were selected. In addition
to daily bicycle counts as the dependent variable, weather
data and dummy variables for public holidays, lockdowns,
and the introduction of pop-up bike lanes were collected
as independent variables. Table 1 gives an overview of the
sources for bike traffic, weather data, and public holidays.
For lockdowns and the introduction of pop-up lanes, we had
to rely on local media and newspaper sources.

IV. METHODOLOGY

We conducted a comprehensive data-driven analysis to
empirically verify the hypothesized relationship between
the performance and interpretability of various Machine
Learning algorithms based on rankings shown in Table 1.
Finally, we selected a bicycle traffic dataset that includes both
strategic and short-term dimensions. The dataset comprises
structured data, and therefore, our conclusions should not
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be generalized to unstructured data or other datasets.
Our objective is to verify the relationship and potentially
offer an alternative view of predictive performance versus
interpretability trade-off discussed in the literature.

The data and code for the analysis and the genera-
tion of the figures and table can be found on GitHub
(https://github.com/FabianObster/xai_bikes). An overview of
the used data can be found in Table 2.

The design of our analysis involves using 50 Percent of
the data for model training, with the remaining 50 Percent
reserved for model evaluation. The data were randomly
assigned to either the training or test set for each year.
This stratified sampling method was utilized to ensure that
the training and test sets were comparable concerning their
temporal distribution. Models were fitted for each of the four
cities. For each model type, we fitted three distinct models:
one with a relatively low number of parameters, another with
a relatively high number of parameters, and a third model
that was tuned using 10-fold cross-validation on the training
dataset. We estimated the resulting model parameters using
the full dataset of training data to facilitate both between- and
within-model-type comparisons of machine learning models.

Different machine learning algorithms require a different
amount of hyperparameters. To ensure comparability, 25 dis-
tinct hyperparameter combinations were consistently tuned
for each model type’s tuned version. If no hyperparameters
existed, no tuning was performed, which happened for the
linear model. The loss function for all machine learning
algorithms was set to the L? loss. For measuring predictive
performance, we used the root mean squared error (RMSE)

RMSE = im0 =52
n

the mean absolute value (MAE)

MAE — Z?:l vi —')7i|
n 9

and the pearson correlation between the predicted values and
the actual values (Rz)

g2 SOVl _ S0 = NG =)
0y0y \/Z?=1(yw?,~)2\/22’=1 i—3)?
n

n

in the test dataset. The RMSE evaluates the overall predictive
performance of the models by measuring the average squared
magnitude of the errors. As the magnitudes are squared,
predictive outliers have a strong effect on the overall metric,
we also present the MAE which averages the magnitude
of errors. Lower values for both metrics indicate higher
predictive performance. Both these metrics are unbounded
and are therefore hard to compare if outcomes of different
scales are considered. The R? on the other hand can only take
values between zero and one increasing the comparability
and interpretability of the results. Here, higher values indicate
higher predictive performance.
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TABLE 3. Overview over model architecture, used hyperparameters and
interpretability scale.

Model | Model | Tuned Software | Version 1 | Version 2 | Inter-
type type hyper- preta-
Abbre- | parame- bility
viation | ters Rank
Linear |Im - Base R - - 1
Model
Regres- | Tree cost_com- Tree mincut=3, | mincut=1, |2-4
sion plexity, |[26], part | min- min-
tree tree_depth [27] size=6, size=2,
min- min-
dev=0.005 | dev=0.0005]
k- knn neighbors| FNN K=27 K=1 5-7
nearest [28],
neigh- kknn
bors [29]
Boosted| mb mstop mboost | Mstop= Mstop= 8-10
gener- [30] 2000 20000
alized
addi-
tive
models
Boosted| mbsp | mstop mboost | Mstop= Mstop= 11-13
glms [30] 1500 15000
with
interac-
tions
Support | svm Cost, el071 Kernel= Kernel= 14-16
vector rbf_sigma [31] , | poly- radial,
ma- kernlab | nomial, degree=3
chines [32] degree=3
Boosted | gbm Ntree, gbm [33] | Ntree=100, | Ntree=100, | 17-19
trees interac- interac- Interac-
tion.depth tion.depth | tion.depth
=3, =7,
n.minobs- | n.minobs-
innode=1 | innode=1
Random| rf ntree, random- | ntree=500, | ntree=1000| 20-22
Forest mtry Forest mtry=3 mtry=6
[34]
Neural | nn Hidden_- | neuralnet | First First 23-25
net- units, [35], hidden hidden
work penalty | nnet [36] | layer=5, layer=5,
(activa- activation | second
tion=relu) =logistic | hidden
layer=3,
activation
= logistic

All evaluation metrics were computed per city and per
year. Table 3 provides an overview of the model types,
tuned hyperparameters, software packages used, and an
interpretability rank. To measure interpretability, we followed
a two-step approach. In the first step, each model type (e.g.,
support vector machines, linear models, neural networks)
was assigned an interpretability rank based on a predefined
scale [10]. In the second step, the complexity of interpretation
was assessed within each model type. For instance, a linear
model with a single covariate is more straightforward to
interpret than one with a thousand covariates. Thus, the
complexity of each model was characterized by the number
of parameters it contained. Additionally, a greater number
of parameters increases the time required by a human to
understand the underlying functional dependencies.
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The first step captured the complexity of the functional
representation, while the second step allowed us to differ-
entiate between the number of such transformations defined
by the first step. To synthesize a ranked scale, models
were first sorted according to their type-based rank and
subsequently, within each rank, by their complexity-based
rank. This process resulted in an ordinal ranking system,
facilitating comparison across a broad spectrum of machine
learning models. However, this ranking should be applied to
a predetermined set of models. Should an additional model
be introduced, the ranks of all models previously positioned
higher will increase by one.

The interpretability rank only describes the final model
output, not the way a machine learning algorithm learns.
In this sense, there is no differentiation between for
example bagged trees (random forest) and boosted trees
(adaboost/xgboost) if the resulting model consists of a
linear combination of trees, even though in the machine
learning context both are considered different algorithms.
In our evaluation of the association metrics between the
interpretability scale (s;)i<, and the predictive measure
(pi)i<n converted to ranks R(s) and R(p), we employed the
Spearman rank correlation coefficient pg,

_ cov[R(s), R(p)]
 ORWORp)

S

using the same notation as in the Pearson correlation.
The Spearman rank Coefficient also takes values between
zero and one, with higher values indicating a stronger
association. It is a measure of the monotonicity of the
relation between two variables, meaning that monotonous
transformations of the underlying data do not change the
value, making it less prone to outliers. To detect univariate
associations between the interpretability scale and predictive
performance, Pearson correlation coefficients were used to
examine the relationship between the number of parameters
and predictive performance. To identify the within-model-
type interpretability effect, we applied linear mixed-effects
regression with model type as a random effect, simple linear
regression was used to determine the impact of the number
of parameters and the interpretability scale. We used the
R package ‘mgcv’ [37] for fitting the regression models,
‘ggplot2’ [38] for visualizations, and ‘dplyr’ [39] for data
manipulation. Having established our methodology, we now
present the empirical results that shed light on the relationship
between model interpretability and predictive performance.
These results not only validate our hypotheses but also
offer insights into the nuances of different machine learning
models.

V. RESULTS

Following the methodologies outlined in the previous section,
this results section now reports the observed associations. For
the results of the correlation analysis between parameters and
interpretability see the table below:
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FIGURE 1. a) and b) Scatterplot Average R2 of each model left (a)) and boxplot of R2 for each model type (b)). Stratified linear trend by intrinsically
interpretability indicated by color. ¢) and d) Boxplot showing R2 for each model (c)) and each model type (d)). The x-axes of all figures is arranged by the
interpretability scale. When model tuning was performed, the rank depended on the actual number of estimated parameters.

Table 4 shows the correlation between the number
of parameters and predictive performance, indicating that
for interpretable machine learning algorithms, predictive
performance increases with more complex models based on
the interpretability scale. However, predictive performance
does generally not increase with the interpretability scale for
generally non-interpretable machine learning algorithms.

Based on the correlation results between the number
of parameters and predictive performance of the different
models, the number of parameters seems to be positively
associated with predictive performance in all considered
scenarios. Figure 1 below gives a graphical representation of
the analysis.
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With the results shown in Table 4 and Figure 1, we now
analyze and interpret these findings within the framework of
the initial research questions, examining the extent to which
they might support our hypotheses.

A. RQ 1: THE INTERPRETABILITY SCALE

Overall, there is an association between the interpretability
rank and predictive performance. However, the magnitude
of the association depends on model tuning as shown in
Table 4 and Figure 2. Considering the tuned as well as the
untuned models, for the intrinsically interpretable models
the rank correlation between the interpretability rank and

VOLUME 12, 2024
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FIGURE 2. Estimates of the models quantifying the association between the Interpretability scale (left) and the logarithmic number of parameters (right)
with the R2 based on linear regression models. The within-model association between the interpretability scale and the R2 based on the generalized
mixed model with model type as a random effect is shown in the middle. Find the exact estimates and further metrics in Table 5.

TABLE 4. Association between parameters/interpretability with
predictiveness (R2). Pearson Correlation coefficient of the R2 and the
number of parameters (cor_params) as well as the logarithmic number of
parameters (log_cor_params). Kendall tau (cor_rank) between R2 and the
interpretability scale.

subset tun- | Subset in- | Correlation | Correlation | Correlation
ing terpretable | params log params | rank
All models | Not Inter- | 0,128 0,161 -0,049
(n=25) pretable

All models | Inter- 0,153 0,224 0,356
(n=25) pretable

Tuned mod- | Not inter- | 0,241 0,164 0,203
els (n=8) pretable

Tuned mod- | Inter- 0,125 0,271 0,379
els (n=8) pretable

All models | All models |0.104 0.197 0.159
(n=25)

Tuned mod- | All models | 0.149 0.177 0.11
els (n=8)

the R?> was 0.36, and for the black box models —0.05.
When considering only tuned models, the association was
stronger, with rank correlations of 0.38 for interpretable
models and 0.2 for black box models. Figure la illustrates
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the average R” for each model sorted by the interpretability
scale showing a visible positive trend at the lower end of
the scale including the intrinsically interpretable models.
Futhermore, the observed trend is confirmed by the boxplot
presented in Figure lc. Figure 3 depicts the relationship
between the interpretability scale and predictive performance
including a local smoothed line highlighting the nonlinearity
if the differentiation between black-box and intrinsically
interpretable models is not considered. The findings of the
descriptive analysis are confirmed by the results of the
linear regression model depicted in Figure 2, which shows
the error bars of the model fitted to the data using only
the interpretable models and the non-interpretable models.
There is a significant positive association for interpretable
models which is not the case for non-interpretable models.
The confidence intervals in Figure 2 are non-overlapping for
the Interpretability scale and the within-model interpretabil-
ity indicating a significant interaction (See documented
code in GitHub https://github.com/FabianObster/xai_bikes).
On average, the effect of the interpretability scale on the
R? is higher by 0.006 (p < 0.001) per interpretability rank for
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FIGURE 3. Scatterplot showing the interpretability scale on the x-axis vs the R2 on the y-axis for all models. The color indicates the model type. The

smoothed line is based on the LOESS estimator computed with ggplot2.

interpretable models compared to black-box models. For the
within-model interpretability, the interaction effect is equal
to 0.008 (p < 0.001). The logarithmic number of parameters
does not show significant deviations between interpretable
and black-box models (p = 0.051).

Next, we will analyze the two components contributing to
the interpretability rank: the number of parameters and the
qualitative rank of the model type as hypothesized in research
questions two and three.

B. RQ 2: MODEL TYPE RANK

Referring to Figures 1b and 1d the trend, already shown
on the model interpretability scale, is also visible in the
model type interpretability rank. There is a positive trend
with increasing model rank interpretability for intrinsically
interpretable models and a slight negative trend for the
black box models. Further metrics of predictive performance,
the root mean squared error, and the mean absolute error,
as shown in Table 6 also confirm the relationship already
observed for the R?. Tables 10 and 11 in the Appendix
show the standard deviation of the median of the metrics of
predictive performance across the model types.
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C. RQ3: NUMBER OF PARAMETERS

We find a positive relationship between the number of
parameters and predictive performance, as illustrated in
Figure 4. This holds for both the entire set of models and the
tuned models.

Given that the number of parameters differs largely across
model types, with linear models having a maximum number
of parameters limited by the number of variables, whereas
models like random forests may have a possibly unbounded
number of parameters (e.g., the number of trees), the
analysis is conducted using the logarithm of the parameter
count. Figure 4 shows a positive association between the
logarithmic number of parameters and the R>. This is the
case when considering all models as well as only the tuned
models. The Pearson correlation using all models is 0.2 and
0.18 for tuned models. The rank correlation is 0.16 and
0.11, respectively, showing a stronger difference. Note that
for the interpretability scale, we are only interested in
the rank association, which is invariant under monotonous
transformations of the exact number of parameters. Table 7
summarizes the root mean squared error (RMSE), mean
absolute error (MAE), number of parameters, and ranks
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FIGURE 4. Scatterplot showing the logarithmic number of parameters on the x-axis vs the R2 on the y-axis. The Left depicts all models including
the tuned and untuned models and the right only the tuned model. The color indicates the model type.

averaged across the datasets for each model. Table 8 and
Table 9 show the corresponding standard deviation and
median for the same metrics. Figure 2 confirms the significant
positive association between the logarithmic number and
the predictive performance for both interpretable and non-
interpretable models. The effect of the logarithmic number
of parameters does not show significant deviations between
interpretable and black-box models (3 = 0.004, p = 0.051),
yet interpretable models are associated with a higher effect
(see documented code).

D. RQ 4: WITHIN-MODEL INTERPRETABILITY

Based on the linear regression with random effect model
type shown in Figure 2 and Table 5, the effect in RQ 2 of
the interpretability scale is confirmed. It can be concluded
that the interpretability scale is associated with predictive
performance for interpretable models beyond the type of
machine learning model, which is not the case for non-
interpretable models. The confidence intervals in Figure 2 are
non-overlapping indicating a significant interaction, which is
confirmed by the interaction analysis. On average, the effect
of the within-model interpretability on the R? is higher by
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0.008 (p < 0.001) per interpretability rank for interpretable
models compared to black-box models.

In summary, the empirical analysis provides new insights
into understanding the relationship between predictive per-
formance and interpretability of machine learning algorithms.
These findings establish a basis for a critical discussion on the
limitations of the current research and the potential for future
research.

VI. LIMITATIONS AND FUTURE WORK

Since there is no single best global model or model type that
performs best for all datasets, the presented results should be
viewed within the context of bike traffic in four cities.

The interpretability of machine learning model types is
subjective and depends on the background of the person
interpreting. Consequently, the hierarchy of model types
presented in this article may not align with every individual’s
perception of interpretability. However, the scale can be
adjusted in step one of the scoring procedures to reflect
alternative rankings. This subjectivity might affect the
scoring consistency across different evaluators. We addressed
this issue by incorporating rankings proposed in the literature,
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TABLE 5. Model results. Each linear (mixed) regression was fitted once
for interpretable models and once for black-box models interpretable
(Not interpretable) with the outcome R2. Independent variables are the
interpretability scale (rank) and the logarithmic number of parameters.
For within-model interpretability the random effect indicating the model
type (s(model type)) was used with the restricted maximum likelihood
estimation.

Independent | Estimate | Std. Er- | t value
variable ror
Within-model Interpretability scale, Interpretable

p-value

(Intercept) 0.834 0.014 59.518 <0.001
rank 0.006 0.002 3.794 <0.001
s(model type) 0.19

Within-model Interpretability scale, Not interpretable

(Intercept) 0.940 0.033 28.531 <0.001
rank -0.002 0.002 -1.414 0.159
s(model type) 0.090
Interpretability scale, Interpretable
(Intercept) 0.849 0.009 90.167 | <0.001
rank 0.004 0.001 4.150 <0.001

Interpretability scale, Not interpretable

(Intercept) 0.930 0.022 42515 | <0.001
rank -0.002 0.001 -1.674 <0.09
Parameters (log), Interpretable
(Intercept) 0.851 0.011 80.987 | <0.001
log(params) | 0.007 0.002 3.395 <0.001
Parameters (log), Not interpretable
(Intercept) 0.875 0.009 97.401 | <0.001

log(params) | 0.002 0.001 2.302 0.022

TABLE 6. Root mean squared error (RMSE), mean absolute error (mae),
number of parameters, and rank averaged across the datasets for each
model type.

Model | Rmse Mae R? Parameters | Rank
type

gbm 8307.8251 6909.936 | 0.892 525.49 19
knn 6501.046 | 5083.736 | 0.867 44.49 7
Im 6006.836 | 4761.446 | 0.893 10.529 2
mb 5627.202 | 4435.51 |0.905 109.098 10
mbsp 5595.134 | 4423.797 | 0.907 4217.078 13
nn 7466.918 | 5870.733 | 0.879 56.404 25.1
rf 5664.8 4466.608 | 0.905 591816.3 22
svm 5879.4 4666.432 | 0.899 1414.765 16
tree 6606.812 | 5128.612 | 0.855 57.745 4

which on the other hand were not consistent either. Future
work could focus on reducing evaluator bias by combining
expert opinions with automated evaluation tools to enhance
the objectivity and consistency of the interpretability scale.
Surveys analyzing the perceptions of interpretability, and
objective testing regarding the correctness of performed
interpretations by experts may also be explored to objectify
interpretability in future work.

Uncertainties play a significant role in machine learning
models and can affect both predictive performance and inter-
pretability, and this study is no exception. These uncertainties
can be classified as internal (e.g., model assumptions and data
quality) or external (e.g., environmental factors influencing
the data). Additionally, uncertainties can be parametric,
stemming from the model’s assumptions about the data
distribution, or non-parametric, arising from the variability
in the data itself. In our analysis, the internal uncertainties
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TABLE 7. root mean squared error (RMSE), mean absolute error (mae),
number of parameters, and rank averaged across the datasets for each
model.

Model Rmse Mae R2 Parameters | Rank
gbml 5400.867 | 4252.405 [ 0.911 400 18.2
gbm?2 5465.016 | 4288.057 | 0.906 800 20
gbmtune | 14057.59 | 12189.35| 0.859 376.5 18.8
knnl 6011.299 | 4805.228 | 0.888 28.5 6
knn2 7693.028 | 5852.431 [ 0.819 28.5 7
knntune | 5798.812 | 4593.55 |0.893 76.5 8
Im 6006.36 |4761.446|0.893 10.5 2
mbl 5580.98 | 4380.744 | 0.906 109.2 9.2
mb?2 5721.03 |4545.42 |0.904 108.9 9.8
mbspl 5560.05 |4383.7540.907 4614.9 13
mbsp2 5678.33 | 4510.658 | 0.906 3690.6 12.2
mbsptune| 5546.64 | 4376.98 |0.909 4345.7 13.8
mbtune | 5579.06 |4380.365 | 0.906 109.18 11
nnl 7055.64 [5679.49 |0.886 58.6 24.5
nn2 10400.72 | 8032.075 | 0.854 58.6 25.5
nntune 4167.935 [ 3294.45 [0.904 50.5 254
rfl 5753.246 | 4566.58 | 0.904 313479.3 21.2
2 5635.654 | 4416.219 | 0.903 955009.5 23
rftune 5605.501 | 4417.025 | 0.907 506960.1 21.8
svmp 6640.782 | 5320.93 |0.875 1881.9 17
svmr 5352.394 | 4232.993 | 0.916 1773.9 16
svmtune | 5645.026 | 4445.373 | 0.905 588.5 15
treel 6875.631 [ 5176.252 | 0.842 115.8 5
tree2 6624.739 | 5237.819 | 0.856 16.4 3.2
treetune | 6320.067 | 4971.764 | 0.868 41.1 3.8

were managed by employing cross-validation techniques,
and parameter tuning, while external uncertainties—such
as changes in traffic patterns due to seasonal factors—
were accounted for through data preprocessing, feature
engineering, and stratified sampling. Future work could
explore more sophisticated methods to quantify and mitigate
these uncertainties, such as Bayesian techniques or ensemble
learning approaches, to further enhance the robustness and
interpretability of the models.

The rank scale was only developed for structured data
and tested with bike traffic data. Even though the scale can
be used for other structured datasets, the association of the
scale with predictive performance might be different. We only
considered numerical outcome variables with L2 loss. The
association between predictive performance and the scale
may be affected by using other types of loss functions. The
scale weighs all parameters in the resulting model equally,
regardless of its magnitude and importance in predictive
performance. To adjust this, one could weight parameters
by effect sizes or by the parameter’s contribution to a
reduction of the loss function. For the analysis, we used the
typical and most used implementations of the stated machine
learning algorithms. However, other implementations and
variations exist and may also be used more often in the future.
Improvements or changes in some of the algorithms may
affect both the predictive performance and interpretability of
the here analyzed algorithms. Further research is necessary
to extend the scale in a way that meaningful parameter
weighting can be incorporated and should explore the
following areas to build on our findings:
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o The interpretability scoring framework developed in
this study is tailored for structured data, such as the
traffic data used here. Its application to unstructured data
(e.g., images, text, or audio) remains an open question.
Unstructured data often requires feature extraction
techniques like convolutional layers in neural networks,
which introduce additional layers of complexity that
may affect interpretability. Future research should val-
idate the adaptability of this interpretability framework
to unstructured data domains, examining how model
parameters and complexity measures can be redefined
to capture interpretability in such settings.

« Expand the analysis to include datasets from other fields,
such as healthcare or financial data, to validate its
universality, generalizability, and flexibility.

o Adapt the interpretability scale to incorporate unsu-
pervised learning algorithms. This includes explor-
ing clustering techniques like k-means and t-SNE,
where t-SNE has demonstrated superior performance
in capturing complex data structures and clustering
accuracy [40], [41]. Future work should also extend the
scale to other unsupervised methods such as density
estimation and dimensionality reduction, ensuring that
the interpretability framework remains applicable across
a broader range of machine learning tasks

« Developing more objective measures of interpretability
remains crucial. Future research could explore auto-
mated scoring methods based on model transparency
metrics, such as feature importance distributions or
gradient-based attribution methods.

« Investigate the impact of different types of interpretabil-
ity methods on model performance across various
domains.

e Develop new metrics for evaluating the trade-off
between predictive performance and interpretability,
considering different applications’ specific require-
ments.

« Explore the integration of hybrid models that combine
interpretable and non-interpretable components such as
in [42] to optimize both predictive performance and
transparency.

Building on the limitations and future research directions,
we now discuss the results and offer practical implications
of the interpretability scale for applied research and industry
applications.

VII. DISCUSSION

Our method for defining and measuring interpretability
differs to some extent from that proposed by other authors in
the literature. Many focus mostly on explainability methods
such as [43] or local interpretability methods [44]. Our
definition of interpretability is resembled more closely by
in-model and global interpretability in [24]. Fuhermore,
we couldn’t find examples of scales combining objective with
subjective metrics resulting in a unified scale.
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While our interpretability ranking involves subjective
elements, such as expert evaluations of model transparency,
we mitigated this subjectivity by cross-referencing rankings
with existing literature on machine learning interpretabil-
ity. A consensus approach was adopted among multiple
evaluators to further ensure consistency, reducing individual
biases. A fundamental assumption of objectivity in these
measures is that they provide reproducible results across
different evaluators and datasets, offering a standardized way
to assess model transparency. Also, the association of the
interpretability scale and predictive performance validates
the definition of the scale, as predictive performance is
an objective measure. The subjectivity involved in defining
interpretability suggests that a universal standard might not
be feasible. Our research could be used as a framework
adaptable to various contexts. This aligns with the arguments
of Carvalho et al. [24], who emphasize the importance
of selecting appropriate interpretability methods based on
specific application requirements, acknowledging that a
one-size-fits-all approach is impractical. Additionally, the
impact of domain knowledge on interpretability is strong
and important, as models that are easily interpretable in
one field might not be so in another due to differences
in data complexity and nature. Our study suggests that an
interpretability scale is more appropriate for models with a
natural way of interpreting results, such as linear models and
decision trees, compared to black-box models like neural
networks and random forests, whose internal mechanisms
are not easily understood. The term ‘black box model’
describes systems whose internal decision-making processes
are opaque. For model engineers, tuning such models is
challenging due to the complexity and unknown effects of
many hyperparameters. While not all hyperparameters can be
tuned, some must be set a priori, such as the number of hidden
layers in a neural network.

Our findings highlight a potential link between inter-
pretability and the bias-variance trade-off. In general, the
number of model parameters does not directly correspond to
bias or variance in black-box models. For instance, a random
forest, which consists of many trees, typically exhibits higher
variance for a single tree but lower variance when trees
are bagged. This complexity, however, results in lower
interpretability due to the difficulty in understanding the
model. For interpretable models, we suggest that predictive
performance is associated with the interpretability rank.
There is also a connection to the bias-variance tradeoff. More
parameters often lead to lower bias and higher variance,
as simpler models (e.g., linear models) tend to have higher
bias but are easier to interpret.

The statistical significance of the associations observed
between interpretability, the number of parameters, and
predictive performance provides robust support for the
research hypotheses. Specifically, the positive association
between the interpretability scale and predictive performance
for interpretable models (8 = 0.004, p < 0.001) 5
highlights the relevance of the score for interpretable models.

195623



IEEE Access

F. Obster et al.: Balancing Predictive Performance and Interpretability in Machine Learning

For black-box models this is not the case, yield-
ing a significant interaction effect of the difference
between the effect of interpretable vs. black-box models
(B = 0.006, p < 0.001). The logarithmic number of parame-
ters was significantly associated with predictive performance
for interpretable and black-box models. Furthermore, the
interaction analysis showed that this effect was significantly
stronger for interpretable models compared to black box
models. Further highlighting the difference between both
classes of machine learning models.

The findings aligns with the conclusions of Doshi-Velez
and Kim [21], who emphasize the need for a rigorous science
of interpretability in machine learning, but still allowing for
the subjective nature of interpretability.

Gilpin et al. [22] also discuss the challenges of interpreting
complex models and the importance of model transparency.
Our findings are consistent with their observations, reinforc-
ing the necessity of balancing predictive performance and
interpretability based on the application’s requirements. Tjoa
and Guan [23] highlight the importance of explainability
in medical Al systems to ensure trust and compliance
with regulations. Our study extends this argument to other
domains, such as urban planning, where explainability can
strongly impact decision-making processes.

Rudin [6] argues that simpler, more interpretable models
should be preferred whenever possible to avoid the risks
associated with black-box models. This viewpoint supports
our recommendation to favor interpretable models in sce-
narios where understanding the decision-making process is
crucial. Rudin’s work provides a strong case for the use
of intrinsically interpretable models, particularly in contexts
where the stakes are high, and the consequences of model
eITors are severe.

Furthermore, the work by Lipton [5] emphasizes the
trade-offs between interpretability and performance, suggest-
ing that while simpler models may be less powerful, they
offer advantages in terms of transparency and trust. This
balance is critical, as users must often weigh the benefits
of higher accuracy against the need for interpretability. Our
findings are in line with this sentiment, especially for the
class of intrinsically interpretable models. The association
between the interpretability scale and predictive performance
for this class of models highlights the need for complex
yet interpretable models associated with higher predictive
performance. This includes using interactions, non-linear
relationships, and many predictors [45]. Hence, there is a
need to create more such models, that are interpretable and
still adequately describe the data in its complexity. The
scoring system can be used to assess the applicability of
machine learning algorithms for a specific problem as a
primary prediction model taking both interpretability and
predictive performance of the used model into account.
The other approach is to use a black-box algorithm and
choose the post-hoc interpretation algorithm based on the
scoring system. In this setting one interpretation of our
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approach to achieving model interpretability can be viewed
through the lens of feature extraction. By transforming raw
data into strongly interpretable features, we can enhance
both the interpretability and the predictive performance of
the model. This transformation process involves selecting
features that have clear semantic meaning or direct relevance
to the problem domain, making the model’s outputs more
understandable. In this way, interpretable feature extraction
serves as an important step in explaining the predictive
performance of the backend machine learning models,
thereby reducing the ‘black-box’ effect while maintaining
performance.

For practitioners, the findings suggest a clear path forward
when selecting machine learning models. In applications
where transparency is critical—such as healthcare diag-
nostics or financial risk assessments—practitioners should
prioritize models that balance interpretability with suffi-
cient predictive performance. For example, in healthcare,
interpretable models like decision trees allow physicians to
understand and explain the reasoning behind predictions,
fostering trust in Al-driven decisions. Our results suggest
that the class of interpretable boosting algorithms, especially
those including interactions, provide relatively high predic-
tive performance, often even higher than black-box models.
They yield complex, yet interpretable models, making them
an excellent choice for traffic management, environmental
applications [46], or other domains. However, statistical or
mathematical training might be required for practitioners so
that the interpretations are accurate. Our results also highlight
the importance of model tuning in machine learning which is
also discussed a lot in the literature [47], by using sampling
methods such as cross-validation or bootstrapping [48], [49].

Shaygan et al. [50] investigate the role of explainable Al in
traffic prediction and management, finding that explainability
enhances the trust and usability of Al systems in urban
planning. Our study’s focus on traffic prediction aligns with
their findings, demonstrating the practical implications of our
results in real-world applications. Zhou et al. underscore the
necessity of explainable AI to gain public and stakeholder
trust in Al-driven urban infrastructure projects. Models that
are easily interpretable in one field might not be so in
another due to differences in the complexity and nature
of the data. This underscores the need for domain-specific
interpretability studies. Although this study focuses on
bicycle traffic data as a practical example, the proposed
interpretability framework is designed to be adaptable to a
wide range of application scenarios. For example, domains
such as healthcare, finance, and other sectors that require
high interpretability in decision-making models can benefit
from our interpretability scale. However, we recognize that
the specific models and interpretability methods may need to
be adjusted according to the nature of the data, the domain’s
requirements, and the state of knowledge.

In many machine learning applications, it is often unknown
a priori which algorithms and hyperparameter settings will
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yield optimal performance for a given dataset. As a result,
hyperparameter tuning is typically performed using out-of-
sample data, a common practice that involves splitting the
data into training and validation sets. However, this method
is constrained by the number of available observations,
as a significant portion of the dataset must be reserved for
validation. The interpretability scale we propose offers a
complementary approach: by leveraging the observed asso-
ciation between interpretability and predictive performance,
one can approximate a model’s performance based on its
interpretability score. This allows researchers to narrow down
the range of hyperparameters to those most likely to produce
models with the desired balance of complexity and predictive
accuracy. For example, in regression trees, this may involve
adjusting the depth of the tree, while in boosting algorithms,
it could guide the number of parameters updated in each
iteration. After initial fitting, the interpretability score can be
computed, and parameters adjusted accordingly, reducing the
need for extensive out-of-sample testing.

ADAPTABILITY TO UNSTRUCTURED DATA

Extending the interpretability scoring system to unstructured
data, such as images, text, or audio, presents unique
challenges and opportunities. While the scale can be used
exactly in the same way, by first assessing the model
type and then the number of parameters, unstructured data
often requires complex preprocessing. Before predictive
modeling, this could include feature extraction techniques,
such as convolutional neural networks (CNNs) for images
or transformer-based models for text. These preprocessing
steps inherently add layers of complexity that may impact
interpretability. The scoring system suitable for structured
data may not reflect these complexities. To adapt the
framework to unstructured data, several modifications can be
considered:

o Feature Extraction Transparency: Evaluate the trans-
parency of feature extraction methods. For example,
convolutional filters in CNNs could be assessed based
on their ability to produce interpretable intermediate
outputs, such as activation maps or saliency maps,
which highlight important regions of the input data. The
scoring system could then be applied to the function
transforming the interpretable intermediate output to the
final output and not to the full prediction method.

o Redefining Model Complexity: Incorporate metrics that
account for the architectural depth of models (e.g., the
number of layers in a CNN) or the dimensionality of
feature spaces (e.g., embeddings in transformer-based
models). These measures could replace or complement
parameter counts in the interpretability scale.

o Surrogate Models for Post-hoc Analysis: Apply the
scoring system to interpretable surrogate models, such
as decision trees or linear regression, to approximate the
behavior of complex unstructured data models. These
surrogates can provide insight into how features derived
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from unstructured data contribute to predictions. In this
setting, the scoring system can help select and assess
appropriate surrogate models.

« Domain-Specific Interpretability: Tailor interpretability
evaluations to the specific application. For instance,
in medical imaging, interpretability could emphasize
regions of interest (e.g., lesions), while in text analysis,
attention weights or extracted keywords could serve as
proxies for interpretability.

The last point also applies to interpretable structured
data. All mentioned modifications can also be applied to
non-interpretable or hard-to-interpret structured data. While
some proposals are straightforward, others are preliminary
and suggest a pathway for adapting the interpretability
scale to unstructured data. Future studies should empirically
validate these approaches and refine the scoring system
to accommodate the unique demands of unstructured data
domains.

VIil. CONCLUSION

In summary, our study demonstrates that the interpretability
scale can serve as a valuable tool for balancing model
complexity with predictive accuracy, providing a practi-
cal approach for guiding hyperparameter optimization in
machine learning models. By highlighting the relationship
between interpretability and performance, we offer a frame-
work that supports the development of models that are not
only powerful but also transparent and easier to understand.

Overall, our empirical analysis confirms the importance
of understanding the relationship between predictive perfor-
mance and interpretability in machine learning. The com-
prehensive analysis of interpretable and non-interpretable
machine learning algorithms on a real-world dataset empha-
sizes the need for explainability in many applications. Our
results indicate a negative correlation between the rank
of model interpretability and predictive performance for
interpretable models, supporting the hypothesis of a trade-off
between these two aspects.

However, our empirical examinations also reveal that this
relationship does not hold for non-interpretable machine
learning algorithms. This finding challenges the gener-
alization of predictive performance versus interpretability
trade-off and suggests that for non-interpretable machine
learning tools, a focus on predictive performance might
be sufficient. This nuanced understanding is critical as it
underscores the complexity and contextual dependency of
model performance and interpretability, aligning with the
views of scholars like Rudin [6] and Lipton [S5], who advocate
for the careful consideration of model complexity and the
associated risks.

In conclusion, our study contributes to the ongoing
discourse on the balance between predictive performance and
interpretability in machine learning. By providing empirical
evidence and practical insights, we hope to guide researchers
and practitioners in developing more transparent and effective
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TABLE 8. Standard deviation of the models.

Model Rmse sd [Maesd | R2sd Parameters | Rank
type sd sd sd
gbm1 2960.352 | 2336.134 [ 0.041 0 0.437
gbm?2 3006.476 | 2374.134 | 0.049 0 0
gbmtune | 16057.71 | 14602.35 | 0.04 43.724 0.437
knnl 3532.458 | 2855.776 | 0.058 2.348 0
knn2 4301.182 | 3402.313 [ 0.079 2.348 0
knntune | 3334.073 | 2679.296 | 0.054 5.636 0
Im 3594.342 | 2820.662 | 0.049 0.874 0
mbl 3228.141 | 2495.873 | 0.047 20.113 0.437
mb2 3338.574 | 2639.416 | 0.041 19.983 0.437
mbspl 3244.125 | 2533.214 | 0.044 1670.924 0.707
mbsp2 3324.086 | 2609.717 | 0.039 1098.721 0.437

mbsptune| 3255.38 | 2539.923 | 0.042 1530.73 0.437

mbtune | 3228.169 | 2495.344 | 0.047 20.113 0
nnl 5702.573 | 4736.203 | 0.054 4.372 0.514
nn2 11274.2 | 8658.36 |0.082 4.372 0.514
nntune | 2162.541 | 1773.401 | 0.053 10.333 0.961
rf1 3234.84412564.452 | 0.04 128109 0.437
rf2 3133.882|2451.617 | 0.044 79365.35 0
rftune 3143.949 | 2445.915| 0.039 346556.2 0.437
svmp 4234.238 | 3407.66 | 0.038 131.273 0
svmr 3344.05 |2670.696 | 0.043 154.069 0
svmtune | 3495.519|2760.671 | 0.051 50.845 0
treel 3491.15712679.064 | 0.085 27.709 0
tree2 3415.43 | 2717.765| 0.058 2.76 0.437
treetune | 3448.084 | 2704.755 | 0.065 19.243 0.437

TABLE 9. Median of the model types.

Model Rmse sd [Maesd | R?sd Parameters | Rank
type sd sd sd
gbml 4548.95 [3562.32910.924 400 18
gbm?2 4427.58 |3433.531(0.925 800 20
gbmtune | 6798.671 | 5435.556 | 0.868 400 19
knnl 5227.01 [3945.459 1 0.901 27 6
knn2 6523.55 [5026.131 | 0.852 27 7
knntune | 4955.423 | 3801.839 | 0.909 73 8
Im 5275.599 | 4321.563 | 0.901 11 2
mbl 4682.456 | 3758.686 | 0.915 120 9
mb?2 5111.355(4092.191 [ 0.913 120 10
mbspl 4482.593 | 3540.097 | 0.919 5817 13
mbsp2 4853.809 | 3909.323 [ 0.918 4101 12
mbsptune| 4500.292 | 3567.517 | 0.919 4694 14
mbtune | 4682.456 | 3758.686 | 0.915 120 11
nnl 4473.366 | 3513.604 | 0.911 61 24
nn2 4471.622 | 3603.331 | 0.895 61 25
nntune 3606.71 |2800.58 |0.922 51 26
rfl 5230.276 | 4108.714 | 0.915 345304 21
2 4928.558 | 3756.81 |0.922 918666 23
rftune 4941.129 | 3838.327 | 0.921 487920 22
svmp 5602.092 | 4526.479 | 0.884 1836 17
svmr 4474.543 | 3482.932 | 0.927 1704 16
svmtune |4862.867 |3611.393|0.913 583 15
treel 5979.658 | 4088.918 | 0.876 117 5
tree2 6115.507 | 4777.199 | 0.862 15 3
treetune | 5059.876 | 3753.776 | 0.888 49 4

machine learning models. Further research should investigate
the potential for generalising our findings across different
domains and data types. Additionally, new methods for
enhancing the interpretability of complex models should
be explored, and the trade-offs between model accuracy
and transparency should be futher refined. Exploring the
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TABLE 10. Standard deviation of the model types.

Model Rmse sd [Maesd | R?sd Parameters | Rank
type sd sd sd

gbm 10250,37 | 9273,528 | 0,049 197,831 0,825
knn 3768,624 | 2986,656 | 0,072 23,178 0,825
Im 3594,342 | 2820,662 | 0,049 0,874 0

mb 3200,109 | 2494,274 | 0,044 19,664 0,825
mbsp 3209,118 | 2510,207 | 0,041 1477,563 0,825
nn 7941,127 | 6189,823 | 0,067 7,389 0,803
rf 3107,812 | 2438,706 | 0,04 345452,6 0,825
svm 3679,108 | 2943,345 | 0,047 603,39 0,825
tree 3389,731 | 2648,504 | 0,07 46,805 0,825

TABLE 11. Median of the model types.

Model Rmse sd [Maesd | R? sd Parameters | Rank
type sd sd sd
gbm 21068180 3698,344 | 0,908 400 19
knn 32012570| 4116,377 | 0,889 32 7
Im 27831942 4321,563 | 0,901 11 2
mb 21925390| 3758,686 | 0,915 120 10
mbsp 20252630 3567,517 | 0,919 4693 13
nn 16486004 | 3164,449 | 0,908 61 25
rf 24414759 3838,327 | 0,921 48792 22
svm 23647475/ 3611,393 | 0,911 1704 16
tree 33907342| 4088,918 | 0,876 49 4

integration of hybrid models that combine interpretable
and non-interpretable components could offer a promising
avenue for optimizing both predictive performance and inter-
pretability. We recommend that researchers should prioritize
more interpretable models when predictive performance
is comparable, and this scale provides a practical tool
to implement this interpretability heuristic efficiently and
transparently.

ADDITIONAL TABLES
See Tables 8-11.
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