
THE PROGENITORS OF TYPE IIP SUPERNOVAE

Emma R. Beasor

A thesis submitted in partial fulfilment of the requirements of

Liverpool John Moores University

for the degree of

Doctor of Philosophy.

April 2019



Declaration

The work presented in this thesis was carried out at the Astrophysics Research Insti-

tute, Liverpool John Moores University. Unless otherwise stated, it is the original work

of the author.

While registered as a candidate for the degree of Doctor of Philosophy, for which sub-

mission is now made, the author has not been registered as a candidate for any other

award. This thesis has not been submitted in whole, or in part, for any other degree.

Emma R. Beasor

Astrophysics Research Institute

Liverpool John Moores University

IC2, Liverpool Science Park

146 Brownlow Hill

Liverpool

L3 5RF

UK

ii



Abstract

Mass-loss prior to core collapse is arguably the most important factor affecting the

evolution of a massive star across the Hertzsprung-Russel (HR) diagram, making it the

key to understanding what mass-range of stars produce supernova (SN), and how these

explosions will appear. It is thought that most of the mass-loss occurs during the red

supergiant (RSG) phase, when strong winds dictate the onward evolutionary path of

the star and potentially remove the entire H-rich envelope.

Uncertainty in the driving mechanism for RSG winds means the mass-loss rate (Ṁ )

cannot be determined from first principles, and instead, stellar evolution models rely

on empirical recipes to inform their calculations. At present, the most commonly used

Ṁ -prescription comes from a literature study, whereby many measurements of mass-

loss were compiled. The sample sizes are small (<10 stars), highly heterogeneous in

terms of mass and metallicity, and have very uncertain distances from observations

and analysis techniques that at best provide order-of-magnitude estimates compared

to what is possible today. The relation itself contains large internal scatter, which

could be the difference between a star losing its entire H-envelope, or none of it at all.

More modern efforts to update the RSG mass-loss rate prescription rely on samples

which suffer from statistical biases, for example by selecting objects based on mid-IR

brightness or circumstellar maser emission, and hence are inevitably biased towards

higher mass-loss rate objects.

It is the aim of this thesis to overhaul our understanding of RSG mass-loss. By se-

lecting RSGs in clusters, where the initial mass and metallicity are known, I will be

able to observe how mass-loss changes as the star approaches SN and compare this to
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what is currently implemented in stellar evolutionary models. Ultimately, I will mea-

sure Ṁ values and luminosities for RSGs in 5 different clusters of varying ages, thus

targeting RSGs of different initial masses. I will then combine these mass-loss rate-

luminosity relations to derive a new initial mass-dependent mass-loss rate, which can

be implemented into stellar evolutionary models.
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in the form log(Ṁ/M�yr
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contours. It can be seen that while there is some degeneracy between

inner dust temperature and optical depth the value of Ṁ is independent
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Chapter 1

Introduction

Red supergiants (RSGs) are the end point in evolution for massive stars with initial

masses of between ∼8 – 25 M� before they end their lives as core collapse super-

novae1. The enriched material expelled from the dying star enriches the interstellar

medium and drives subsequent galaxy evolution, ultimately determining many fun-

damental observational properties, including the mass-metallicity relation (e.g. Zahid

et al., 2014) and the low-mass end of the galaxy mass function (e.g. Crain et al., 2017).

Large scale cosmological simulations of galaxies require knowledge of the supernova

(SN) rate (the number of SN per unit mass of star formed per unit time) which itself is

derived from stellar evolutionary theory. Crucially, it is imperative we know the evolu-

tionary end-state of massive stars as a function of their initial mass in order to predict

whether or not they will produce a SN, and if they do, what kind of SN (i.e. H-rich or

H-poor). It is the aim of this thesis to improve our understanding of how massive stars

end their lives by focusing on their mass-loss behaviour prior to death. In the following

section, I will summarize the evolution of massive stars before discussing the impact

mass-loss can have on a star’s evolutionary path.

1There is some evidence that some stars within this mass range may end their lives by collapsing
directly to black holes with no supernova event, e.g. Kochanek et al. (2008), but the rate of this is
unclear.

1
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Figure 1.1: A simplified HRD. Taken from http://lcogt.net/spacebook/h-r-diagram/

1.1 Massive star evolution

An early step in understanding stellar evolution came from the creation of the Hertzsprung-

Russell diagram (HRD), in which the effective temperature of a star (Teff) is plotted

against its luminosity (Lbol), clearly showing that stars tend to sit in well defined groups

(see Fig. 1.1 for an example). Stars spend the majority of their lives on the Main Se-

quence (MS) before the core hydrogen is exhausted, and the exact time spent here de-

pends on the initial mass of the star. For intermediate and low mass stars (Mini<8M�),

MS lifetime is on the order of 108yrs, while for high mass stars (Mini>8M�) the MS

lifetime is shorter, with MS lifetimes for the highest mass stars being on the order of

107 yrs (Meynet et al., 2015). RSGs occupy the upper right region of the HR diagram,

as some of the most luminous objects in the Universe. Indeed, at infrared wavelengths

RSGs dominate the flux output of young clusters and galaxies (Gazak et al., 2014).



1.1. Massive star evolution 3

1.1.1 Core Evolution

Early studies of massive star evolution (e.g. Stothers & Chin, 1968; Stothers, 1969)

showed that a star’s position on the HR diagram can shed light on the interior structure

of the star. Under the assumption the outer convective envelope of the star does not

mix with the layers below, early models (Stothers & Chin, 1968) suggested that the

RSG phase is where core helium burning is initiated. Since then, much progress has

been made on the study of RSGs, with many stellar models focusing on the evolution

of massive stars (e.g. Meynet et al., 1994; Georgy et al., 2013; Ekström et al., 2012;

Brott et al., 2011). I now will describe the current understanding of the evolution of a

massive star (Mini> 8M�) from MS to SN.

Throughout the MS a star undergoes hydrogen fusion within the convective core, gen-

erating energy and helium. Once the H core is exhausted, due to the efficient convec-

tive mixing, the entire core is depleted of its fuel almost instantaneously (compared to

the contraction/expansion timescale). From here, the evolutionary path followed by a

massive star differs greatly to the path followed by a lower mass star. Without core

H fusion, the core of the star contracts, causing the envelope to expand via the mir-

ror principle. The effective and surface temperatures of the star decrease, crossing the

HRD, through the ‘Yellow Void’ to join the RSG branch. Lower mass stars tend to

cross the HRD more quickly than higher mass stars, but the exact crossing timescale

depends on many factors, including metallicity, convection, mass-loss and the treat-

ment of mixing. For stars at the lower end of the RSG initial mass range (∼8M�),

the evolution towards the RSG branch happens on a thermal timescale, which for a

typical RSG is ∼ 103 − 104yrs. Since this timescale is extremely short compared to

the lifetime of the star, virtually no energy is lost during this time, and the expansion

of the envelope is almost adiabatic. The luminosity of these stars decreases during the

red-ward evolution. As the star does work converting thermal energy into potential

energy, it gets fainter while it is expanding. This reduction in luminosity can be seen

in evolutionary tracks, for example see the 9M� track in Fig 1.2 (Meynet & Maeder,

2003; Ekström et al., 2012). The star then returns to a luminosity comparable to that

when it left the MS, and continues to get brighter as the He core mass grows. For the
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Figure 1.2: Evolutionary tracks for rotating and non-rotating models at Z = 0.020 (Meynet &
Maeder, 2003).

higher mass stars, see e.g. the 20M� track in Fig. 1.2, the expansion is slower than for

the lower mass stars and He burning begins in the blue phase.

The star has now smoothly transitioned to He burning2, and is made up of a He burn-

ing core surrounded by a radiative H-burning shell and a highly convective envelope.

Eventually, the He in the core is depleted, leaving a convective C-burning core sur-

rounded by He and H shells in the radiative zone above the core. This process contin-

ues, with nuclear burning in the core fusing successively heavier metals in short lived

phases. The final stage is when the core has fused to become inert iron, and further

nuclear fusion can no longer take place. At this point, the star can no longer support

itself against gravitational collapse and the outer layers of the star crash onto the core

producing a supernova.

2unlike for lower mass stars (<8M�) there is no Helium flash as the core is not degenerate
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1.1.2 Effect of mass-loss on evolution

Mass-loss prior to and during the RSG phase has significant effects on the onward

evolution of a star. For stars with initial masses greater than 60M�, the mass-loss rates

can be significant enough that a large fraction of the outer envelope is removed during

the MS3. Thus, without enough envelope left to swell up, the most massive stars do

not undergo an RSG phase (e.g. Stothers & Chin, 1968, 1978) and instead remain

in the blue region of the HR diagram, as either blue supergiants (BSGs) or luminous

blue variables (LBVs). This in turn means that high mass-loss on the MS causes a

maximum possible luminosity for RSGs, this is discussed in greater detail in Section

1.2.

The final fate of stars that do experience an RSG phase is largely driven by mass-loss

during this time. As demonstrated by Maeder (1981), in the case of no mass-loss,

a star of 60M� reaches the RSG phase and remains there until SN, whereas even

moderate mass-loss causes a blueward motion in the HR diagram by removing the

H-rich envelope. This is shown in a Kippenhahn diagram in Fig. 1.3, taken from

Maeder (1981). The star undergoes a brief RSG phase before the stellar winds peel

away the envelope and leave a WR star (between ages of log(6.8)yrs and log(6.9)yrs

in the diagram) which in turn will end its life as a H-poor SN.

For lower mass RSGs, their mass-loss rates are not thought to be high enough to re-

move the envelope (e.g. Maeder, 1981; Meynet & Maeder, 2003) and instead these

stars remain in the RSG phase until SN. Despite the brevity of the RSG phase (∼106yrs,

e.g. Georgy et al., 2013) the high mass-loss rates mean that a substantial fraction of the

envelope may be lost during this phase, affecting the stars final position on the HR di-

agram. Many studies have explored the effect of increasing mass-loss during the RSG

phase by arbitrary amounts for lower mass stars(e.g. Meynet et al., 1994; Georgy,

2012). This is of particular importance for predicting what mass-range of star will

explode in the RSG phase, see Section 1.3.2.

3Note that at extremely low metallicities mass-loss can be so weak that even the highest mass stars
(>60M�) do not lose much mass on the MS.
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Figure 1.3: Kippenhahn diagram for a 30M� star undergoing strong mass-loss, taken from
Maeder (1981). In this diagram the cloudy regions represent fully convective zones, diagonal
hatched zones represent areas of nuclear burning where the energy production rate is high and
vertical hatched zones represent convectively mixed zones.

1.2 Observations I: The Humphreys-Davidson Limit

An important empirical constraint on massive star evolution comes from the maxi-

mum observed luminosity limit for RSGs. This upper limit for the luminosities (Lmax)

of RSGs has long been observed (e.g. Stothers, 1969; Sandage & Tammann, 1974),

and later was termed the Humphreys-Davidson (H-D) limit (Humphreys & Davidson,

1979). In Humphreys & Davidson (1979) and Humphreys (1983) the observed HR

diagrams for supergiants in the Galaxy, Large Magellanic Cloud (LMC) and Small

Magellanic Cloud (SMC) were compared (see Fig. 1.4), finding that while distribution

of spectral types differed (stars evolve to earlier spectral types at lower metallicities),

the luminosities for each galaxy were comparable, with a maximum observed lumi-

nosity limit of log(L/L�)= 5.8.

Humphreys & Davidson (1979) proposed that the maximum luminosity threshold for

supergiants is determined by the mass-loss a star experiences during its lifetime, via

strong winds or eruptive mass-loss episodes, such as those seen for luminous blue
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Figure 1.4: Top panel: Figure showing the bolometric magnitudes for stars in the Milky Way
across spectral types O to M. The solid line defines the approximate maximum brightness for
supergiants. Bottom panel: same as above but for LMC stars. Taken from Humphreys &
Davidson (1979)

variables (LBVs). As mass-loss rate depends on the initial mass of the star, above some

initial mass the winds are strong enough that the H-envelope is removed by the time

the star leaves the MS. These objects remain on the blue side of the HRD, becoming

Wolf-Rayet (WR) stars. Thus, strong mass-loss prevents the highest initial mass stars

from becoming RSGs, causing the observed maximum luminosity.

To calculate Lmax Humphreys & Davidson used optical photometry and converted to a

bolometric magnitude using a V -band bolometric correction (BCV ). For RSGs in par-

ticular, using the V-band magnitude to select objects may result in the dust enshrouded

stars (such as those studies in Van Loon et al. (2005)) having their luminosities under-
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estimated. In the most extreme cases, heavily dust enshrouded objects may be totally

extinguished at optical wavelengths and hence be missed from the sample altogether.

Further uncertainty comes from the assumed bolometric corrections for RSGs, diffi-

culty in estimating the distances to Galactic RSGs and an outdated distance modulus

to the LMC, all of which create large systematic uncertainties on Lmax.

The H-D limit was revisited in Davies et al. (2018), this time focusing solely on the

Small and Large Magellanic Clouds (MCs), for which the distances are better con-

strained than for Galactic RSGs (Pietrzyński et al., 2013). Using a more complete data

set and calculatingLbol by using the entire SED for each star, Davies et al. (2018) found

that value of Lmax is in fact lower than proposed by Humphreys & Davidson (1979), at

around log(L/L�)= 5.5. This result suggests that single-star models dramatically over

predict the number of RSGs at the highest luminosities.

Stellar winds may provide a plausible explanation for this reduction in Lmax. Stronger

winds during the MS would allow lower mass stars to peel off their envelopes before

reaching the RSG phase, thus reducing Lmax. An increase in mass-loss during the

RSG phases themselves would reduce the amount of time a star of a given initial mass

would spend in this phase of evolution, as strong winds drive evolution back to the blue.

Shorter lifetimes in the RSG phase would reduce the number of objects observed in this

region, and again reduce Lmax. However, later in this thesis I will show that increasing

mass-loss during the RSG phase has little empirical justification, see Chapters 2,3 and

5. Davies et al. (2018) speculated that a short period of enhanced mass-loss in the final

104yrs of a star’s life could remove a significant fraction of the total mass, see Section

5.5 for further discussion.

1.3 Observations II: Type IIP Progenitors

Another observational constraint on the evolutionary path followed by massive stars

comes from observations of SN progenitors. Specifically, SN have been observed with

long plateau light curves (known as IIP SNe), indicative of the core collapse of a pro-
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genitor with an extended hydrogen envelope (e.g. Doggett & Branch, 1985). When an

explosion site has been imaged prior to SN (e.g. see Fig. 1.5) it is possible to directly

confirm SN progenitors and estimate their final luminosities. Smartt et al. (2004) were

the first to directly confirm an RSG progenitor to a Type IIP SN, and since then, there

have been 14 confirmed RSG progenitors (e.g. Maund et al., 2011; Fraser, 2016).

Once progenitors have been detected in pre-explosion imaging, their masses may be

estimated (see later). The next logical step is to compare observed masses to evolution-

ary predictions. Stellar evolutionary models predict that RSGs with masses between

8-25M� will end their lives as Type IIP SN (Meynet & Maeder, 2003; Ekström et al.,

2012). Above this mass, stars are expected to evolve back to the blue and die as H-poor

SN (e.g. Type Ibc). The first attempt to analyse progenitors in the framework of stel-

lar evolution was in Smartt et al. (2009), later updated in Smartt (2015). Smartt et al.

undertook a 10.5-yr, volume limited study (28 Mpc) in which they searched for SNe

progenitor stars to further understand what kind of progenitors produce which types of

SNe. From this work, the authors argued that there were no progenitors in the higher

end of the predicted mass range, with a maximum initial mass cut off of 17M�. Fig-

ure 1.6 shows the most likely minimum and maximum initial mass observed for the SN

progenitors in the Smartt et al. (2009) study. These results challenged the predictions

made by stellar evolutionary theory at the time (Meynet & Maeder, 2000; Meynet &

Maeder, 2003), implying a maximum log(L/L�) for RSGs of ∼5.2 with stars above

this luminosity ending their lives in a different region of the HR diagram (and hence as

different type of SN). This friction between observations and theory was termed ‘the

Red Supergiant Problem’.

1.3.1 The Red Supergiant Problem

One natural question that arises from the Smartt et al. (2009) study was, what is the

fate of the massive RSGs between 17 and 25M�?

Smartt et al. suggested that the vast majority of stars above 17M� could collapse

to form black holes with either very faint SNe or no explosion at all. Since, many
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Figure 1.5: Pre-explosion images for 3 SN taken from Smartt (2015).
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Figure 1.6: Figure showing the range of possible initial masses for Type IIP SN progenitors
from Smartt et al. (2009). The contours show the 68%, 90% and 95% confidence limits.
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studies have attempted to follow up on this suggestion by searching time-resolved

survey data for stars which disappear with no SN (Kochanek et al., 2008; Gerke et al.,

2015). At present only 2 promising candidates have been identified (Reynolds et al.,

2015; Adams et al., 2017) with all other candidates suggested by Gerke et al. (2015)

remaining inconclusive.

It was also discussed whether or not the ‘missing’ progenitor stars could have exploded

as other types of SN; II-n, II-b and II-L. The fraction of stars born with high masses

(between 17 and 25M� ) is comparable to the combined rate of II-L, IIn and IIb SNe

suggesting a possible link (Smartt et al., 2009). There have indeed been observations

of high mass progenitors for Type IIn SNe (e.g. Smith et al., 2011), however Smartt

(2015) argues the rate of IIn SN is still not high enough to account for the missing

progenitors. More recently there is growing evidence that rather than existing as dis-

crete categories, II-L, II-P and II-n SN are more of a continuum. For example Smith

et al. (2015) showed that SN PTF11iqb, originally classified as a IIn, was in fact the

explosion of an RSG progenitor undergoing mass-loss. The early spectrum of the SN

showed WR features, before these features weakened and the light curve became more

typical of a IIL or IIP SN. As yet, there is no consensus on the true nature of the

progenitor to this SN.

Circumstellar dust has also been considered as a possible solution to the RSG problem.

Walmswell & Eldridge (2012) suggested that by failing to take into account the addi-

tional extinction resulting from RSG winds, the luminosity of the most massive red

supergiants at the end of their lives is underestimated. Extra extinction around a star

will cause it to appear dimmer, and hence a lower luminosity will be inferred. As mass

estimates are based on mass-luminosity relations, a lower inferred luminosity would

result in initial mass being under estimated. While Smartt et al. did provide extinc-

tion estimates of nearby supergiants and of the SN itself throughout their paper, only

foreground extinction was taken into account, which have been shown to be underesti-

mates (Maund, 2017). A plausible suggestion is that if RSG were to produce extra dust

local to the star, this would be destroyed in the SNe. It is known that RSG form dust

in their winds and infrared interferometry has shown that this dust can lie very close to
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the star itself (Danchi et al., 1994). However, Kochanek et al. (2014) argued that even

when the optical depth of the dust shell is high, a high enough fraction of the photons

scattered within the dust layer are scattered back into the line of sight. Thus, for all but

very high optical depths, the net reduction in observed luminosity is small.

From a stellar evolutionary theory point of view, tweaking the mass-loss can result in

a lower predicted Lmax for RSGs. The effects of substantially increasing Ṁ by factors

of 10 or more have long been shown to have significant effects on the evolutionary

path followed by massive stars (e.g. Georgy, 2012, as discussed earlier). More re-

cent attempts to reconcile the RSG problem have involved increasing Ṁ during the

RSG phase by factors of 3, 5 and 10 (see Figure 1.7, Georgy, 2012). Indeed, the end

points of the 15M� track with Ṁ increased by a factor of 10 agree well with observa-

tions of some yellow supergiant (YSG) progenitors. Georgy (2012) suggest that while

enhanced mass-loss during the RSG phase may not be universal, a combination of

standard and enhanced Ṁ can reproduce observations of the maximum mass of RSG

progenitors as well as the reduced HD limit. However, throughout this thesis I will

show that the observational case for enhanced Ṁ through the RSG phase is weak.

1.3.2 A possible resolution to the red supergiant problem?

Observational constraints on the mass range of Type IIP progenitors are vital to bet-

ter inform stellar evolutionary models. However, the process of determining initial

masses itself has a number of associated uncertainties. As the majority of progenitor

detections are either single-band or upper limits from non-detections, the magnitude

is converted to a bolometric luminosity using a bolometric correction (BC). In Smartt

et al. (2009) the BCs used were those of Levesque et al. (2005). Smartt et al. used

a spectral type range of M0±3 subtypes, stating this range is appropriate for a typi-

cal RSG, to estimate Lbol. This luminosity is in turn used to find an initial mass for

the progenitor, using a mass-luminosity relation from stellar evolutionary models. The

process of converting a pre-explosion magnitude to an initial mass involves several

steps (extinction correction, bolometric correction, mass-luminosity relation), all of
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Figure 1.7: HRD for 12, 15 and 20M� stars with different levels of mass-loss applied. Taken
from Georgy (2012).
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which are potentially subject to systematic uncertainties (discussed at length in Davies

& Beasor, 2018).

Davies & Beasor (2018) used RSGs in clusters to determine how the bolometric correc-

tion changes as the stars evolve towards SN. The authors found that the stars closest to

death are later spectral types (i.e. they appear redder than early stage RSGs) and hence

require a different bolometric correction to derive Lbol. When re-appraising the pro-

genitor masses, Davies & Beasor (2018) assumed that the RSGs were of later spectral

types and used the new empirically motivated bolometric corrections and extinction

estimates from Maund (2017). In all, when taking systematic effects into considera-

tion the likely upper mass limit for RSG progenitors was found to be∼19M�
+2.5
−1.3 with

a 95% confidence limit at <27M�. Further to this, when taking into account finite

sample effects, the upper mass limit is 25M� (<33M�) thus eliminating the tension

between observations and stellar evolutionary theory. Increasing Ṁ to solve the red

supergiant problem is therefore not necessary.

1.4 Observations III: The blue-to-red supergiant ratio

The ratio of blue to red supergiants (B/R) may also shed light on the evolutionary path

followed by massive stars. From B/R we can determine the ratio of time spent in the

blue and red regions of the HR diagram after a star has left the main sequence. Strong

mass-loss during the RSG phase has the potential to shorten the amount of time a star

spends in the red region of the HR diagram, see further discussion below.

Variations in the B/R ratio have long been observed (e.g. Walker, 1964; Hartwick,

1970; Humphreys & Davidson, 1979; Cowley et al., 1979), specifically observations

in the Galaxy show that there are a larger proportion of RSGs at lower metallicities

(Humphreys & McElroy, 1984), and indeed there are more RSGs found in Galactic

clusters than in SMC clusters (Meylan & Maeder, 1982). Many subsequent studies

have also shown the trend of decreasing B/R with metallicity (e.g. Humphreys & McEl-

roy, 1984; Carney et al., 1985; van den Bergh & Hagen, 1968), but evolutionary models
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have struggled to reproduce this result theoretically (see Langer & Maeder, 1995, for

a review).

The consensus seems to be that the difficulty in reproducing the B/R is due to the

sensitivity of internal physics implemented in the models, e.g. convection and levels

of core overshooting. Models with a given set of parameters can either reproduce B/R

at low metallicity, or at high metallicity, but there is no single set of models that can

reproduce B/R across all metallicities (Langer & Maeder, 1995; Maeder & Meynet,

2003). Mass-loss also has the potential to play a role. For a star in the He-burning

phase of evolution, if the He core contains a large enough fraction of the total mass of

the star it will return to the blue of the HR diagram (Chiosi et al., 1978; Maeder, 1981).

Therefore, if strong mass-loss occurs during the RSG phase it will become a BSG or

WR star, thus changing the amount of time spent in the RSG phase and the B/R ratio.

This implies that once a star has reached the RSG phase, it would require lower levels

of mass-loss in order to maintain its H envelope, and remain on the cool side of the HR

diagram.

1.5 Red Supergiant Mass-Loss

Having mentioned already how Ṁ during the RSG phase may affect various observed

phenomenon on the HR diagram, I now discuss the nature of this mass-loss. The first

discovery of the winds of RSGs came from Deutsch (1956), where the massive M-

type supergiant α Herculis was found to share a common circumstellar envelope with

its visual companion. Deutsch (1956) also states that absorption lines had also been

observed for several other M-supergiants, indicative of a circumstellar envelope. Fol-

lowing this work, Deutsch (1960) surveyed other red supergiants, finding circumstellar

lines were common in M0 (and later) type stars (see also Wilson, 1960). Thus Deutsch

concluded that α Her is not alone, and mass-loss may be an important process in the

evolution of all other late-type supergiants. In the later work of Gehrz & Woolf (1971)

the mid-IR excess was first observed, implying RSGs have warm dust in their CSM.
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1.5.1 The winds of RSGs

At present, the wind driving mechanism in RSGs remains uncertain, and so the mass-

loss rate of an RSG cannot be determined from first principles. Initially it was thought

that the winds were driven by radiation on dust grains (e.g. Deutsch, 1956; Stothers,

1969; Gehrz & Woolf, 1971), however some studies suggest this cannot explain how

the wind is driven in the dust free cavity nearest to the star, which can extend to 20

stellar radii (e.g. Ohnaka et al., 2008).

More recently it has been suggested that large scale photospheric convection could

trigger mass-loss, by lowering the effective surface gravity. In conjunction with ra-

diative pressure on molecular lines, convection could contribute to initiating mass-loss

(Josselin & Plez, 2007). Indeed, large scale convective cells have since been observed

for RSG Betelgeuse (e.g. López Ariste et al., 2018; Kervella et al., 2018).

Stellar pulsations have also been suggested as an important factor for RSG winds (e.g.

Van Loon et al., 2008; Yoon & Cantiello, 2010) but the detailed mechanisms are still

poorly understood.

1.5.2 Mass-loss rate measurements

Dust shell modelling

One commonly used method to estimate mass-loss is to model the mid-IR dust emis-

sion by solving the radiative transfer equation through the dusty wind.

Many early studies of RSG winds use this technique, Gehrz & Woolf (1971) used

broad band mid-IR photometry to estimate Ṁ , fitting these data points to dust shell

models. In these models, the authors fixed the inner dust temperature to Tin=900K (see

discussion in Section 2.2.1), and assume the wind is driven by radiation pressure to

estimate an outflow velocity (the driving mechanism for RSG winds is unknown, see

Bennett, 2010).
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Today, there are a number of codes available for dust shell modelling, such as MO-

CASSIN (Ercolano et al., 2003), 2-DUST (Ueta & Meixner, 2003) and DUSTY (Ivezic

et al., 1999). Throughout this study, I will be using DUSTY. While MOCASSIN and

2-DUST both have the capacity to model asymmetrical dust shells, taking into account

effects such as clumping, this is not necessary for this study (see Section 2.2.1 for

further discussion).

DUSTY is an open source dust shell modelling code that solves the radiative transfer

equation for a star obscured by a 1-D spherical dust shell of a certain optical depth

(τV, optical depth at 0.55µm), inner dust temperature (Tin) at the innermost radius

(Rin), density profile ρ(r) and temperature structure T(r), for a given dust chemical

composition and grain size (a).

As photons travel through the circumstellar medium (CSM) surrounding a star, there

are a number of factors that will affect how the star appears to us. If the dust shell

is optically thin, photons are able to pass through the atmosphere easily with little in-

teraction. If the dust shell is optically thick, photons will interact more and become

scattered (or absorbed and re-emitted) before they escape. For dust enshrouded stars,

the emerging radiation can be significantly altered when compared to the source radi-

ation from the star. The radiative transfer equation describes how a star will appear to

us after the emitted photons have passed through the CSM. The equation in simplified

form is

I0, λ(0) = I1e
−τλ + Sλ(1− e−τλ) (1.1)

where Iλ(0) is the observed radiation, I1 is the emitted radiation from the star, τλ is

the optical depth of the dust shell at wavelength λ and Sλ is the source function (the

ratio of emission to absorption processes). For a purely absorbing medium at local

thermodynamic equilibrium (i.e. the length-scale for temperature changes is much

longer than the mean-free-path for particle collisions) the source function is simply the

Planck function, which itself is dependent on the local temperature. If the scattering is

high, then the source function simply equates to the intensity of the star as all radiation



1.5. Red Supergiant Mass-Loss 19

scattered within the dust shell is re-emitted at the same wavelength (e.g. Kochanek

et al., 2014).

The DUSTY code assumes the source object is in radiative equilibrium, meaning that

the luminosity of the (in this case) star is the same at all radii. As a result, the temper-

ature of the star scales as T ∼ 1/r1/2, where r is the radial coordinate from the centre

of the star. The optical depth of an atmosphere depends on the opacity κ and density ρ

as a function of distance s from the star (τ =
∫
κρ ds). Opacity is determined from the

chemical composition of the dust, and is contained within look-up tables provided in

DUSTY for six common grain types (the dust surrounding RSGs has been confirmed

by observations to be oxygen rich, e.g. Sargent et al., 2011). Specifically, the ratio of

light that is scattered or absorbed is calculated using Mie thoery, which states that the

scattering efficiency of the dust is dependent on the grain size.

This work assumes a steady state wind with a constant velocity, or a density profile of

ρ ∼r−2. At a certain distance D, the circumstellar dust has no impact on the observ-

able SED as it is too cool and too low density, and therefore equilibrium is reached on

a timescale teq = D/v∞, where v∞ is the outflow velocity of the wind. For an RSG,

the inner dust radius is approximately 20 stellar radii (Ohnaka et al., 2008). If we as-

sume the stellar radii, R?, is 108km, the outer boundary of the dust layer, Rout, lies

at approximately 1011km. For a wind where v∞ is 25km/s, the equilibrium timescale

is approximately 10,000 years. Fluctuations in mass-loss, such as episodic mass-loss

events, that occur on timescales far smaller than teq would be undetectable. Any fluc-

tuations larger than this would result in a density profile either steeper or shallower

than ρ ∼r−2, an effect which can be mimicked by altering the position of the inner dust

radius (see in depth discussion in 2.4.2).

DUSTY also has the option of a radiatively driven wind with an acceleration zone,

however as radiatively driven winds have been shown to be inadequate for explaining

the mass-loss from RSG (see 1.5) we have chosen to model the wind as steady state

(i.e. a constant outflow velocity). Indeed, Groenewegen (2012) showed that computing

winds in the radiatively driven wind mode can result in Ṁvalues that are up to 60 times

higher than those calculated when using the former DUSTY mode. This is due to the
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acceleration zone within radiatively driven wind models. In such a model, the outflow

velocity is small at low radii, and so for a fixed mass-loss rate the density required in

the radiatively driven wind paradigm is higher than that for a steady state wind. This

in turn results in more emission from the dust per unit mass-loss rate, and for a given

mid-IR excess the mass-loss rate will be higher.

Ultimately, to determine a value for Ṁ , we need to determine a dust shell mass. For

this, we need to know the gas-to-dust ratio (rgd), optical depth (τ ) and the inner dust

temperature, Tin, i.e. the temperature at the innermost dust boundary, Rin, of the dust

shell. Many studies fix the value of the inner dust temperature to the literature value

of 1200K, however in this work we will leave Tin and τ as free parameters, finding the

best fit solution and determining the dust shell density ρr. To convert dust shell mass

into a value for Ṁ an outflow velocity must be assumed. In Chapter 2 I will discuss

this in detail.

Other methods

Another method to derive mass-loss rates for cool supergiants is by modelling the

wind’s molecular emission lines in the mid-IR. CO rotational lines have long been

used to probe the circumstellar environment (CSE) of AGB stars (e.g. Knapp et al.,

1982; Knapp & Chang, 1985; Olofsson, 1993), and is useful as almost all of the el-

emental carbon is found within CO molecules throughout the envelope Decin et al.

(2006). Specifically, the low excitational transition J to J − 1 can be used to derive

density, velocity and temperature in the envelope of the star. More recent studies have

combined observations of low and high excitational lines (De Beck et al., 2010) to

better probe mass-loss of AGBs and RSGs.

There are many reasons CO is a useful probe of CSM. CO is the most abundant

molecule in the envelope, and the lines are weak enough that they do not saturate

(except in the case of extreme mass-loss rates). However, this method requires a large

correction factor to derive a value for Ṁ from the CO line strength alone, as the over-

all quantity of CO in the winds is relatively low (De Beck et al., 2010). The fractional
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CO abundance (fCO) depends on to what degree C and O are fully associated in the

envelope. Solar abundances assuming full association suggest fCO between 5×10−4

and 10−3, but this is likely to be larger for more massive M-type stars (see Höfner &

Olofsson, 2018).

To derive Ṁ from CO lines radiative transfer codes are used (e.g. Groenewegen, 1994;

Schöier & Olofsson, 2001; Decin et al., 2006). De Beck et al. (2010) provide Ṁ

estimates based on many CO lines for 47 sample stars. By accounting for line satu-

ration the authors are able to probe at much higher Ṁs than previous works, finding

RSGs reach mass-loss rates between 2×10−7M� yr−1 and 3×10−4M� yr−1. While

this method is a useful tool for deriving Ṁ , large exposure times are required to have a

high enough signal-to-noise to fully resolve the CO lines. As a result of this, it would

not be possible to use this method for stars in the LMC or SMC.

It is also possible to use atomic lines to study mass-loss. For example, Sanner (1976)

determined Ṁ for red giants and RSGs using photoelectric scans of optical resonance

lines. By making assumptions about the physical properties of the CSM (e.g. physical

detachment from the photosphere) and using the metal lines to determine the density

and wind velocity, a value for Ṁ can be estimated. The authors speculate that the value

of Ṁ found is likely within a factor of 6 of the true value, but may in fact have larger

errors depending on the abundance of the metals relative to hydrogen as they assume

cosmic abundances of the elements.

RSGs in binary systems with B stars are another useful method for determining mass-

loss. In such a system, the B star contributes to almost all of the flux in the ultraviolet

(UV). When the B star passes behind its companion, the absorption spectrum of the

RSG wind is visible in the B star continuum. For example, the mass-loss of M su-

pergiant α Sco A was determined by using high dispersion spectra of both α Sco A

and its MS companion α Sco B (Kudritzki & Reimers, 1978). Visual binaries allow

for sharp circumstellar lines to be separated from the photospheric spectra and can be

treated as pure absorption lines, unlike for single stars where circumstellar lines can be

difficult to separate from the strong photospheric lines (Reimers, 1977). While these

studies provide a reliable measure of mass-loss there are not many visual binary sys-
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tems for which this exercise can be repeated, and hence the prescription is based only

on a handful of objects.

1.5.3 Implementation of mass-loss in evolution models

As the mass-loss mechanism remains elusive, stellar evolution models rely solely on

mass-loss rate prescriptions which have been derived empirically.

An early parameterisation of Ṁ came from Reimers (1975), updated in Kudritzki &

Reimers (1978). Using mass-loss rates from circumstellar absoprtion features, chro-

mospheric emission lines and data from Gehrz & Woolf (1971), Reimers (1975) sug-

gested mass-loss could be characterised as Ṁ = ηLR/g (in Solar units, with η be-

ing a free parameter). This relation was updated using constraints from Kudritzki &

Reimers (1978), where visual binary systems were used to derived absolute mass-loss

rates. From this, the Reimers relation could be calibrated to Ṁ = 5.5× 10−13LR/g.

Currently the most widely used Ṁ -prescription is that of (De Jager et al., 1988, ,

hereafter dJ88), in which the authors undertook a literature study and compiled mass-

loss rate measurements for 271 field stars across spectral types O through M, of which

15 are RSGs. The RSG sample itself is highly heterogeneous in terms of initial mass

and metallicity of the star, and the methodology used to determine Ṁ is similarly

heterogeneous (see the previous section for discussion on the methods included). Many

of the methods used to calculate Ṁ result in large errors, as such the scatter on the Ṁ -

Lbol relation is large, approximately a factor of 10 (Mauron & Josselin, 2011). In terms

of evolution, a factor of 10 error on Ṁ could be the difference between a star losing

none or losing the entirety of the envelope.

More recent Ṁ -prescriptions have been derived, such as Van Loon et al. (2005) and

Goldman et al. (2017). These studies modelled the dust shell of AGBs and RSGs

using radiative transfer codes (e.g. DUSTY). However in both of these studied the

sample is skewed towards the highest Ṁ RSGs, by choosing dust enshrouded objects

(Van Loon et al., 2005) or objects that emit masers, a well known tracer of strong mass-
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loss (Goldman et al., 2017). For this reason, while these prescriptions are based on

larger data sets with a more homogeneous method, they are only applicable to objects

at the later phases of evolution when Ṁ is at its peak.

1.6 This thesis

The evolution of massive stars to supernovae is strongly influenced by mass-loss during

the RSG phase. Strong Ṁ has the potential to divert a star’s evolutionary path and send

the star back to the blue of the HR diagram. Observations of massive stars therefore

provide vital tests of stellar evolutionary theory.

There have been many observations found to be at conflict with theory, for example

the apparent lack of high mass RSG progenitors to CCSN, and many studies have

used varying mass-loss by large factors as a potential way to resolve any tensions. In

this study, I aim to constrain mass-loss during the RSG phase of evolution, ultimately

providing a new Ṁ -prescription to better inform stellar evolutionary theory.

At present, the most widely used Ṁ -prescription in stellar models contains large inter-

nal dispersion. This could be due to the fact that the samples used have relied on an

inhomogeneous set of RSGs (field stars) where Ṁs and luminosities have been derived

by a variety of different methods. The work I will present here will differ as I will be

focusing on RSGs in clusters. Stellar clusters provide a unique opportunity to know

the age, and hence initial masses, of the RSGs we are studying. This will allow me to

see how mass-loss varies not only with luminosity, but with the initial mass of the star

(discussed in great depth in Chapters 2,3 and 5.

This thesis will be structured as follows; in Chapter 2 I will first use an LMC cluster,

NGC 2100, as a pilot study, deriving Ṁ and luminosities for each of the 19 RSGs in

the cluster. In Chapter 3 I will expand this study to include two Galactic clusters, NGC

7419 and χ Per, comparing results to evolutionary models. Chapter 4 will describe

efforts to accurately measure the ages of the clusters in question, and derive initial

masses for the RSGs in each cluster. Finally, Chapter 5 will combine all of the work
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presented in the previous chapters, as well as including Ṁ and L measurements for

two more clusters, NGC 2004 and RSGC1, probing the high and low end of the RSG

initial mass range. This chapter includes new data from SOFIA as well as archival

data. Ultimately in Chapter 5 I will present a new initial mass dependent mass-loss

rate prescription for RSGs, which can be implemented in stellar evolutionary models.

In my final chapter I will discuss the conclusions of my work, as well as set out a plan

for future work.



Chapter 2

The Evolution of Red Supergiants to

Supernova I: NGC 2100

2.1 Introduction

This chapter presents work which has been published by Beasor & Davies (2016). The

data analysis and interpretation were conducted by E. R. Beasor. The initial draft of

the publication was written by E. R. Beasor, who then incorporated comments from

co-authors and from an anonymous referee in the final draft.

As already discussed in Chapter 1, knowledge of the mass-loss rates (Ṁ ) of red super-

giants (RSGs) is fundamentally important for understanding stellar evolution. Chang-

ing Ṁ has effects on the subsequent evolution of the star, as well as the supernova

(SN) type and eventual remnant (e.g. Maeder, 1981; Chiosi & Maeder, 1986).

This is particularly pertinent for issues such as the Red Supergiant Problem, where an

observed lack of progenitors at the upper end of the predicted RSG mass range is at

odds with stellar evolutionary theory (see Section 1.3.1 for an in-depth discussion).

Are all RSGs exploding as Type IIP SNe? Or does the extreme mass-loss affect the

final evolution of these massive stars? Stellar evolution models currently rely on obser-

vational or theoretical mass-loss rate prescriptions (e.g. De Jager et al., 1988; Reimers,

25
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1975; Van Loon et al., 2005; Nieuwenhuijzen & De Jager, 1990; Feast & Whitelock,

1992). A potential weakness of these prescriptions is that they have relied on obser-

vations of field stars, not coeval stars, leaving parameters of initial mass (Minitial) and

metallicity (Z) unconstrained which could potentially explain the large dispersions in

the observed trends. The implications of varying mass-loss during the RSG phase are

discussed at length in 1.1.2.

In this chapter I measure the amount of circumstellar material and estimate mass-loss

rates, to investigate whether this is correlated with how close the star is to supernova.

I model the mid-IR excess of 19 RSGs in stellar cluster NGC2100, each of which

I assume had the same initial mass and composition, but where the stars are all at

slightly different stages of evolution. This allows us to investigate the Ṁ behaviour

with evolution of the RSG.

I begin in Section 2.2 by describing the dust shell models and choice of input parame-

ters. In Section 2.2.2 I discuss applying this to the stars in cluster NGC 2100 and the

results I derive from the models. Finally, in Section 2.3.1 I discuss the results in terms

of RSG evolution and progenitors.

2.2 Dust shell models

The models used in this project were created using DUSTY (Ivezic et al., 1999). Stars

surrounded by circumstellar dust have their radiation absorbed/re-emitted by the dust

particles, changing the output spectrum of the star. DUSTY solves the radiative trans-

fer equation for a star obscured by a spherical dust shell of a certain optical depth (τV ,

optical depth at 0.55 µm), inner dust temperature (Tin) at the innermost radius (Rin).

Below I describe my choices for the model input parameters and the fitting methodol-

ogy.
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2.2.1 Model parameters

Dust composition

It is necessary to define a dust grain composition when creating models with DUSTY

as this determines the extinction efficiency Qλ, and hence how the dust shell will re-

process the input spectral energy distribution (SED). Observations of RSGs confirm

the dust shells are O-rich, indicated by the presence of mid-IR spectral features at

12 and 18 µm known to be caused by the presence of silicates. I opted for O-rich

silicate dust as described by Draine & Lee (1984). Ossenkopff ‘warm’ and ‘cold’ sili-

cates (Ossenkopf et al., 1992) were also considered resulting in only small changes to

the output flux. The differences in flux from each O-rich dust type were found to be

smaller than the errors on the photometry. I therefore concluded that the final results

were insensitive to which O-rich dust type was chosen.

Grain size, a

DUSTY requires a grain size distribution to be specified. Kochanek et al. (2012) used

DUSTY to model the spectrum for the RSG progenitor of SN 2012aw, opting for the

MRN power law with sharp boundaries, (dn/da ∝ a−3.5 for 0.005 µm < a < 0.25 µm;

Mathis et al., 1977). This power law is more commonly associated with dust grains

in the interstellar medium. Van Loon et al. (2005) also used DUSTY to model dust

enshrouded RSGs, choosing a constant grain size of 0.1µm. However, it is also stated

in this paper that the extinction of some of the most dust enshrouded M-type stars was

better modelled when a smaller grain size, 0.06µm or a modified MRN distribution,

between 0.01 and 0.1µm, was used. Groenewegen et al. (2009) also investigated the

effect of grain size on the output spectrum, finding a grain size of 1µm fit reasonably

well to the observations of O-rich RSG stars in the SMC and LMC. Using recent

observations of VY Canis Majoris, a nearby dust-enshrouded RSG, Scicluna et al.

(2015) suggested the dust surrounding the star has a constant grain size of 0.5µm. This

is in line with previous observations such as those by Smith et al. (2001), who found



2.2. Dust shell models 28

the grain size to be between 0.3 and 1µm. Taking all this into account I created models

for the MRN power law as well as constant grain sizes of 0.1, 0.2, 0.3, 0.4 and 0.5µm,

choosing 0.3µm as the fiducial grain size. However, as I am studying stars’ emission

at wavelengths much greater than grain size (λ > 3µm) the scattering and absorption

efficiencies of the dust are largely independent of the grain size. This is discussed

further in Section 2.3.3.

Density distribution

Here, I assumed a steady state density distribution falling off as r−2 in the entire shell

with a constant terminal velocity. The outflow velocities for RSGs in this sample are

not known, so I rely on previous measurements to estimate this value. Van Loon et al.

(2001) and Richards & Yates (1998) both used maser emission to map the dust shells

of other RSGs, finding v∞ values consistent with ∼20-30 km/s for the stars in their

samples. I opted for a uniform rate of 25 ± 5 km/s for the outflow wind. Radiatively

driven wind theory suggests that v∞ scales with luminosity, v∞ ∝ L1/4, though this

is negligible for the luminosity range I measure compared to the errors on luminosity.

It is specified that the shell extends to 10000 times its inner radius, such that the dust

density is low enough at the outer limit that it has no effect on the spectrum. A gas

to dust ratio is also required to be input, rgd. It has been shown that this quantity

scales with metallicity (Marshall et al., 2004), so while the gas to dust ratio for RSGs

in the Milky Way is around 200:1, for RSGs in the more metal poor LMC the value is

higher, around 500:1. I also assumed a grain bulk density, ρd of 3g cm−3. The values

adopted for rgd and rs will have an effect on the absolute values of Ṁ . It is likely that

changes in these properties would have little to no effect on the relative Ṁ values and

the correlation with luminosity, but the absolute value of the relation may change.

The calculation of Ṁ requires the calculation of τλ between Rin and Rout

τλ =

Rout∫
Rin

πa2Qλn(r)dr (2.1)
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for a certain number density profile, n(r) = n0(Rin/r)
2, where n0 is the number

density at the inner radius, Rin, and Qλ is the extinction efficiency. I can rearrange to

find the mass-density ρ0 at Rin,

ρ0 =
4

3

τλρda

QλRin

. (2.2)

By substituting this into the mass continuity equation (Ṁ = 4πr2ρ(r)v∞) a mass-loss

rate can be calculated,

Ṁ =
16π

3

Rinτλρdav∞
Qλ

rgd. (2.3)

My choice of density distribution differs from that used in other similar work, for ex-

ample Shenoy et al. (2016), who performed a similar study on the red supergiants µCep

and VY CMa. By adopting a constant Tin value of 1000K and allowing the density ex-

ponent to vary, Shenoy et al. (2016) found that the best fits were obtained by adopting

exponents < 2, and hence concluded that Ṁ decreases over the lifetime of the stars.

In Section 2.4.2 I show that this can be reconciled by fixing the density exponent to be

2, and allowing Tin to vary. While 1200K is the commonly adopted temperature for

silicate dust sublimation, there are many observations in the literature that suggest dust

may begin to form at lower Tin, and hence larger radii. There is interferometric data

supporting the case for RSGs having large dust free cavities, for example Ohnaka et al.

(2008), who used N -band spectro-interferometric observations to spatially resolve the

dust envelope around LMC RSG WOH G64. Sargent et al. (2010) used radiative trans-

fer models of dust shells around two LMC AGB stars, finding best fit models with

lower Tin values of 430K and 900K. These values are comparable to previous determi-

nations of Tin for O-rich stars from mid-IR infrared fitting similar to the work presented

here (e.g. Bedijn, 1987; Schutte & Tielens, 1989; Van Loon et al., 2005) suggesting Tin

often differs from the hot dust sublimation temperature of 1000-1200K.
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Sensitivity to Teff

DUSTY requires an input SED to illuminate the dust shell, so that the light can be

reprocessed and re-emitted. The SEDs I use are synthesised from MARCS model

atmospheres (Gustafsson et al., 2008) using TURBOSPECTRUM (Plez, 2012). I opted

for typical RSG parameters (log(g)=0.0, microturbulent velocity 4km/s) and an LMC-

like metallicity of [Z]=–0.3, though the precise value of these parameters are relatively

inconsequential to the morphology of the SED. The most important parameter is the

stellar effective temperature, Teff . Patrick et al. (2016) used KMOS spectra of 14 RSGs

in NGC2100 (of which 13 are analysed in this thesis), finding the average Teff to be

3890 ± 85 K. This is consistent with the temperature range observed by Davies et al.

(2013), who found the average Teff of a sample of RSGs in the LMC to be 4170 ±

170K, by using VLT+XSHOOTER data and fitting this to line-free continuum regions

of SEDs. In this study I have opted for a fiducial SED of Teff= 3900K in line with

these findings. I also checked how sensitive the results were to this choice of SED

temperature by re-running the analysis with stellar SEDs 300K above or below the

fiducial SED, fully encompassing the range observed by Patrick et al. (2016). I found

that the different SEDs reproduced the mid-IR excess, and therefore the inferred Ṁ ,

almost identically with very small errors (< 10%). Different Teff values do however

affect the bolometric correction and therefore Lbol, leading to errors of ∼0.14dex on

the luminosity measurements.

Departure from spherical symmetry

Observations show that RSG nebulae are often clumpy, rather than spherically sym-

metric (e.g. Scicluna et al., 2015; O’Gorman et al., 2015; Humphreys et al., 2007). I

investigated the effect of clumped winds by comparing the 1D models with those from

MOCASSIN (Ercolano et al., 2003, 2005, 2008), a code which solves the radiative

transfer equation in 3D. I found that clumping has no effect up to a filling factor of 50.

As long as the dust is optically thin there is no change in the output spectrum.
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Tin and τV

Finally, DUSTY also allows inner temperature, Tin, and the optical depth τV to be

chosen. Tin defines the temperature of the inner dust shell (and hence its position). The

optical depth determines the dust shell mass. As these parameters are unconstrained,

in this study I have allowed them to vary until the fit to the data is optimised. This

fitting methodology is described in the next subsection.

2.2.2 Fitting methodology

I first computed a grid of dust shell models spanning a range of inner temperatures and

optical depths. For each model I then computed synthetic WISE and Spitzer photome-

try by convolving the model spectrum with their relevant filter profiles. This synthetic

model photometry was compared to each stars’ mid-IR photometry from WISE, IRAC

and MIPS. The grid spanned τv values of 0 - 1.3 with 50 grid points, and inner tem-

perature values from 100K to 1200K in steps of 100K. By using χ2 minimisation I

determined the best fitting model to the sample SED.

χ2 =
∑ (Oi − Ei)2

σ2
i

(2.4)

where O is the observed photometry, E is the model photometry, σ2 is the error and

i denotes the filter. In this case, the model photometry provides the “expected” data

points. The best fitting model is that which produced the lowest χ2.

To account for systematic errors I applied a blanket error of 10% to the observations.

The errors on the best fitting model parameters were determined by models within

the lowest χ2+10. While this is not the formal error for a 2-parameter fit (χ2+2.3),

as we are dominated by systematic rather than random errors, the formal errors were

unrealistically small. The χ2+10 limit was chosen so that the stars with the lowest

measured Ṁ , which were clearly consistent with non-detections, would have Ṁ values

consistent with 0 (or upper limits only).
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2.3 Application to NGC2100

In this study I apply this dust modeling to a sample of RSGs in a young star cluster.

Such clusters can be assumed to be coeval, since any spread in the age of the stars will

be small compared to the age of the cluster. Hence, I can assume that all stars currently

in the RSG phase had the same initial mass to within a few tenths of a solar mass. Since

the stars’ masses are so similar, they will all follow almost the same path across the

H-R diagram. Differences in luminosity are caused by those stars with slightly higher

masses evolving along the mass-track at a slightly faster rate. It is for this reason that

luminosity can be taken as a proxy for evolution.

The photometry used in this thesis is taken from 2MASS, Spitzer and WISE (Skrutskie

et al., 2006; Werner et al., 2004; Wright et al., 2010) and is listed in Table 2.2. A

finding chart for NGC2100 is shown in Fig. 2.1 in which the RSGs are numbered

based on [5.6]-band magnitude. Star #13 has been omitted from my analysis due to

large disagreements between the MIPS and WISE photometry, as well as WISE and

IRAC.
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Table 2.1: Star designations and positions. Stars are numbered based on their [5.6]-band mag-
nitude.

Name ID RA (degrees) DEC (degrees) W61a R74b

J2000 J2000
1 J054147.86-691205.9 85.44944763 -69.20166779 6-5 D15
2 J054211.56-691248.7 85.54819489 -69.21353149 6-65 B40
3 J054144.00-691202.7 85.43335724 -69.20075989 8-67 ...
4 J054206.77-691231.1 85.52821350 -69.20866394 ... A127
5 J054209.98-691328.8 85.54161072 -69.22468567 6-51 C32
6 J054144.47-691117.1 85.43533325 -69.18808746 8-70 ...
7 J054200.74-691137.0 85.50312042 -69.19362640 6-30 C8
8 J054203.90-691307.4 85.51628113 -69.21873474 6-34 B4
9 J054157.44-691218.1 85.48937225 -69.20503235 6-24 C2
10 J054209.66-691311.2 85.54025269 -69.21979523 6-54 B47
11 J054152.51-691230.8 85.46879578 -69.20856476 6-12 D16
12 J054141.50-691151.7 85.42295837 -69.19770813 8-63 ...
13 J054207.48-691250.3 85.53116608 -69.21398163 6-48 ...
14 J054204.78-691058.8 85.51993561 -69.18302917 6-44 ...
15 J054206.13-691246.8 85.52555847 -69.21302032 6-46 ...
16 J054206.36-691220.2 85.52650452 -69.20561218 6-45 B17
17 J054138.59-691409.5 85.41079712 -69.23599243 8-58 ...
18 J054212.20-691213.3 85.55084229 -69.20370483 6-69 B22
19 J054207.45-691143.8 85.53106689 -69.19552612 6-51 C12
a star designation from Westerlund (1961)
b star designation from Robertson (1974)
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The RSG in NGC2100 can be seen as a clump of stars in CMD space with a KS-

band magnitude less than 9.49 within a 2 arcminute radius of the cluster centre. This

identified 19 candidate RSGs. By plotting J-K vs. K it was possible to locate RSGs

in the data as a clump of stars clearly separated from the field stars. This is shown in

Fig. 2.2. The red circles indicate RSGs.

From the photometry alone it was possible to see evidence of Ṁ evolving with evolu-

tion of the RSG. This qualitative evidence is shown in the [8-12] vs. [5.6] CMD, Fig.

2.3. The [5.6]-band magnitude can be used as a measure of luminosity as the bolo-

metric correction at this wavelength is largely insensitive to the RSG’s temperatures,

whilst also being too short a wavelength to be significantly affected by emission from

circumstellar dust. The [8-12] colour can be used as a measure of dust shell mass as it

measures the excess caused by the broad silicate feature at 10µm. It can be seen from

Fig. 2.3 that more luminous (and therefore, more evolved) RSGs have a larger amount

of dust surrounding them (shown by the increasing colour, meaning they appear more

reddened), suggesting dust mass increases with age.

Below I discuss the modeling results and compare them to mass-loss rate prescriptions

frequently used by stellar evolution groups.

2.3.1 Modeling results

I ran the fitting procedure for the 19 RSGs located in NGC2100, and the results are

shown in Table 2. Figures 2.4-2.6 shows example model fits with observed photome-

try for stars #1, #8 and #12. The plot shows the best fit model spectra (green line), the

models within the error range (blue dotted lines) and the various contributions to the

flux, including scattered flux, dust emission and attenuated flux. It also shows the pho-

tometric data (red crosses) and model photometry (green crosses). The 10µm silicate

bump can be clearly seen; this is due to dust emission (pink dashed line). The plot also

shows the significant effect scattering within the dust shell (grey dotted/dashed line),

contributing a large proportion of the optical output spectrum.
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Figure 2.1: Finding chart for RSGs in NGC2100. The stars are numbered based on [5.6]-band
magnitude.

The fitting procedure did not include the JHK photometry bands as these bands are

strongly affected by extinction, but when over-plotting this photometry (once de-reddened)

it was found to be in good agreement with the model spectrum for all stars except #1

and #2, for which the model over-predicts the near-IR flux. Figures 2.5 and 2.6 show

the model fits for stars #8 and #12 respectively, representative of medium and low Ṁ

values.

I attempted to explain the missing near-IR (NIR) flux in stars #1 and #2 by adapting

the fitting procedure to include JHK photometry and to include a lower Teff SED. This

gave a better fit to the near-IR photometry but at the expense of a poorer fit to the

3-8µm region, where the model now underpredicted the flux. I considered whether

this fit could be improved by dust emission. To achieve this, it would require either

unphysically high dust temperatures above the sublimation temperature for silicate

dust, or it would require an increase in dust mass of a factor of 100. This would lead to

significantly poorer fits to the mid-IR photometry and can therefore be ruled out. There
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Figure 2.2: Colour-magnitude plot using J-Ks vs. Ks to locate RSGs in NGC 2100. This
plot also shows a14Myr PARSEC isochrone (Tang et al., 2014; Chen et al., 2015) at LMC
metallicity (non-rotating). Isochrones have been adjusted for the distance to the LMC and
a foreground extinction of AV =0.5. The extinction noted in the legend is in addition to the
foreground extinction already known to be present in the LMC (Niederhofer et al., 2015).
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Figure 2.3: Colour magnitude plot of RSGs in the cluster to show increasing dust mass with
age. [5.6]-band magnitude is used as an indicator of Lbol and the [8-12] colour is used as a
measure of dust shell mass. The [8-12] colour is useful as it includes the mid-IR excess and
the excess caused by the broad silicate feature.
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was only a small effect on the best fit Ṁ found (less than 10%). The only change to

the results from making these adjustments was that the Lbol was reduced for stars #1

and #2 by approximately 0.3 dex. I discuss these results further in Section 2.3.3.

In Figs. 2.4–2.6 I show contour plots illustrating the degeneracy between the two

free parameters, Tin and τv, with Ṁ contours for the best fit Ṁ and upper and lower

Ṁ contours overplotted. It can be seen that the lines of equal Ṁ run approximately

parallel to the χ2 contours. This means that despite the degeneracy between τV and Tin

the value of Ṁ is well constrained and robust against variations in where I place the

inner dust rim.

Fit results for all stars modelled are shown in Table 2. I find differing Tin values for the

stars in the sample, rather than a constant value at the dust sublimation temperature of

1200K. For each of the stars a best fit value of τ and Tin is found. Lower Tin values

have also been found in other studies (c.f. Groenewegen et al., 2009). When compared

to the stars’ calculated luminosities, it can be seen that lower luminosity stars have

a greater spread in Tin values, while higher Ṁ stars have Tin values that are more

constrained. I find that all stars in the sample are consistent with Tin ∼ 600K. Lbol

is found by integrating under the model spectra with errors on Lbol dominated by the

uncertainty in Teff . The value of AV is found from the ratio of input and output fluxes

at 0.55µm and is intrinsic to the dust shell. For stars numbered 15, 18 and 19 the value

of Ṁ is so low it can be considered as a non-detection, leaving Tin unconstrained.

A positive correlation between Ṁ and luminosity is illustrated in Fig. 2.7, implying

that Ṁ increases by a factor of 40 during the RSG phase, which according to model

predictions should last approximately 106 years for stars with initial masses of 15M�

(Georgy et al., 2013), see Section 3.2. This correlation between Ṁ and luminosity has

a Pearson correlation value of 0.8. This plot also shows some mass-loss rate prescrip-

tions for comparison (assuming a Teff of 4000K); De Jager et al. (1988, hereafter dJ88),

Reimers (1975); Kudritzki & Reimers (1978), Van Loon et al. (2005), (Nieuwenhui-

jzen & De Jager, 1990, hereafter NJ90) and Feast & Whitelock (1992). See Section

3.1.1 for further discussion of the Ṁ prescriptions. I find the results are best fitted

by dJ88, van Loon and Reimer’s prescriptions, with dJ88 providing a better fit for the
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Figure 2.4: Left panel: Model plot for the star with the highest Ṁ value in NGC 2100 including
all contributions to spectrum. The “error models” are the models that fit within the minimum
χ2+10 limit. The silicate bump at 10µm is clearly visible on the spectra suggesting a large
amount of circumstellar material. Right panel: Contour plot showing the degeneracy between
χ2 values and best fitting Ṁ values in units of 10−6 M� yr−1. The green lines show the best
fit Ṁ and upper and lower Ṁ isocontours. It can be seen that while there is some degeneracy
between inner dust temperature and optical depth the value of Ṁ is independent of this.

Figure 2.5: Same as Fig. 2.4 for star #8, which has an intermediate Ṁ value. It can be seen in
the model plot (left) that it is possible to fit both the near-IR and mid-IR photometry. Ṁ values
are in units of 10−6 M� yr−1.
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Figure 2.6: Same as Fig. 2.4 for star #12, which has a low Ṁ value. It can be seen in this plot
that it is possible to fit both the near-IR photometry and mid-IR photometry. Ṁ values are in
units of 10−6 M� yr−1.

more evolved stars (where the mass-loss mechanism is stronger).

The stars in this work form a tight correlation, whereas previous studies of Ṁ with

Lbol (e.g. Van Loon et al. (2005)) have shown a large spread in results. This could be

due to previous studies looking at field stars, whereas this study has looked at RSGs

in a coeval cluster. As for the three stars with negligible Ṁ values, it is possible that

no appreciable amount of dust has formed around these RSGs yet meaning the dust

driven wind has not taken effect. I considered the possibility that these stars were

foreground stars but after checking their vrad values (Patrick et al., 2016) I find they

are all consistent with being within the cluster.

mass-loss rate prescriptions

Each Ṁ prescription was calculated using different methods. The Teff was set to 3900K

for all prescriptions shown in Fig. 2.7.

The empirical formula for dJ88 was derived by comparing Ṁ values found from 6

different methods from literature for 271 stars of spectral types O through M. Determi-

nation of Ṁ for M type stars included the modeling of optical metallic absorption lines

of nearby RSGs (under the assumption the lines form in the wind; Sanner, 1976) and

using mid-IR photometry and hydrodynamics equations to find v∞ (Gehrz & Woolf,
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1971). This relation is a two parameter fit of Lbol and Teff . De Jager et al. (1988) found

the same Ṁ value with each method to within the error limits no matter the star’s po-

sition on the HR-diagram. The NJ90 prescription (Nieuwenhuijzen & De Jager, 1990)

is a second formulation of the dJ88 formula, including stellar mass. Due to the narrow

mass range for RSGs (8-25M�) and the very weak dependence on M it has very little

effect on the Ṁ found from this formulation.

Reimers’ law (Reimers, 1975; Kudritzki & Reimers, 1978) is a semi-empirical formula

derived by measurements of circumstellar absorption lines for companions in binary

systems. This has been repeated for 3 such systems only but provides an accurate

measurement of Ṁ . The formula depends on surface gravity, g, but can be expressed

in terms of R,L and M (in solar units) as shown by Mauron & Josselin (2011).

Van Loon’s prescription is an empirical formula based on optical observations of dust-

enshrouded RSGs and Asymptotic Giant Branch (AGB) stars within the LMC, where

Ṁ was derived by modeling the mid-IR SED using DUSTY. Van Loon et al. (2005)

assumed a constant grain size of 0.1µm, but state that this value was varied for some of

the stars to improve fits. Tin values were first assumed to be between 1000 and 1200K,

but again they state that for some stars in the sample this was reduced to improve the

fit of the data and the DUSTY model.

The most widely used Ṁ prescription, dJ88, provides the best fit to the observations for

the more evolved stars. The van Loon prescription overestimates mass-loss for every

star in the sample. This is expected due to this study’s focus on dust-enshrouded stars,

and hence is biased towards higher Ṁ objects. All of the prescriptions over-predict the

Ṁ for the lowest luminosity stars, though, this may be due to the fact that dust in these

stars has yet to form (and hence rgd > 500 for these).

2.3.2 Cluster age and initial masses

In order to analyse these questions, it is necessary to know the initial masses of the

stars in the cluster. By comparing various stellar evolutionary models, such as that of
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Figure 2.7: Plot showing Ṁ versus Lbol. A positive correlation can be seen suggesting Ṁ
increases with luminosity, and hence evolutionary stage. This is compared to some mass-loss
rate prescriptions. The downward arrows show for which stars I only have upper limits on Ṁ .
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Table 2.3: Results for stars in NGC 2100. Stars are numbered with #1 having the highest [5.6]-
band magnitude and #19 having the lowest. Luminosities quoted are in units of log(Lbol/L�).
AV is the extinction intrinsic to the dust shell.

.
Star Tin (K) τV Ṁ (10−6M� yr−1) Lbol AV

1 600+200
−100 0.56+0.21

−0.14 9.89+4.20
−3.17 5.09± 0.09 0.09+0.04

−0.02

2 600+200
−100 0.64+0.26

−0.16 9.97+4.52
−3.19 4.97± 0.09 0.10+0.05

−0.03

3 600+400
−200 0.16+0.08

−0.05 1.98+1.07
−0.74 4.84± 0.09 0.02+0.01

−0.01

4 800+400
−200 0.45+0.32

−0.16 3.17+2.34
−1.29 4.71± 0.09 0.07+0.06

−0.03

5 700+300
−200 0.29+0.16

−0.08 2.54+1.49
−0.86 4.73± 0.09 0.04+0.03

−0.01

6 500+300
−100 0.21+0.13

−0.02 3.25+2.12
−0.72 4.77± 0.09 0.03+0.02

−0.00

7 1200+0
−500 0.27+0.07

−0.14 0.82+0.27
−0.46 4.68± 0.09 0.04+0.01

−0.02

8 1000+200
−400 0.29+0.16

−0.10 1.29+0.76
−0.51 4.68± 0.09 0.04+0.03

−0.01

9 1200+0
−400 0.16+0.08

−0.05 0.48+0.26
−0.18 4.68± 0.09 0.02+0.01

−0.01

10 600+500
−200 0.11+0.08

−0.03 1.06+0.80
−0.36 4.63± 0.09 0.01+0.01

−0.00

11 1200+0
−700 0.11+0.05

−0.06 0.28+0.14
−0.16 4.55± 0.09 0.01+0.01

−0.01

12 1200+0
−600 0.16+0.08

−0.08 0.39+0.21
−0.21 4.51± 0.09 0.02+0.01

−0.01

14 − < 0.05 < 0.12 4.53± 0.10 −
15 − < 0.03 < 0.08 4.56± 0.09 −
16 400+300

−100 0.13+0.06
−0.02 2.27+1.14

−0.57 4.55± 0.09 0.020+0.010
−0.000

17 1100+100
−700 0.08+0.05

−0.05 0.23+0.15
−0.15 4.49± 0.09 0.010+0.010

−0.010

18 − < 0.03 < 0.08 4.43± 0.09 −
19 − < 0.03 < 0.07 4.45± 0.11 −

Brott et al. (2011), STARS (Eldridge & Stanway, 2009) and Geneva (Georgy et al.,

2013), and the lowest measured Lbol of ∼4.5L� as a constraint, see Fig. 2.8, I derived

an initial mass for the stars in the sample. It should be noted that Brott et al. (2011)’s

mass tracks are not evolved to the end of helium burning, but since I am only interested

in the initial mass of the cluster stars this does not affect the conclusions. The current

Geneva models at LMC metallicity are currently only available for masses up to 15M�,

but seem to imply a mass greater than 14M�. I conclude that an Minitial of ∼14M� -

17M� seems most likely.

Cluster age was derived using PARSEC non-rotating isochrones (Tang et al., 2014;

Chen et al., 2015) at Z∼0.006. These isochrones were used as they have the added

advantage of coming with photometry. I used Minitial as a constraint and found an age

of 14 Myrs. Patrick et al. (2016) estimated the age of NGC 2100 to be 20 ± 5 Myr

using SYCLIST stellar isochrones (Georgy et al., 2013) at SMC metallicity and at solar

metallicity. This difference in cluster age is due to the use of non-rotating isochrones
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Figure 2.8: Plot showing Minitial vs luminosity for various mass tracks. The plot shows the
upper and lower luminosity values at each Minitial for STARS (Eldridge & Stanway, 2009)
(pink solid lines) at Z ∼ 0.008, (Brott et al., 2011) non-rotating models at LMC metallicity
(green dashed line), and Geneva rotating (red dotted line) and non-rotating (blue dotted line)
(Georgy et al., 2013) at LMC metallicity. The Geneva models do not currently cover masses
greater than 15M� at this metallicity. The grey shaded region shows the upper and lower
luminosities derived for the stars in the sample. Using the lowest measured Lbol of ∼ 4.5L�
as a constraint I find Minitial of ∼ 14M� − 17M� from the evolutionary models.

in this study, as it is known that stellar rotation causes stars to live longer, and hence

infer an older cluster age. When using rotating isochrones I found the same age.

2.3.3 Extinction

I determined the extinction due to the dust wind from the ratio of the input and output

flux at 0.55 µm. This extinction is intrinsic to the circumstellar dust shell and is inde-

pendent of any foreground extinction. Due to scattering within the dust wind the effect

of extinction is small, see Table 2. As discussed by Kochanek et al. (2012), enough

light is scattered by the dust shell back into the line of sight of the observer so little

flux is lost. In apparent contradiction, Davies et al. (2013) derived extinctions for a

sample of RSGs in the SMC and LMC of a few tenths of a magnitude. As the mass
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of the progenitor RSGs to the IIP SN are found from mass-luminosity relations, an

extinction this high could have an effect on the mass calculation, causing them to be

underestimated.

I next fit isochrones to the CMD of the sample and by dereddening this it was pos-

sible to further estimate extinction for the RSGs. I used a 14 Myr PARSEC stellar

evolutionary track isochrone (Tang et al., 2014; Chen et al., 2015). After adjusting the

isochrone to a distance of 50kpc and the extinction law towards the LMC (Koornneef,

1982) I found that there is additional extinction towards the RSGs that is not present

for blue supergiants (BSGs) in the cluster, see Fig. 2.2. The isochrone shows that

the RSGs require additional extinction in order to fit with the model, with stars #1

and #2 possessing even further extinction (see Section 2.3.3). This is further to the

foreground extinction already known to be present for NGC 2100 (around 0.5 mag,

Niederhofer et al., 2015). From this I can infer an intrinsic RSG extinction of approxi-

mately AV∼0.5 that is not present for other stars in the cluster.

I considered the possibility that this extra extinction could be due to cool dust at large

radii from the stars that is not detectable in the mid-IR. To do this I created DUSTY

models at 30K with an optical depth of 2, large enough to produce the extra extinction

of AV of ∼0.5 mags. If this dust were present it would emit at around 100µm with a

flux density of > 1 Jy. A flux this high would be within the detection limits for surveys

such as Herschel’s HERITAGE survey (Meixner et al., 2013), which mapped the SMC

and LMC at wavelengths of 100µm and above. After checking this data I found no

evidence of the stars within NGC2100 emitting at this wavelength, suggesting that the

additional extinction local to RSGs is not caused by a spherically symmetric cold dust

shell.

I also considered the effect of differential extinction on the cluster. Niederhofer et al.

(2015) found that a low level of differential extinction is present in NGC 2100, but after

analysing Herschel 100µm to 250µm images (Meixner et al., 2013) it seems the core

of the cluster, where the RSGs are, remains clear of dust. Star #2 is spatially coincident

with the BSGs, whereas star #1 is away from the cluster core. From Herschel images

I see no reason to expect that the foreground extinction should be unusually high for
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these objects. I therefore see no argument for the RSGs having different foregound

extinction than the BSGs. Clumpy cold dust at larger radii could potentially explain

the extra extinction in RSGs; I investigate this possibility further in Section 2.4.1.

2.3.4 Sensitivity to grain size distribution

To check how robust the results were to a change in the grain size distribution, I created

grids of models for various constant grain sizes of 0.1 µm, 0.2 µm, 0.4 µm and 0.5 µm

(in addition to the 0.3 µm grain size). The maximum grain size of 0.5 µm was chosen

as this was recently found to be the average grain size for dust grains around the well

known RSG VY Canis Majoris (Scicluna et al., 2015). I then derived Ṁ values.

The results can be seen in Fig. 2.9, where the Ṁ value for each star is plotted for

each constant grain size. It is clear that increasing grain size does not have an effect

on the derived Ṁ values. Similarly, the grain size also does not seem to have a signif-

icant effect on the value of AV . This can be seen in Fig. 2.10. The stars chosen are

representative of high Ṁ (#2), intermediate Ṁ (#7) and low Ṁ (#9). While the AV

does fluctuate slightly, the values remain within error boundaries of each other. Av is

affected by grain size as described by Mie theory, which states that the scattering effi-

ciency of the dust is dependent on grain size, a. Extinction is dominated by particles of

size∼λ/3. When λ� grain size, scattering and absorption efficiency tend to 0. When

dust grains are larger than a certain size, fewer particles are needed to reproduce the

mid-IR bump causing a reduction in AV . Ṁ remains unaffected as the overall mass of

the dust shell remains the same whether there are more smaller grains or fewer large

grains.
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Figure 2.9: Plot showing Ṁ derived at each constant grain size. Each colour represents a
different star from NGC2100. The stars chosen are representative of high Ṁ (#2), intermediate
Ṁ (#7) and low Ṁ (#9).

2.4 Discussion

2.4.1 Evidence for enhanced extinction to stars #1 and #2

As discussed in Section 2.3.1, stars #1 and #2 were found to be the most luminous

in the sample, as well as having the strongest measured Ṁ values. From the fitting

procedure I found that the near-IR flux for these stars was overestimated by the best fit

model spectrum. Possible causes for the discrepant near-IR photometry of these stars

will now be discussed.

Next, I included the near-IR photometry into the fitting procedure to see the effect this

would have on the output Lbol. The Lbol values were derived by integrating under the

best fit model spectrum for each star. As I did not initially include JHK photometry in

the fitting procedure, it was possible that the derived Lbol would be overestimated also.
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Figure 2.10: Plot showing grain size versus Av. Each colour represents a different star from
NGC 2100. The stars chosen are representative of high Ṁ (#2), intermediate Ṁ (#7) and low
Ṁ (#9).

When including the JHK photometry, the fits were improved at near-IR wavelengths

but the mid-IR photometry fits became poorer. This had little effect on the best fit

Ṁ values and the trend of increasing Ṁ with luminosity was still observed, and well

modelled by the dJ88 prescription (De Jager et al., 1988), with stars #1 and #2 having

lower Lbol by ∼0.3 dex. As I was unable to reliably fit both the near-IR and mid-IR

photometry it can be concluded that stars #1 and #2 were redder than the other, less

evolved stars in the sample.

Choice of input SED could also have affected the measured Lbol as lower Teff causes

the peak of the spectrum to shift to longer wavelengths. The Teff of star #1 has been

found to be 4048±68K (Patrick et al., 2016) so I do not believe the overestimated

near-IR flux to be an effect of input SED. Nevertheless, I repeated the fitting procedure

using a lower Teff of 3600K finding that this now underestimated the JHK photometry.

I also calculated luminosities for each star based on the K-band calibration described
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by Davies et al. (2013) and find the integrated luminosities of all stars are consistent

with a 1:1 relation within errors except for stars #1 and #2, which were underpredicted

by this calibration. This further supports the suggestion that these stars have more

self-extinction than the other RSGs in the sample.

After repeating the fitting procedure with lower Teff and to include near-IR photometry

I believe the most likely explanation is that stars #1 and #2 have extra extinction that

cannot be explained by the inner dust wind. These stars are the most evolved in the

sample, so it is possible this enhanced extinction only becomes apparent towards the

end of an RSGs’ life.

It is known that RSGs have extended clumpy nebulae, for example µ Cep (de Wit

et al., 2008). If µ Cep were at the distance of the LMC, the cold dust emitting at

100µm would be too faint to be observable, at a level of around 0.2 Jy (even before I

account for a factor of 2 lower dust to gas ratio for the LMC). It is therefore possible

that the enhanced extinction I observe for stars #1 and #2 is caused by the stars being

surrounded by cold, clumpy dust that emits at similarly low levels.

I considered the possibility that the poor fits to the JHK and mid-IR photometry for

stars #1 and #2 is due to extreme variability. If the mid-IR data used in the analysis

was taken at a time when the near-IR brightness of these stars was lower than when

the 2MASS data were taken, this would cause the best fit SED to overestimate the

flux at the JHK wavelengths. Star #1 (≡HV 6002) is variable in the J and H bands

by 0.13 mag and 0.11 mag, respectively (from minimum observed brightness to maxi-

mum observed brightness) and the 2MASS photometry I use in the analysis is the peak

of this variability. In the V-band this variability is higher (∼0.6 mag). I find that even

at maximum brightness, the V-band photometry (corrected for foreground reddening)

does not fit with the best fit SED. When I further de-redden the V-band photometry for

the intrinsic reddening implied by the difference between the fit and the JHK photom-

etry, I find the V-band photometry fits well with the best fitting SED with no tuning. I

therefore conclude variability cannot explain the missing flux at JHK from the mid-IR

photometry fits for stars #1 and #2. However, if this extra reddening is attributed to

extinction, this could provide a self-consistent explanation.



2.4. Discussion 51

2.4.2 Effects of using a shallower density distribution

Shenoy et al. (2016) presented a recent study of cool dust around hypergiant stars

VY Canis Majoris and µ Cep. Using photometry and DUSTY modeling to derive Ṁ

values, they adopted a fixed inner radius temperature of Tin=1000K and a power law

dust mass density distribution (ρ(r) ∝ r−q) with a single index q throughout the shell.

They then went on to test a range of optical depths and a range of power law indices

q≤2. They found that a power law with q=2 did not produce enough cool dust to match

the long wavelength end of the observed SED, instead concluding that a power law of

ρ(r)∝ r−1.8 was more appropriate. This implies Ṁ decreases with time since there was

more dust present at large radii than would be for a fixed Ṁ .

By setting a fixed Tin at the sublimation temperature for silicate dust Shenoy et al.

(2016) are left with not enough cool dust at large radii. However, it is possible that the

data could be fit equally well by fixing q=2 and allowing Tin to vary. I tested this for

µ Cep by creating a model using the best fit parameters found by Shenoy et al. (2016)

using the same density distribution (Tin=1000K, τ37.2µm=0.0029 and q=1.8) and then

attempted to fit this spectrum using a q=2 density law and allowing Tin to vary. I found

that a model with an inner dust temperature of 600K and q=2 density law fit Shenoy et

al.’s model to better than ±10% at all wavelengths ≤70µm, comparable to the typical

photometric errors. If I include the 150µm data-point, noting that Shenoy et al.’s best-

fit model overpredicted the flux of µ Cep at this wavelength. I can again fit the q=1.8

model with a steady state wind by adjusting the Tin value to 500K, giving a fit to better

than 15% at all wavelengths.

Shenoy et al. (2016) also fit intensity profiles to the PSF of µ Cep. Models were

computed using different density power law indices (q=1.8 and q=2) and a constant

inner dust temperature of 1000K. Shenoy et al. concluded the PSF of µ Cep was best

matched by an intensity profile of q=1.8 and Tin = 1000K out to 25 arcseconds. To

check the robustness of this conclusion, I created DUSTY models using the model

atmosphere in the grid most similar to that of Shenoy et al. (MARCS, Teff = 3600K),

with the same parameters as in Shenoy et al. (q=1.8, Tin = 1000K). I then also created
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a second DUSTY model using the parameters I found to give an equally good fit to the

SED (q=2, Tin = 600K, discussed previously). The intensity profiles for both of these

models was convolved with the PSF from Shenoy et al. I found the two models to be

indistinguishable for both the SED and the intensity profile out to 25 arcseconds. From

this I conclude that µ Cep data can be equally well modelled by a steady-state wind

and a cooler inner dust temperature.

A density power law index q<2 implies a mass-loss rate that decreases over time.

Specifically, ifRout = 1000Rin then Ṁ will be found to decrease by a factor of 10002−q

in the time it takes for the dust to travel fromRin toRout. For q=1.8, Ṁ would decrease

by a factor of 4 through the time it takes for the dust to travel to the outer radius. In

the case of µ Cep, Shenoy et al. (2016) concluded that the Ṁ must have decreased

by a factor of 5 (from 5 × 10−6 to 1 × 10−6 M� yr−1) over a 13,000 year history. If

µ Cep’s Ṁ increases as the star evolves to higher luminosities, as I have found for

the RSGs in NGC 21001 then this is inconsistent with the conclusions of Shenoy et

al. This inconsistency can be reconciled if I assume the winds are steady-state (q=2)

and allow Tin to be slightly cooler. From the best fit q=2 model I find an Ṁ value of

3.5 × 10−6, corresponding approximately to a density-weighted average of Shenoy et

al.’s upper and lower mass-loss rates.

As a further test of these conclusions that Ṁ increases with evolution, I ran the fitting

procedure and this time set the Tin to a constant value of 1200K. I still find an increase

in Ṁ with evolution. Although the fits at this constant Tin are worse at longer wave-

lengths, the warm dust (i.e. the most recent ejecta) is still accurately matched at shorter

wavelengths (<8µm). This relative insensitivity of Ṁ to the inner dust radius is illus-

trated in Fig. 2.4, where the contours of constant Ṁ run parallel to the χ2 trenches.

This shows again the degeneracy of optical depth and Tin where many combinations

of the two result in the same value of Ṁ . Even when fixing Tin, I still find a positive

correlation between Ṁ and luminosity.

1Although µ Cep has a higher initial mass and metallicity compared to NGC 2100, all evolutionary
models predict an increase in luminosity with evolution, with the length of the RSG phase depending
on the mass-loss.
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2.4.3 Consequences for stellar evolution

I find a clear increase in Ṁ with RSG evolution, by a factor of∼40 through the lifetime

of the star. These results are well described by mass-loss rate prescriptions currently

used by some stellar evolution models, particularly dJ88 which matches the Ṁ of the

most evolved RSGs in this study (see Fig. 2.7). I find very little spread of Lbol with Ṁ

unlike that observed for field RSGs (e.g. Van Loon et al., 2005). The spread observed

in previous results could be due to a varying Minitial in the sample stars. By focussing

the study on a coeval star cluster I have kept metallicity and initial mass fixed, showing

the mass-loss rate prescriptions fit well for LMC metallicity and Minitial of 14M�.

mass-loss due to stellar winds is a hugely important factor in determining the evolution

of the most massive stars. There is uncertainty about the total amount of mass lost

during the RSG phase, and therefore about the exact nature of the immediate SNe

progenitors. Meynet et al. (2015) studied the impact of Ṁ on RSG lifetimes, evolution

and pre-SNe properties by computing stellar models for initial masses between 9 and

25M� and increasing the Ṁ by 10 times and 25 times. The models were computed at

solar metallicity (Z∼0.014) for both rotating and non-rotating stars. It was found that

stronger Ṁ had a significant effect on the population of blue, yellow and RSGs. It has

been discussed previously that yellow supergiants (YSGs) could be post-RSG objects

(e.g. Georgy, 2012; Yoon & Cantiello, 2010), suggesting a possible solution to the

“missing” type IIP SNe progenitors. Georgy & Ekström (2015) also discuss the case

for an increased Ṁ during the RSG phase. By increasing the standard Ṁ by a factor

of 3 in the models, Georgy & Ekström (2015) find a blueward motion in the HRD for

stars more massive than 25M� (non-rotating models) or 20M� (rotating models, see

Georgy, 2012).

As can be seen in Fig. 2.7 I find the accepted Ṁ prescriptions commonly used in stel-

lar evolution codes fit well when the variables Z and Minitial are fixed. For this Minitial

(∼15M�) and at LMC metallicity altering the Ṁ prescriptions seems unjustified. In-

creasing the Ṁ by a factor of 10 (as in Meynet et al., 2015) would result in a strong

conflict with the findings presented here.
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Application to SNe progenitors and the red supergiant problem

In the previous sections, I have found that the most evolved stars in the cluster appear

more reddened than others within the cluster. I now ask the question, if star #1 were to

go SN tomorrow, what would we infer about its initial mass from limited photometric

information? This is relevant in the context of the “red supergiant problem”, first

identified by Smartt et al. (2009) and updated in Smartt (2015). Here it is suggested that

RSG progenitors to Type IIP SNe are less massive than predicted by stellar evolution

theory. Theory and observational studies strongly suggest that the progenitors to Type

II-P events are red supergiants (RSGs) and could be anywhere in the range of 8.5 to

25M� (e.g. Meynet & Maeder, 2003; Levesque et al., 2005). However, no progenitors

appeared in the higher end of this predicted mass range, with an upper limit of 18M�.

Many of the luminosities (and hence masses) in this study were based on upper limit

single band magnitudes only. In each Smartt et al. (2009) assumed a spectral type of

M0 (± 3 subtypes) and hence a BCv of –1.3 ± 0.3. The level of extinction considered

was estimated from nearby stars or from Milky Way dust maps (Schlegel et al., 1998).

The presence of enhanced reddening that may occur at the end of the RSGs’ life, such

as that observed for the two most evolved stars in this study (#1 and #2), was not

considered.

I now apply similar assumptions to those of Smartt et al. (2009) to #1, to see what

would be inferred about the star’s initial mass were it to explode tomorrow. I find an

excess reddening between J-K of 0.2 and an excess between H-K of 0.15, assuming

Teff = 3900K. If I attribute this reddening to extinction, this implies an averageKs-band

extinction of AK = 0.23 ± 0.11, leading to an optical V -band extinction of AV = 2.1

± 1.1 (based on LMC extinction law Koornneef, 1982). If I take this star’s measured

V-band magnitude (mV = 13.79; Bonanos et al., 2009) and adjust to mbol using the

bolometric correction BCv = –1.3 (in line with Smartt et al., 2009), the measured Lbol

without considering any extra extinction is 104.33L�. When I factor in the extra red-

dening, this increases to 105.14±0.44L�, in good agreement with the luminosity derived

from integration under the best fit DUSTY spectra. This increase will have a signifi-

cant effect on the mass inferred. When extinction is not considered a mass of 8M� is
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found. From mass tracks, I have determined the initial mass of the cluster stars to be

in the range of 14M�-17M�. Hence, the mass determined for the most evolved star

in the cluster from single band photometry is clearly underestimated when applying

the same assumptions as used by Smartt et al. (2009). When extinction is taken into

account the mass increases to ∼17 ± 5 M� (in close agreement with the mass inferred

from cluster age, see Section 2.3.2).

An alternative explanation for the redder colours of #1 and #2 is that they may have

very late spectral type. Indeed, spectral type has been speculated to increase as RSGs

evolve (Negueruela et al., 2013; Davies et al., 2013). A colour of (J-K) = 0.17 would

imply a supergiant of type M5 (Koornneef, 1983; Elias et al., 1985). If I consider stars

#1 and #2 to be of this spectral type, this would require a BCv of approximately –2.3,

giving a luminosity of ∼ 104.73L�. This would lead to an inferred mass of 11 M�, an

increase on the 8M� inferred when the star was assumed to be of type M0, but still

lower than the 14M� - 17M� found from mass tracks.

Based on the enhanced reddening I have observed for stars #1 and #2, it is interesting to

see what effect an increased level of extinction would have on other progenitors studied

by Smartt et al. (2009). I considered three case studies, the progenitors to SN 1999gi,

2001du and 2012ec (of which SN 1999gi and 2001du are based on upper limits, with

SN 2012ec having a detection in one band). I have chosen these SNe as they have host

galaxies with sub-solar metallicity comparable to the LMC.

• SN 1999gi

The progenitor site to SN 1999gi was first studied by Smartt et al. (2001), the

3σ detection limit was determined to be mF606W = 24.9 leading to a luminosity

estimate of log(Lbol/L�)∼4.49± 0.15 and upper mass limit of 14M�. The upper

limit to this luminosity was revisited by Smartt (2015) and revised upwards to

be 104.9 once an ad-hoc extinction of AV = 0.5 was applied. Based on STARS

and Geneva models, Smartt (2015) finds the upper limit to the progenitor star’s

initial mass to be 13M�. If I assume the progenitor to SN 1999gi had similar

levels of extinction to star #1 (AV = 2.4, including the ad-hoc extinction applied
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by Smartt), this leads to an extra R-band extinction AR = 1.4 (Koornneef, 1982)

and therefore an increase in luminosity of 0.58 dex. This revises the upper limit

on initial mass to 23 M�, substantially higher than the upper mass originally

stated.

• SN 2001du

This RSG progenitor was observed in the F336W, F555W and F814W bands,

which were all non detections. The 3σ upper limit was based on F814W as this

waveband is least affected by extinction. From this Smartt et al. (2009) find a

luminosity of log(Lbol/L�)∼4.57 ± 0.14. When including an extra ad hoc AV =

0.5, Smartt (2015) find the mass of this progenitor to be 10M� and a luminosity

of 104.7L�. If I again assume additional optical extinction AV = 1.4 (on top of

the ad hoc extinction included by Smartt, 2015) I find an I-band extinction AI

= 0.95 leading to an increase in measured Lbol of 0.38 mag. This would revise

the upper mass limit for this progenitor to ∼ 17 M�.

• SN 2012ec

Finally, I analyse the RSG progenitor to SN 2012ec, originally discussed by

Maund et al. (2013). These authors used a foreground reddening of E(B-V)=0.11

and constrained Teff to < 4000K using an upper limit in the F606W band. Us-

ing a F814W pre-explosion image the progenitor candidate is found to have a

brightness ofmF814W = 23.39± 0.18. Maund et al. (2013) estimate the luminos-

ity to be log(Lbol/L�) = 5.15 ± 0.19 leading to a mass range of 14 - 22 M�. If

I again apply a similar level of extinction I measure for star #1 to the progenitor

of SN 2012ec I infer a luminosity of log(Lbol/L�) = 5.41, leading to a mass of

between 22 - 26 M� based on Fig. 2 of Smartt et al. (2009).

From the three cases studied above, I have shown that including similar levels of red-

dening that I find in the most evolved stars in NGC 2100, the initial mass estimates

for Type IIP SN progenitors increase substantially. When applied to all objects in the

Smartt et al. (2009) sample this may resolve the inconsistency between theory and

observations and hence solve the red supergiant problem.
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One argument against extinction being the cause of the red supergiant problem comes

from X-ray observations of SNe. Dwarkadas (2014) used the X-ray emission from IIP

SNe to estimate the pre-SNe Ṁ for RSGs, arguing for an upper limit of 10−5M�yr−1.

By using the mass-loss rate - luminosity relation of Mauron & Josselin (2011) and the

mass-luminosity relation from STARS models (Eggleton, 1971), this upper limit to the

mass-loss rate was transformed into an upper mass limit of 19M�, in good agreement

with Smartt et al. (2009). While this number is in good agreement with Smartt et al.

(2009) I estimate that the errors on this measurement must be substantial. Dwarkadas

(2014) converts an X-ray luminosity into a value of Ṁ (a conversion which must have

some systematic uncertainties, but as I do not know these I assume them to be con-

sistent with zero) and from this Ṁ finds a luminosity of the progenitor using the cali-

bration in Mauron & Josselin (2011). This calibration between Ṁ and luminosity has

large dispersion of a factor of ten (see Fig. 5 of Mauron & Josselin, 2011), but if I

am again optimistic take these to be half that, a factor of five. From this, a progenitor

mass was calculated under the assumption from mass-luminosity relation for which

RSG luminosity scales as L ∼ M2.3, increasing the errors further. Even with these

optimistic estimates, I find the error to be a factor of two, or around 19±10M�. There-

fore, I conclude that X-ray observations of IIP SNe provide only a weak constraint on

the maximum initial mass of the progenitor star, and cannot rule out that circumstellar

extinction is causing progenitor star masses to be underestimated.

2.5 Conclusion

Understanding the nature of the mass-loss mechanism present in RSGs remains an

important field of study in stellar astrophysics. Here a method of deriving various

stellar parameters, Tin, τV , Ṁ was presented as well as evidence for an increasing

value of Ṁ with RSG evolution. By targetting stars in a coeval cluster it was possible to

study Ṁ while keeping metallicity, age and Minitial constrained. As all stars currently

in the RSG phase will have the same initial mass to within a few tenths of a solar

mass, it is possible to use luminosity as a proxy for evolution, due to those stars with
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slightly higher masses evolving through the HR diagram at slightly faster rates. From

this study I can conclude the following:

• The most luminous stars were found to have the highest value of Ṁ evidenced

observationally by colour-magnitude diagrams and also by a positive correlation

between bolometric luminosity and Ṁ .

• The results are well modelled by various mass-loss rate prescriptions currently

used by some stellar evolution groups, such as dJ88 and Reimer’s, with dJ88

providing a better fit for the RSGs with stronger Ṁ . I therefore see no evidence

for a significantly increased Ṁ rate during the RSG phase as has been suggested

by various stellar evolutionary groups

• I also presented extinction values for each star, first determined from DUSTY

models and next determined by isochrone fitting. While the warm dust cre-

ated low extinction values in the optical range (AV∼0.01 mag), isochrone fitting

showed that RSGs may have an intrinsic optical extinction of approximately AV

= 0.5mag. This extinction cannot come from the warm inner dust, but may come

from clumpy cool dust at larger radii. This supports the suggestion that RSGs

create their own extinction, more so than other stars in the same cluster.

• I also find that the two most luminous (therefore most evolved) stars in the sam-

ple show enhanced levels of reddening compared to the other RSGs. If I attribute

this reddening to further extinction, this implies an average KS-band extinction

of AK = 0.23 ± 0.11. I do not find evidence for cold dust emitting at wave-

lengths of 100µm as first suspected, so as yet do not know the source of this

extra reddening towards the RSGs.

• When taking the enhanced reddening into account it seems the inferred progen-

itor masses to Type II-P SNe often increase significantly, providing a potential

solution to the red supergiant problem. If this level of extinction is applied to

all known RSG progenitors (assuming all RSGs show enhanced reddening at the

end of their lives) the inconsistency between theory and observations may be

resolved.



Chapter 3

The Evolution of Red Supergiants to

Supernova II: Galactic clusters

3.1 Introduction

The work presented in this Chapter has been published as Beasor & Davies (2018).

The data analysis and interpretation were conducted by E. R. Beasor. The initial draft

of the publication was written by E. R. Beasor, who then incorporated comments from

co-authors and from an anonymous referee in the final draft.

In the previous chapter I showed that the dispersion in the Ṁ -Lbol relation is reduced

when looking at RSGs in a cluster, where all of the RSGs can be assumed to have the

same metallicity, the same age and similar initial mass. Ṁ and luminosities were de-

rived for RSGs in NGC 2100, a cluster in the Large Magellanic Cloud (LMC), finding

a tight correlation between Ṁ and luminosity with little scatter. This suggests that

the origin for the dispersion in previous Ṁ studies comes from differences in initial

masses of the stars, their metallicities, or a combination of the two. In Chapter 2 it

was also shown that Ṁ increases as a star evolves, and that there is little justification

for increasing Ṁ by more than a factor of 2 during the RSG phase (as suggested by

Georgy (2012)).

59
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I now present a similar study, this time focussing on two Galactic clusters, NGC 7419

and χ Per. Both clusters contain RSGs at different evolutionary stages all of a similar

initial mass and solar metallicity. Using near and mid-IR photometry I have derived

Ṁvalues and luminosities for 13 RSGs, allowing a study of how Ṁ changes with

evolution at a fixed metallicity. In Section 3.2 I discuss the modelling procedure and

justifications for the parameters chosen. In Section 3.3.2 I discuss the application of

the fitting methodology to Galactic clusters NGC 7419 and χ Per and the results I

derive. In Section 3.5 I compare the results with commonly used Ṁ prescriptions, and

calculate the total mass lost for an RSG of a given initial mass during the RSG phase.

In Section 3.6 I present the conclusions.

3.2 Application to Galactic clusters

3.2.1 Sample selection

In this paper I have chosen to study the Galactic clusters NGC 7419 and χ Per (also

known as NGC 884), both of which contain a number of RSGs at Solar metallicity.

These clusters have been found to be of similar ages (∼ 14 Myr, Marco & Negueru-

ela, 2013; Currie et al., 2010), which means all of the RSGs within each cluster have

comparable initial masses (in this case 16 M�, see Section 3.2.2). As the RSG phase

is short (∼106yrs, Georgy et al., 2013) I can assume the stars are all coeval, i.e. any

spread in age between the stars is small compared to the lifetime of the cluster. A co-

eval set of RSGs also allows us to use luminosity as a proxy for evolution, since those

stars with higher luminosities have evolved slightly further up the RSG branch.

The photometry used in this work is shown in Table 3.1 and is taken from 2MASS,

WISE and MSX (Skrutskie et al., 2006; Wright et al., 2010; Price et al., 2001). The

stars selected were known cluster members. For χ Per I picked RSGs within 6′ of

cluster centre, which is the distance to the edge of the h & χ Per complex, to maximise

the probability that the stars were cluster members and hence were formed at the same

time. However, Currie et al. (2010) showed that everything within the h & χ Per
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complex, including the surrounding region, is the same age to within the errors.

3.2.2 Initial masses

To estimate initial masses for the RSGs, we need to know the age of the cluster. I have

taken the best fit isochrone for both clusters (∼ 14Myr from Padova isochrones, Marco

& Negueruela, 2013; Currie et al., 2010) as well as Geneva rotating and non-rotating

isochrones. I compare the best fit turn off mass to that of other evolutionary models to

determine a model-dependent age for each cluster, and therefore the model-dependent

mass for the RSGs. From this, I am also able to ensure that we are comparing a self-

consistent age and mass for each evolutionary model.

From the original Padova isochrone, a turn-off mass of 14M� is found and an RSG

mass of ∼ 14.5M� for both clusters. The non-rotating Geneva models suggest the

cluster’s turn-off mass is best fit by a 10Myr isochrone, giving an RSG mass of 17-

18M�. The rotating models suggest an age of 14Myrs, with an RSG mass of 15-16M�.

For the rest of this chapter I will assume the initial mass for the stars across both MW

clusters is 16M�, in between the rotating and non-rotating estimates1.

1The evolutionary models suggest that for a single age cluster (e.g. Geneva rotating, 14 Myrs)
the difference in initial mass between stars at the start and the end of the RSG phase is ∼0.8M�. A
significant dispersion in initial masses between the RSGs in this sample is therefore unlikely.



3.2. Application to Galactic clusters 62

Ta
bl

e
3.

1:
O

bs
er

va
tio

na
ld

at
a

fo
rR

SG
s

in
χ

Pe
r&

N
G

C
74

19
.A

ll
flu

xe
s

ar
e

in
un

its
of

Jy
.A

ll
ph

ot
om

et
ry

fo
rW

IS
E

1
an

d
2

ar
e

up
pe

rl
im

its
.

N
am

e
2M

A
SS

-J
2M

A
SS

-H
2M

A
SS

-K
s

W
IS

E
1

W
IS

E
2

W
IS

E
3

W
IS

E
4

M
SX

-A
M

SX
-C

M
SX

-D
M

SX
-E

(3
.4
µ

m
)

(4
.6
µ

m
)

(1
1.

6
µ

m
)

(2
2
µ

m
)

FZ
Pe

r
48

.1
8±

3.
22

70
.3

2±
4.

84
67

.7
9±

6.
56

−
<

64
.9

0
9.

33
±

0.
06

4.
43
±

0.
06

12
.2

0
10

.9
0

6.
52

4.
13

R
S

Pe
r

95
.6

9±
6.

83
14

6.
93
±

13
.3

8
15

8.
20
±

21
.2

7
<

95
2.

05
<

31
7.

56
51

.7
0±

39
.4

3
43

.8
8±

0.
07

57
.6

0
59

.5
0

42
.8

0
41

.1
0

A
D

Pe
r

70
.9
4
±
4
.9
5

10
4.
30
±
8
.6
6
11

1.
38
±
14
.9
0
<

34
9.
83

<
11

5.
72

18
.0
9
±
2.
05

11
.1
6
±
0.
36

20
.8

0
20

.4
0

13
.1

0
11

.3
0

V
43

9
Pe

r
35
.5
2
±
2
.4
6

52
.7
1
±
3.
80

55
.9
8
±
6
.2
4

<
11

9.
42

<
45
.6
9

4.
29
±

0.
05

1.
85
±
0.
02

7.
33

5.
18

3.
20

2.
39

V
40

3
Pe

r
25
.8
5
±
0
.0
0

42
.2
2
±
0.
00

42
.6
6
±
14
.2
9

<
0
.2
3

<
0
.0
2

2.
89
±

0.
02

0.
93
±
0.
01

5.
31

2.
71

1.
83

-1
.8

6
V

44
1

Pe
r

65
.1
2
±
4
.8
4

10
5.
66
±
9
.4
3
10

1.
76
±
11
.8
7
<

51
1.
75

<
16

5.
28

16
.5
4
±
1.
17

11
.5
5
±
0.
47

19
.3

0
16

.8
0

13
.3

0
11

.1
0

SU
Pe

r
11

8
.2
7
±
10
.6
4
17

3.
42
±
16
.5
5
17

4.
58
±
26
.6
4
<

10
99
.1
6
<

31
5
.2
3

39
.1
4
±
25
.3
0

27
.1
3
±
0.
11

43
.8

0
40

.0
0

24
.1

0
30

.1
0

B
U

Pe
r

53
.9
1
±
4
.2
8

86
.8
4
±
6.
61

88
.3
9
±
9
.2
7

<
46

7
.1
5
<

17
0
.7
0
32
.0
5
±
10

57
.7
3
28
.1
5
±
0.
11

33
.1

0
36

.7
0

26
.3

0
30

.2
0

M
Y

C
ep

23
.4
0
±

1.
43

65
.8
1
±
5.
34

93
.0
7
±
12
.1
0
<

71
2.
95

<
23

9.
12

76
.0
4
±
28
.2
6

81
.9
4
±
0
.0
3

87
.8

0
13

4.
00

97
.0

0
97

.7
0

B
M

D
13

9
6
.0
0
±
0
.0
2

16
.0
2
±
0.
13

17
.7
5
±
0
.1
6

<
0
.5
6

<
0
.4
9

0.
10
±
0.
00

0.
12
±
0.
00

3.
39

2.
41

1.
58

-2
.4

5
B

M
D

92
1

5
.5
4
±
0
.0
2

12
.3
2
±
0
.0
8

13
.5
0
±
0
.0
5

<
9
.4
5

<
5
.6
4

0.
91
±
0.
00

0.
39
±
0.
00

1.
71

0.
71

0.
74

-2
.2

3
B

M
D

69
6

8
.1
7
±
0
.0
3

13
.9
8
±
0
.6
4

20
.6
1
±
0
.2
0

<
31
.0
1

<
9
.3
5

2.
12
±
0.
01

1.
03
±
0.
01

3.
40

2.
00

1.
68

-2
.2

3
B

M
D

43
5

8
.8
8
±
0
.0
3

14
.9
9
±
0
.7
5

16
.8
0
±
1
.1
9

<
0
.6
0

<
1
.1
2

0.
26
±
0.
00

0.
27
±
0.
00

3.
43

2.
11

1.
33

3.
62



3.3. Dust shell models 63

3.3 Dust shell models

The dust shell models used in this project were made using DUSTY (Ivezic et al.,

1999) which solves the radiative transfer equation for a central star surrounded by

a spherical dust shell of a certain optical depth (τV , optical depth at 0.55µm), inner

dust temperature (Tin) at the inner most radius (Rin) and radial density profile (ρr).

Below I briefly describe the choices for the model input parameters and the fitting

methodology; for an in-depth discussion see Chapter 2.

3.3.1 Model Setup

The dust layer surrounding RSGs absorbs and reprocesses the light emitted from the

star, with different compositions of dust affecting the spectral energy distribution (SED)

in different ways. I have opted for oxygen-rich dust as specified by Draine & Lee

(1984) and a grain size of 0.3µm (e.g. Smith et al., 2001; Scicluna et al., 2015).

To calculate mass-loss rates I have assumed a steady-state density distribution falling

off as r−2. Departure from this law has been suggested for some RSGs (e.g. Shenoy

et al., 2016), a matter which I discuss in detail in Chapter 2. As I do not have outflow

velocity measurements for the RSGs in the sample, I have assumed a uniform speed

of 25±5 km s−1, consistent with previous measurements (e.g. Van Loon et al., 2001;

Richards & Yates, 1998).

I have also assumed a gas-to-dust ratio (rgd) of 200 and a grain bulk density (ρd) of 3

g cm−3. From this, I can then calculate Ṁ values from the following equation

Ṁ =
16π

3

RinτV ρdav∞
QV

rgd (3.1)

where QV is the extinction efficiency of the dust (as defined by the dust grain compo-

sition, Draine & Lee, 1984).

The stellar effective temperature Teff changes the position of the peak wavelength of
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the SED. For NGC 884, the RSGs are of spectral types M0 - M3.5, corresponding to an

approximate temperature range of 3600K - 4000K (taken from the temperature scale

of Levesque et al., 2005). In contrast Gazak et al. (2014) found a narrower Teff spread

among the stars in χ Per, 3720K - 4040K. In this work, I have opted for a fiducial SED

of 3900K for the analysis of this cluster, with the errors on Lbol found by rerunning the

analysis with SEDs of temperatures± 300K fully encompassing the observed range of

both Gazak et al. (2014) and Levesque et al. (2005).

For the NGC 7419 RSGs, the spectral types range from M0 to M7.5 (Marco & Negueru-

ela, 2013) corresponding to a temperature range of 3400 - 3800K. For this cluster, I

chose to use a fiducial SED of 3600K with further analysis completed using SEDs at

3400K and 3800K.

To ensure the robustness of these Teff assumptions I also systematically altered the

fiducial value for each cluster and re-derived luminosities and Ṁ . By doing this I

found that altering the Teff by±300K caused the value of Ṁ to change by±5%, while

luminosity was affected by around 0.1 dex.

In this study, I have again allowed Tin and τV to be free parameters to be optimised by

the fitting procedure. Tin defines the temperature of the inner dust shell (and hence its

position, Rin) while optical depth determines the dust shell mass. The fitting method-

ology is described in the next subsection.

3.3.2 Fitting methodology

I computed two grids of dust shell models for each SED spanning a range of inner

temperatures and optical depths. The first grid spanned τV values of 0 - 1.3, while the

second grid spanned τV values of 0 - 4, each having 50 grid points, and each having

Tin values of 0 - 1200K in steps of 100K2. For each model output spectrum, I created

synthetic photometry by convolving the model spectrum with the relevant filter profile.

By using χ2 minimisation I determined the best fitting model to the sample SED, as in

2For MY Cep, as the τV range in the initial model grid was not high enough to match the observed
luminosity, I had to use a coarser model grid with a large range of τV values.
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Section 2.2.2.

Some of the photometric points used in this study were upper limits, and therefore

these data were used to exclude models for which the synthetic photometry exceeded

these limits. As well as this, any photometric point that had an error of <10% had a

blanket error of 10% applied to account for systematic errors. As with the previous

chapter, the errors on the fitting results are defined as the minimum χ2 value + 10,

to allow stars with the lowest measured Ṁ values which were clearly consistent with

non-detections to have Ṁ values that are upper limits only.

3.4 Modelling results

I ran the fitting procedure for all of the RSGs in this sample. The results for χ Per and

NGC 7419 are shown in Table 3.2. Figure 3.1 shows the best-fit model for the brightest

star in these clusters, SU Per, with all contributions to the output spectrum. The left

panel of the plot shows the best fit model spectrum (green line), the models within

the error range (blue dotted lines) as well as the photometric points, where the black

crosses shown the real photometry and orange circles show the model photometry. The

right hand panel shows the best-fit model located on a Tin - τ plane with the mass-loss

rate isocontours overplotted.

Both clusters are affected by foreground reddening. To correct for this I used the pub-

lished extinction laws for the 2MASS, MSX and WISE photometry (Koornneef, 1983;

Messineo et al., 2005; Gontcharov, 2016). I adopted foreground V-band extinctions of

1.66 and 5.27 for the clusters χ Per and NGC 7419 respectively (Currie et al., 2010;

Marco & Negueruela, 2013). There is evidence that differential extinction is present

in each cluster. For χ Per, Currie et al. (2010) find a V-band dispersion of 0.09 mag

(estimated from J-K colours), equivalent to∼0.01 mag in Ks. This level of differential

extinction is smaller than the errors on the photometry and hence will not affect the

modelling results. Similarly, the differential reddening across NGC 7419 is approxi-

mately 0.2 mag in Ks (Marco & Negueruela, 2013, where individual reddenings were
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Figure 3.1: Left panel: Model plot for SU Per including all contributions to the spectrum. The
“error models” are the models that fit within the minimum χ2+10 limit. The silicate bump
at 10µm is clearly visible on the spectra suggesting a large amount of circumstellar material.
Right panel: Contour plot showing the degeneracy between χ2 values and best fitting Ṁ values
in units of 10−6 M� yr−1. The red contour highlights the models within the minimum χ2+10
limit.

calculated for all cluster members), comparable to the photometric error.

The results of the modelling for all stars in the clusters are shown in Table 3.2. The

luminosities are bolometric as found in Davies & Beasor (2017) where possible, oth-

erwise they are calculated by integrating under the best fit spectra with errors on Lbol

dominated by the uncertainty in Teff . It can be seen that the stars with the highest mass-

loss rates have inner dust temperatures that are more constrained, while lower Ṁ stars

show a larger spread in Tin. I also find that the best fits were achieved when allowing

Tin to vary from the dust sublimation temperature of 1200K. For the stars with the

highest Ṁ Tin is typically around 600K rather than the canonical 1200K dust sublima-

tion temperature. For B921, as I could only place an upper limit on the optical depth

it was not possible to constrain an inner dust temperature, and hence I have plotted an

upper limit for the value of Ṁ .

When plotting Lbol versus Ṁ a clear positive correlation can be seen (see Fig. 3.2),

demonstrating an increasing Ṁ with evolution. The Pearson correlation factors for χ

Per and NGC 7419 are 0.66 and 0.97 respectively. I also include results from NGC

2100. Overplotted are also some commonly used Ṁ prescriptions (assuming a Teff of

3900K), including; De Jager et al. (1988), Reimers (1975), Van Loon et al. (2005) and
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Table 3.2: Fitting results for the RSGs in χ Per and NGC 7419. Bolometric luminosities are
from Davies & Beasor (2017).

Star Tin (K) τV Ṁ (10−6M� yr−1) Lbol

FZ Per 1000+200
−400 0.19+0.08

−0.06 0.30+0.18
−0.07 4.64+0.06

−0.05

RS Per 600+200
−200 0.53+0.13

−0.08 3.03+2.31
−0.94 4.92+0.18

−0.07

AD Per 600+600
−100 0.21+0.16

−0.02 0.97+0.33
−0.50 4.80+0.08

−0.05

V439 Per 1200+0
−500 0.11+0.02

−0.03 0.10+0.10
−0.01 4.53+0.06

−0.05

V403 Per 1200+0
−400 0.08+0.00

−0.03 0.06+0.02
−0.02 4.41+0.06

−0.05

V441 Per 600+300
−200 0.21+0.08

−0.02 0.93+0.72
−0.31 4.75+0.10

−0.06

SU Per 600+300
−100 0.27+0.10

−0.06 1.62+0.72
−0.63 4.99+0.09

−0.05

BU Per 500+200
−100 0.56+0.10

−0.08 3.24+1.53
−1.28 4.67+0.07

−0.05

MY Cep 600+200
−100 2.04+0.41

−0.33 18.04+7.15
−8.54 5.19± 0.07

BMD 139 900+300
−400 0.16+0.08

−0.00 0.27+0.44
−0.05 4.55± 0.08

BMD 921=56 − < 0.03 < 0.06 4.45± 0.10
BMD 696=122 700+500

−200 0.08+0.08
−0.00 0.22+0.17

−0.04 4.63± 0.08
BMD 435 1100+100

−300 0.16+0.08
−0.00 0.18+0.15

−0.04 4.54± 0.11

Goldman et al. (2017).

3.5 Discussion

3.5.1 The Ṁ - Luminosity Relation

There are many empirical studies of RSG mass-loss (e.g. Reimers, 1975; De Jager

et al., 1988; Van Loon et al., 2005; De Beck et al., 2010; Bonanos et al., 2010; Goldman

et al., 2017) all showing significant scatter. For example the calibration of Mauron &

Josselin (2011) has a large peak-to-peak dispersion of a factor of ∼ 10. As these

previous studies have focussed on field stars only, this internal scatter may be caused

by inhomogeneity in the initial masses and/or metallicities of the stars in their samples

(i.e. the stars are of different masses and ages at the same luminosity).

Goldman et al. (2017) studied RSG winds across a range of metallicities, stating that

lower metallicity environments yield slower wind speeds for stars. As Ṁ is directly

proportional to the expansion velocity of the wind (see Equation 3.1), a lower wind

speed will result in a lower derived Ṁ . Goldman et al. (2017) measure a relation be-
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tween the expansion velocity of the wind and metallicity (vexp ∝ ZL0.4), with derived

expansion velocities then being compared to mass-loss rates. From this I can estimate

how large the effect of varying metallicity is on Ṁ . It is therefore possible that the

vexp I have assumed for the RSGs in NGC 2100 (an LMC metallicity cluster) is sys-

tematically high. However, I estimate this would reduce the Ṁ values for these stars

by around 25%, bringing these results into even better agreement with the Galactic

clusters. The effect of varying metallicity is therefore unlikely to be enough to cause

the factor of 10 scatter seen in previous relations.

The RSGs I have observed in NGC 2100, χ Per and NGC 7419 are all of a similar

initial mass, but different metallicities (LMC, solar and solar, respectively). Despite

this, there is still a tight correlation when all of the clusters are plotted together, Fig.

3.2, suggesting Ṁ is only weakly dependent on the metallicity3. Though the results

are within an order or magnitude of the DJ88 law, this law overestimated Ṁ at low

luminosities. The Van Loon et al. (2005) and Goldman et al. (2017) prescriptions

both vastly overestimate Ṁ at all luminosities compared to the results presented here.

This is likely due to these studies focussing on heavily dust enshrouded stars and/or

maser emitters respectively, leaving their samples skewed to stars with the highest Ṁ .

These studies may be selecting stars near the end of their evolution, or with peculiar

properties (for example, binarity). As the RSGs in this sample continue to evolve up

the RSG branch, it is possible that they would eventually reach Ṁ values as high as

those observed for the Goldman et al. (2017) and Van Loon et al. (2005) samples.

As all of the clusters I have looked at have been of a similar initial mass, I combine

them to present a mass-loss rate prescription that will be applicable to stars of 16M�

(Equation 3.2). As previously mentioned, this study suggests Ṁ is only weakly depen-

dent on metallicity between solar and LMC and hence this relation depends principally

on the luminosity of the star. A linear best-fit to the data yield the relation,

log(Ṁ/M�yr
−1) = a+ b log(Lbol/L�) (3.2)

3I have assumed a gas-to-dust ratios for each cluster, and I have also assumed the same expansion
velocity for all clusters. This may be dependent on metallicity (Goldman et al., 2017).
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Figure 3.2: Ṁ versus Lbol for all clusters studied. Also overplotted is the Ṁ - luminosity
relation for a 16M� star from several literature studies and this thesis.
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where a = -24.56 ± 1.65 and b = 3.92 ± 0.35, derived using IDL program FITEXY. I

find a much steeper relation between mass-loss and luminosity than previous studies,

with a root mean square scatter of ±0.4 dex. The Ṁ -Lbol relation found here suggests

that when stars first join the RSG phase they have very low mass-loss rates, implied by

the small amount of circumstellar material present. The mass-loss rate then increases

by a factor of 100 throughout the RSG lifetime 4, while luminosity increases by only a

factor of ∼5.

3.5.2 The luminosity distribution of RSGs

To determine the mass-loss rate at a given time-step, stellar evolution calculations use

a mass-loss rate prescription (usually dJ88) in conjunction with the star’s luminosity

at that time step. If the luminosity is incorrectly estimated the adopted mass-loss rate

during this phase will also be incorrect.

It is possible to test the implementation of Ṁ in evolutionary models by looking at

luminosity distributions. Luminosity distributions were generated by uniformly sam-

pling RSG masses from a standard Salpeter IMF and assuming a uniform age for all

stars. I simulated a large number of stars (105) within the relevant mass range and then

normalised the distribution to match the total number of stars across both MW clus-

ters. I have also included the effect of measurement errors on the simulated luminosity

distributions.

Figure 3.3 shows a comparison for the luminosity distribution of the RSGs5 in the two

MW clusters compared to the predicted luminosity distribution for 13 RSGs in the best

fit Geneva non-rotating and Geneva rotating models (see Section 3.2.2). The observed

luminosity distribution for the RSGs in the two clusters is peaked at a luminosity of

log(L/L�) ∼ 4.5, see the top panel of Fig. 3.3. As the age spread between the RSGs in

this sample is likely to be small, I can say that the different luminosities show the stars
4Throughout this work I have assumed a constant gas-to-dust ratio for all stars in this sample. It is

possible that this may change with evolution (e.g. Mauron & Josselin, 2011), altering the Ṁ - luminosity
relation.

5Due to the difference in metallicity I have not included the NGC2100 stars in the luminosity distri-
bution.
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at slightly different stages of evolution. The concentration of stars in each luminosity

bin indicates the relative amount of time the star spends at each interval. When compar-

ing to the Geneva models, it can be seen that RSGs are predicted by Geneva to spend

most of their lives at much higher luminosities than observed, between log(L/L�) ∼

4.6 - 5.1, see Fig. 3.3. As Ṁ is scaled from luminosity in evolutionary models, this

will lead to Ṁ being overestimated by models throughout the RSG phase.

As previously noted I have assumed a uniform age for all of the stars in the sample.

However, given the errors on the age estimates for both clusters it is possible that an

age spread exists between the RSGs. Currie et al. (2010) estimate the age error on χ

Per to be ± 1Myr, while Marco & Negueruela (2013) estimate the age error on NGC

7419 to be± 2Myr. These numbers provide an upper limit to the age spread that exists

within the clusters.

I now investigate what effect a 2 Myr age spread would have on the observed lumi-

nosity distribution of the RSGs. I used Geneva isochrones and generated luminosity

distributions for ages between 12 and 14 Myr (rotating models) at intervals of 0.1 Myr.

I assumed a uniform age distribution, simulating a constant star formation rate for 2

Myr. This had no visible effect on the luminosity distribution, with the peak and width

remaining the same. I could also have looked at what effect a Gaussian or exponen-

tially declining star formation rate would have on the luminosity distribution, but as the

constant rate would have the greatest impact it is unlikely either of these more com-

plicated age spread functions would affect the conclusions. I can therefore rule out a

non-instantaneous starburst as being the cause of the difference between the observed

and predicted luminosity distributions.

Estimating the total mass lost during the RSG phase

Having determined Ṁ as a function of evolutionary phase, I now use the results to

estimate the total mass lost as a 16M� star evolves up the RSG branch. This is im-

portant as the amount of mass lost can affect the appearance of the resulting SN. For

example, while theory predicts RSGs to be the progenitors to Type II-P SN, there is
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Figure 3.3: Luminosity distributions for RSGs. Top panel: luminosity distribution for the 13
Galactic RSGs. Centre panel: luminosity distribution for RSGs in Geneva rotating models.
Bottom panel: luminosity distribution for RSGs in Geneva non-rotating models.
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the possibility that if the star were to lose a large enough mass it would appear instead

as a Type IIn SN (e.g. Smith et al., 2009, 2016). The narrow lines of a Type IIn SN

are visible when a star explodes into a dense circumstellar medium, and for an RSG it

would require ∼1M� material to be present around the star (Smith et al., 2009). There

is increasing observational evidence for a continuum between II-L, IIn and II-P SN

as opposed to the SN being produced by distinct progenitors. For example Morozova

et al. (2017) found that II-L light curves could be fit by ordinary RSGs with dense

CSM. Likewise, SN PTF11iqb showed narrow emission lines for its first two days be-

fore they weakened and the light curve quickly began to resemble a II-L and II-P SN

(Smith et al., 2015), implying the progenitor experienced enhanced mass-loss in the

years preceding the SN.

I now investigate the total mass lost during the RSG phase for a typical 16M� star based

on the RSGs in the two MW clusters. For a 16M� star, all major evolutionary codes

agree that the lifetime of the RSG phase is 1Myr± 15% (Ekström et al., 2012; Eldridge

& Stanway, 2009; Dotter, 2016). Using the luminosity distribution for the RSGs in χ

Per and NGC 7419, I can deduce how much time an RSG spends at each evolutionary

stage. As we know how Ṁ varies with luminosity, it is possible to determine how Ṁ

varies with time. To convert luminosity into a time, I take the cumulative distribution

of Lbol and interpolate this onto a time axis of 106 years. I then integrate Ṁ with

respect to time and estimate the total amount of mass that would be lost during the

RSG phase for a 16M� star.

To estimate the error, I used a Monte-Carlo (MC) method. For each star studied, I

randomly sampled its Ṁ from an asymmetric Gaussian distribution centred on its best-

fit value, with upper and lower 1-sigma widths determined by the upper and lower error

bars. In each MC trial, I then integrated the Ṁ of all stars with respect to time to find

the total mass lost in that trial. By repeating 104 times, it was possible to determine the

most likely total mass lost and the upper and lower 68% confidence limits, comparable

to a 1-sigma error bar.

From this I find a 16M� star would lose 0.61+0.92
−0.31M� throughout the RSG phase. As

this mass is lost over a long period of time (106yrs) it is unlikely there would be enough
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CSM close to the star to have an effect on the appearance of the resulting SN. Since

the amount of envelope mass lost is small I can also expect there to be a long plateau

in the SN light curve.

I now compare the measurement of the total mass lost with predictions from stellar

evolutionary models. Figure 3.4 shows how much mass is lost during the RSG phase

as a function of initial mass for Geneva, STARS and MIST models (Ekström et al.,

2012; Eldridge & Stanway, 2009; Dotter, 2016). This figure shows that compared to

my observations for a 16M� star, all evolutionary models employ mass-loss rates that

are too high, and hence over-predict the total mass lost during the RSG phase, with

Geneva rotating models having the biggest offset from what is observed. In this figure

we can also see that at ∼ 20M� the predicted total mass lost during the RSG phase

from Geneva models deviates from the STARS model by around a factor of 3. This

could be due to the Geneva group artificially enhancing Ṁ by a factor of 3 for stars

which exceed the Eddington limit in their evelopes by a factor of 5 (Ekström et al.,

2012).

Figure 3.4 suggests that evolutionary models are in fact over-predicting mass-loss dur-

ing the RSG phase, and increasing Ṁ (as suggested to solve the RSG problem, e.g.

Georgy, 2012) would only exacerbate this. Instead, a reappraisal of Ṁ - prescriptions

is needed to better inform stellar evolutionary models and allow more accurate predic-

tions to be made. This is also a wider problem for massive star evolution, including

hot star winds and luminous blue variables (LBVs, Smith, 2014). Future work will

involve observing stars with different initial masses to fully understand the effect of Ṁ

throughout the RSG phase, and hence determine a new Ṁ -luminosity relation.

However, I have also shown that the luminosity distributions used in models are skewed

to higher luminosities than observed in χ Per and NGC 7419. It may therefore be

necessary to find a new way to implement Ṁ in evolutionary models, since employing

an empirical Ṁ -luminosity relation will result in an Ṁ which is too high if the models

are over-predicting the RSG luminosities.
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Figure 3.4: Plot showing the amount of mass lost for a star of a given initial mass for various
stellar evolution models. The single pink circle shows the total amount of mass lost during the
RSG phase for a 16M� star, as derived in Section 3.5.2

3.6 Conclusions

In this chapter I have re-appraised the Ṁ -luminosity relation using stars in young mas-

sive clusters. By focussing on RSGs within clusters we are effectively seeing the same

star at different stages of evolution and can therefore observe how Ṁ varies as the star

evolves towards SN. I have determined Ṁvalues and luminosities for RSGs in Galac-

tic clusters NGC 7419 and χ Per, both of which are approximately the same age and

hence it is possible to assume the RSGs are all of similar initial mass (∼16M�). From

this study I can conclude the following:

1. At fixed initial mass Ṁ increases with time during the RSG evolution of the star,

in a relation with little scatter. I suggest that the reason the correlation is tight

compared to previous Ṁ prescriptions is due to keeping Minitial constrained. I

also find that this relation does not depend on the metallicity of the star, as I have

studied both Galactic and LMC clusters and still find a tight correlation. From
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this I am able to present a new Ṁ prescription for stars with initial masses of ∼

16M� that depends only on the luminosity of the star.

2. I have also compared the observed luminosity distribution for the RSGs in the

two Galactic clusters to evolutionary models. I find that these models overpredict

how much time the RSGs spend at high luminosities, and thus overpredict the

total amount of mass-loss during the RSG phase.



Chapter 4

Age discrepancies in young clusters;

evidence for mergers?

4.1 Introduction

This chapter presents work which has been published by Beasor et al. (2019). The data

analysis and interpretation were conducted by E. R. Beasor. The distance estimates

presented in Section 4.2.3 were calculated using the method described by B. Davies.

The initial draft of the publication was written by E. R. Beasor, who then incorporated

comments from co-authors and from an anonymous referee in the final draft.

In the previous chapters, I have derived Ṁ -Lbol relations for RSGs of a similar ini-

tial mass. A primary aim of this thesis is to create a new Ṁ -prescription applicable

to RSGs across the full initial mass range, a process which itself relies on having ac-

curate measurements of initial mass. In this chapter, I describe the potential risks of

estimating cluster age from the main sequence turn-off, and propose a new method to

determine more accurate RSG initial masses.

Historically, star clusters have been used as a benchmark for stellar evolution models,

since it was assumed they were simple stellar populations (SSPs) of a single age and

metallicity. However, modern observations of intermediate age and old globular clus-

77
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ters reveal features not easily explained by SSPs, for example the presence of multiple

main sequences (e.g. Marino et al., 2008; Piotto et al., 2015), extended main sequence

(MS) turnoffs (e.g. Keller et al., 2011; Bastian et al., 2016) and abundance anticorre-

lations (e.g. Gratton et al., 2004, 2012). Within the literature there are a number of

explanations for these peculiar features. Recent work suggests that the extended MS

turnoff is an effect of stellar rotation, not age spreads as previously thought (see Bas-

tian & Lardo, 2018, for a recent review). This can be understood as rotational mixing

lengthens the MS lifetime by injecting more hydrogen into the core, also causing the

terminal age MS stars to appear more luminous.

So far, extended main sequence turn-offs (eMSTOs) are found to exist in intermediate

and old age clusters. If the eMSTO phenomenon is caused by stellar rotation, then

young (<50Myr) clusters should also exhibit this feature, since rotation is thought to

have a greater influence the evolution of more massive stars. Indeed, eMSTOs have

been observed in clusters as young as 20-30Myrs (Li et al., 2017).

One other potential explanation for stars above the MSTO is rejuvenation, either via

mergers or mass transfer (e.g. Schneider et al., 2014; Gosnell et al., 2015). It is now

commonly believed that most massive stars exist in binaries (≥ 70%, Sana et al.,

2012) and the merger rate of these could be high (de Mink et al., 2014). For stars un-

dergoing binary interaction, mass can be transferred from a secondary on to a primary

(mass-gainer) or the two objects can merge entirely. Not only does the merger product

gain mass and hence become more luminous, but its MS lifetime is extended by ad-

ditional hydrogen being mixed into the core. Merger products would therefore appear

as younger, brighter stars above the TO, much like blue straggler (BS) stars seen in

globular clusters (Sandage, 1984; Knigge et al., 2009; Gosnell et al., 2015). BSs have

been tentatively observed in the young cluster NGC 330 (Lennon et al., 1993; Evans

et al., 2006) and in Westerlund 1 (Clark et al., 2018), but there has been no systematic

study on whether they routinely exist in young clusters. If ubiquitous, the eMSTOs in

young clusters would impact their age estimates in the literature.

In Chapters 2 & 3 I have determined the ages to young clusters using two different

methods. The first, for NGC 2100, involved fitting the full observed luminosity range
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of the red supergiants (RSGs, Beasor & Davies, 2016) with predictions from various

stellar evolution models. In Beasor & Davies (2018) I used the previously determined

ages for χ Per and NGC 7419, in both cases found by fitting isochrones to MS stars

by eye (14 Myr for both, Currie et al., 2010; Marco & Negueruela, 2013). For both of

these methods I assumed only single stellar evolution (no binaries, no mergers).

Each age estimation technique has its potential weaknesses. If the merger rate in young

clusters is high (as suggested by de Mink et al., 2014), post-merger objects (i.e. an

object resulting from the merging of two stars in a binary system) could affect the age

determined in each method significantly, as they would appear as bright objects above

the TO. Once these stars leave the MS, they could evolve to become RSGs which are

anomalously bright compared to the single star population, again causing the observer

to infer a younger age for the cluster.

In this chapter I compare ages for 4 young clusters using three different methods and

attempt to reconcile these differences in terms of non-simple stellar evolution. In Sec-

tion 4.3 I describe each of the three age determination methods in detail as well as

the method for determining extinction towards the cluster. In Section 4.4 I discuss the

results of this work and finally in Section 4.5 I discuss the implications of the results

with respect to possible evidence for mergers.

4.2 Observations

4.2.1 Sample

For this work I require clusters for which it is possible to obtain age estimations from

the MS turnoff and the RSGs. The clusters must therefore be spatially resolvable, and

be young enough and massive enough to have a well-populated RSG branch. Based on

this, I have chosen 2 young clusters from within the Galaxy (NGC 7419, χ Per) and 2

located in the LMC (NGC 2100, NGC 2004).
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4.2.2 Photometry

The majority of the data used in this work is archival. I will now briefly describe the

MS and RSG data for each cluster. The MS data for NGC 7419 is UBV photometry

from Beauchamp et al. (1994). The RSG photometry includes UBV RI from Joshi

et al. (2008), and near and mid-infrared (IR) photometry from 2MASS (Skrutskie et al.,

2006) and MSX (Price et al., 2001).

The main sequence photometry for χ Per is from Currie et al. (2010). As this catalogue

contained data for both clusters in the h + χ Per complex, I simply included any star

that was within 6 arcmin of the cluster centre, the distance to the edge of the complex.

For the RSGs, I used archival photometry from Johnson et al. (1966); Kharchenko

et al. (2009); Pickles & Depagne (2010) and MSX (Price et al., 2001). As described

in Davies & Beasor (2018), there was an offset in the I-band between the Johnson and

Pickles photometry which could not be explained. I have again taken an average of

both the measurements and defined the error to be half the difference between the two.

For NGC 2004 and NGC 2100, I use the dereddened photometry from Niederhofer

et al. (2015) for the MS stars, originally from Brocato et al. (2001). This photometry

has been dereddened to mitigate the effect of differential extinction using the method

described in Milone et al. (2012). The RSG photometry is compiled from Spitzer,

MSX and WISE (Werner et al., 2004; Price et al., 2001; Wright et al., 2010).

4.2.3 Distances

To determine the distances to the two Galactic clusters, all hot star cluster member are

isolated by searching the SIMBAD database for OB stars in the plane of each cluster.

Next, Gaia DR2 parallaxes and proper motions for all stars are obtained. Following

Aghakhanloo et al. (2019) the error on the parallax σi of each star i is defined to be

σi =
√

(1.086σπ) where σπ is the quoted error on π in Gaia DR2. We then iter-

atively sigma-clip the sample by discarding those stars with proper motions outside

3σ of the mean for the whole cluster. Of the N remaining stars (140 for χ Per, 20
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Table 4.1: Distances and extinctions for the clusters. The distances to the LMC clusters are
taken from Pietrzyński et al. (2013).

Cluster Distance (kpc) Extinction (AV )
NGC 7419 2.93+0.32

−0.26 6.33 ± 0.22
χ Per 2.25+0.18

−0.14 1.22 ± 0.22
NGC 2100 50±0.1 Differential, taken from Niederhofer et al. (2015)
NGC 2004 50±0.1 Differential, taken from Niederhofer et al. (2015)

for NGC 7419), we determine the sigma-weighted mean of the parallaxes π̄ and the

standard deviation σπ̄, and define the formal error on π̄ to be dπ̄ = σπ̄/
√

(N).

The posterior probability distribution function Pr on the distance r to the cluster is

determined from Pr ∝ exp(−0.5z2), where z = (π̄ − πZP − 1/r)/dπ̄, and πZP is

the zero-point parallax offset in Gaia DR21. Various independent measurements of

πZP have been made, with a global average seeming to converge on πZP = −0.05mas

(see Aghakhanloo et al., 2019, for a discussion). However, Lindegren et al. (2018)

find that this value varies across the sky by ±0.03mas on spatial scales of about a

degree (i.e. larger than the cluster field of view). We therefore adopt a value of πZP =

−0.05±0.03mas, where this error on the zero-point offset must be added in quadrature

to that of π̄.

For χ Per and NGC 7419, we find average parallaxes of 0.448±0.003mas and 0.333±

0.009mas respectively, not including the uncertainty on πZP. These values are con-

verted to distances and uncertainties by finding the mode and 68% confidence intervals

of Prd, finding 2.25+0.18
−0.14kpc and 2.93+0.32

−0.26 kpc for χ Per and NGC 7419 respectively.

This analysis was done by B. Davies and for further discussion on the distances see the

forthcoming paper by Davies & Beasor (accepted).

As NGC 2100 and NGC 2004 are both LMC clusters I take the distance of 50±0.1 kpc

(Pietrzyński et al., 2013).

1Unlike several other studies of Gaia DR2 distances, we do not adopt any Bayesian prior.
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4.3 Age estimations

I now describe how the extinction values are derived for each cluster, and detail each

of the three independent age determination methods. As I am using the de-reddened

photometry for NGC 2004 and NGC 2100 I assume the extinction on this data should

be negligible (data taken from Niederhofer et al., 2015) .

4.3.1 Estimating the foreground extinction

To estimate foreground extinction I began by constructing a colour-magnitude diagram

(CMD) for each cluster. To isolate the MS I make cuts in colour-magnitude space. For

the magnitude cut, I cut any bright stars that sit more than 2 magnitudes from the main

sequence. For the faint end of the MS, I cut any stars obviously fainter than the point

at which the sample is no longer complete (i.e. the brightness at which the number of

stars per magnitude bin starts to decrease). For the colour cut, I discount anything that

is clearly too red to be a member of the MS.

To determine the best fitting extinction I employ population synthesis analysis, using a

grid of MIST isochrones from ages 2Myrs to 100Myrs (Paxton et al., 2010, 2013, 2015;

Dotter, 2016) at the approximate metallicity (+0.0 dex for Galactic clusters, -0.5 dex

for LMC clusters). I begin by generating a population of 10000 stars between masses

of 1.5 and 100M� sampled from the Salpeter initial mass function (IMF). I then inter-

polate the random stars onto the MIST mass-brightness function for whichever filters

are appropriate for the photometry of the cluster being analysed. I adjust the synthetic

photometry for the distance estimated in Sect 2.3 and a dummy input extinction value,

according to the extinction law of Cardelli et al. (1988). I make the same cuts in mag-

nitude and colour as I have done for the observed data.

Next, I take both the synthetic MS and the observed MS and bin the stars into 2D

histograms in colour-magnitude space. I then normalise the model distribution such

that the model and observed CMDs have the same number of stars above the magnitude

cut. I then compute the χ2 statistic between the observed and model histograms. This is
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Figure 4.1: Hess diagram for NGC 7419. The black points indicate stars that were included in
the analysis. The red dashed line shows the fainter magnitude cut.

repeated for a grid of input extinctions and ages, with the best fit extinction determined

from interpolating where the χ2 goes to zero. Figure 4.1 shows a Hess diagram for

NGC 7419. Extinction estimates are shown in Table 4.1.

Note that, in principle, I can obtain an age estimate from this analysis. However, since

the cluster age and extinction are virtually orthogonal to each other in terms of how

they displace the MS on the CMD, I chose to simplify the analysis and first fit for

extinction then do a single-parameter fit for the age.

4.3.2 Brightest turn-off star method

The TO of a star cluster is defined as the most massive star that has yet to deplete H

from its core. Since stellar mass and MS lifetime are strongly correlated, this can give

an indication as to the cluster age. Once the Ms has been identified via the method

described in Section 4.3.1 I then assume the brightest single star in this subsample is

the TO point for the cluster. Next, I use a grid of MIST isochrones (ages ranging from

2Myrs to 100Myrs, repeated for both rotating and non-rotating models), corrected for
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distance and extinction using the values found in the previous section, and identify the

magnitude of the TO at each age (I assume the end of the MS is the point at which the

central hydrogen mass fraction is less than 1x10−4). From this I identify the theoretical

TO magnitude-age relation. I then take the magnitude of the brightest TO star in the

cluster and interpolate this onto the magnitude-age relation and hence derive an age

for the cluster. Errors come from the photometric error on the magnitude. Results are

shown in Table 4.2.

One obvious weakness of this method is the susceptibility to stochastic effects from

sparsely sampling the IMF at the high mass end. I look to improve upon this in Section

4.3.3. In addition, the presence of an eMSTO or bright BS-like stars above the TO

would cause a younger age to be inferred.

4.3.3 Luminosity function

A similar but slightly more sophisticated method to determine the age from the turn-off

is to model the luminosity function (LF) of the brightest stars in the main sequence.

I use population synthesis (as described in Section 4.3.1) and adjust the colour and

magnitude of the synthetic stars to the distance of the cluster and redden the photometry

using the extinction derived in Section 4.3.1. For each age, histograms are then created

for both the real and the synthetic stars of the number of stars per magnitude bin. These

distributions are then compared and the best fit age is found using χ2 minimization (see

below). Results are shown in Table 4.2 and an example best fit is shown for NGC 7419

in the top panel of Fig. 4.2.

The best fitting age and 1-sigma error range is determined following Avni (1976). Our

fitting function, derived from our population synthesis, has two degrees of freedom:

age t (which moves the LF left and right), and mass M (which affects the normaliza-

tion). I find the optimal age by minimizing the function,

χ2 =
∑
i

[Oi − Ei(t,M)]2

σi
(4.1)
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where Oi and Ei are the numbers of stars in the ith bin of the observed and model LFs

respectively. The 68% confidence intervals on t are determined from those models

with χ2 within 2.3 of the minimum, see bottom panel of Fig. 4.2.

The advantage of qualitatively fitting the LF at the TO, rather than simply taking the

magnitude of the brightest turn-off star, is that it attempts to compensate for stochastic

sampling of the TO. However it will still be affected by the presence of BSSs and

stellar rotation.

4.3.4 Lowest luminosity red supergiant

An independent method to determine the cluster age is to model the RSG population.

Specifically, I use the bolometric luminosity (Lbol) of the least luminous RSG in each

cluster (Lmin). When a star crosses the HRD it does so at a nearly constant luminosity,

and upon joining the RSG branch there is an initial decrease in Lbol. Once the star has

settled on the RSG branch it returns to a luminosity similar to that when it left the MS.

For an isolated RSG, it is hard to know the evolutionary history, i.e. how evolved it is

and whether or not it descended from a single star or from a BS type object. However,

in a large cluster of stars all born at the same time, the RSG with the lowest Lbol is

most likely that which has evolved as a single star and most recently joined the RSG

branch.

To calculate Lbol I take all of the available photometry for a given star and integrate

under the SED from blue to the mid-IR, as described in Davies et al. (2018). This

method relies on the assumption that the flux emitted is spherically symmetric and as

RSGs are known to have circumstellar extinction I also assume any flux lost at shorter

(<U - band) wavelengths is reemitted at longer wavelengths. To account for any flux

at shorter wavelengths I have extrapolated the SED using a blackbody temperature of

3500K, though in practice this region of the SED accounts for less than 0.01dex of the

bolometric luminosity.

Due to the steepness of the IMF the number of RSGs in a given cluster is usually
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Figure 4.2: Top panel: Best fitting luminosity function for NGC 7419. The black line shows
the observed TO LF while the blue line shows the model. Bottom panel: Plot showing the error
estimation for the LF method. The solid green line shows the best fitting age and the dashed
green lines show the χ2 acceptability limit, i.e. χ2

min+2.3.
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small, on the order of ∼10, leaving this method susceptible to the stochastic effects.

Furthermore, the evolution through the early part of the RSG branch is very fast. In

light of this, I correlate Lmin with cluster age in a probabilistic sense using population

synthesis.

I again utilise the MIST grid of isochrones. At each age, I identify the RSG phase

as being where Teff≤ 4500K and log(L/L�) ≥ 4. Next, I identify the minimum and

maximum stellar mass from the defined RSG phase and generate a sample of 500

synthetic stars following a Salpeter IMF, and then take a random subsample of these

stars to match the number of real RSGs in a given cluster, e.g. for NGC 2100 there are

19 RSGs. At each trial, I determine the value of Lmin and repeat 1000 times to get a

probability density function. Figure 4.3 shows the most likely Lmin values for a cluster

containing 50 RSGs at each age in our grid. This process is repeated at each age,

yielding a 2-D probability density function of age and Lmin. From this I interpolate

the observed Lmin for a cluster, which itself is randomly sampled 1000 times from a

Gaussian distribution to take into account the errors, and derive an age distribution for

the cluster. Results are shown in Table 4.2. As the errors on Lbol are small the error on

age is taken from the nearest grid point.

4.4 Results

The age estimates for each cluster are listed in Table 2. Figure 4.4 shows the best fitting

isochrones determined for each cluster via each of the methods described above. Note

that often the RSGs were saturated in these filters and hence could not be shown.

Due to the uncertainty in the colours of late-time stars the isochrones often do not sit

where RSGs are observed. In these plots the red line shows the results from the lowest

luminosity RSG method, the green line shows the result from fitting the luminosity

function of the TO and the blue line shows the results from fitting the single brightest

star at the MSTO. The solid portion of the line shows the MS. Each isochrone has

been reddened using the extinctions determined in Section 4.3.1.1 and the extinction

coefficients from Cardelli et al. (1988) (optical) and Koornneef (1983) (mid-IR).
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Figure 4.3: Plot showing the most likely RSG Lmin for a cluster at a given age containing 50
RSGs, from MIST non-rotating isochrones (Dotter, 2016). Each point represents the median
Lmin of 1000 trials while the error bars represent the 68% probability limits. For clusters with
fewer RSGs the relation stays the same but there are more stochastic errors.



4.4. Results 89

Figure 4.4: Plot showing best fitting isochrones from each of the three age estimators for the
Galactic clusters. The solid portion of the isochrones represents the main sequence. The purple
star symbol indicates the brightest TO star used for the age determination.
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Figure 4.5: Same as Fig. 4.4 but for the two LMC clusters.
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For all of the clusters, the difference between the ages determined using the brightest

TO star and the luminosity function of the cluster TO is minimal and smaller than the

difference between rotating and non-rotating models, at most the difference in best fit

age varies by 0.5Myr, but they are all consistent to within the errors. The lowest lumi-

nosity RSG method always finds the cluster to be older than the cluster TO methods.

The most extreme example of this is NGC 2004, for which the RSG method finds an

age that is three times older. In the following sections I will discuss the results for each

cluster in turn and compare to previous age estimates.

4.4.1 NGC 7419

This cluster has previously been studied by Marco & Negueruela (2013), who fit

isochrones from Marigo et al. (2008) by eye to UBV data of the entire cluster, finding

an age of 14Myr. The authors found that a 12Myr isochrone was a good fit to the TO

once B stars were removed, but an older age of 15Myr also fit the apparent TO well

while leaving some brighter stars above. Beasor & Davies (2018) found the previously

best fitting age isochrone (14 Myr, Padova) found by (Marco & Negueruela, 2013) was

equivalent to an age of 10-14 Myr if the Geneva isochrones were used to fit the same

MSTO point.

In this study, the age estimates for NGC 7419 vary between methods by approximately

10 Myr for both rotating and non-rotating models. As with all the clusters, the brightest

TO and the luminosity function of the TO methods ( 7-8 Myr) suggest the cluster is

far younger than the age determined using the lowest Lbol RSG (∼17 Myr). There is

very little difference between the ages found for the cluster using the brightest TO star

and the luminosity function of the TO. The previous age estimates for this cluster are

approximately an average of the TO and RSG ages I present here, as previous studies

have fit the TO and RSG branch diagnostics simultaneously.
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4.4.2 χ Persei

This cluster is part of the h and χ Per Double Cluster, and has been studied before in

detail by Currie et al. (2010). Using UBVI data, the age of the cluster was estimated

by these authors a number of ways. Using the MS they find an age of 14 Myrs, and

claim the M supergiants support this age. Using Padova isochrones they fit by eye to

see which best fits the RSG range, however they use the full luminosity range to make

a prediction, and as previously discussed due to evolution and the possibility of post-

merger objects there is no unique relation for age and the brightest RSGs. In Beasor

& Davies (2018) the best fitting Padova isochrone was again used to find a model

dependent age for the cluster, finding again a Geneva age estimate of 10-14 Myr (for

rotating and non-rotating models).

In this work I find ages ranging from 8 Myr to 18 Myr (with the TO method giving the

youngest age estimate and the RSG method giving the oldest). Again the previously

presented age estimates are somewhere in the middle of this. While Currie et al. (2010)

did not fit the entire cluster (TO and M-supergiants) simultaneously I find the age given

by the luminosity function method gives an age consistent with theirs. The cause for

discrepancy when using the RSGs between Currie et al. and our work could be simply

due to the previous authors using the entire luminosity range of the RSGs to estimate

an age, rather than the lowest LbolRSG.

4.4.3 NGC 2100

There are a number of age estimations for LMC cluster NGC 2100 in the literature.

Niederhofer et al. (2015) fit both the TO and the RSG branch simultaneously, giving

an age of 21 Myr, in agreement with the age found from the lowestLbol RSG method. It

can again be seen that at this age the model Hess diagram cannot explain the brightest

blue stars above the MSTO, and the authors claim this is an effect likely caused by

stellar rotation (see Section 4.5. The age has been estimated since then by Beasor &

Davies (2016) who used the full range of RSG luminosities and evolutionary mass
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tracks (see Fig. 8 within the paper). This gave a younger age of ∼15 Myr.

In this work I find an age discrepancy of a factor of 2 between the brightest TO star

method and the RSG method. I find using the MSTO gives an age of 7-10 Myr (for the

single brightest TO star and LF respectively). For the lowest Lbol RSG method I find

an age of 20-22Myr, older than found by Beasor & Davies (2016) by 5 Myr.

4.4.4 NGC 2004

This LMC cluster was studied in Niederhofer et al. (2015), in which the authors es-

timated the cluster age to be 20 Myr, but again the observed MS reached brighter

magnitudes than predicted by the model. This age is also consistent with the age de-

rived from the lowest Lbol RSG method, likely because the authors disfavour using the

brightest stars in the TO as they believe them to be either BSSs or evidence for an ex-

tended main sequence TO (see Section 5.1). This cluster has the largest discrepancy in

age estimations out of all the clusters in this sample, with the RSG method suggesting

an age that is up to 4 times older than the TO method results.

4.5 Discussion

The analysis has shown that age estimates vary by up to a factor of 4 depending on

which method is employed, see Fig. 4.4. The most dramatic difference is seen for

NGC 2004, where the brightest TO star gives an age of 6 and 7 Myr for non-rotating

and rotating models respectively, while the RSG method gives an age of 22 Myr or

24 Myr for non-rotating and rotating models respectively. I will now discuss possible

causes for these age discrepancies in detail.
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4.5.1 Possible causes for age discrepancies

Stellar rotation causes extra hydrogen to be mixed into the core of the star, prolonging

the life of a star. Stars that rotate more rapidly spend longer on the MS than stars that

rotate more slowly, making it difficult to explain all of the stars at the TO with a single

age isochrone.

For young and intermediate age clusters (20Myr - ∼2Gyr, Bastian & de Mink, 2009),

rotation has been used to explain the extended main sequence turn off (eMSTO) phe-

nomenon, where the TO of a cluster appears brighter than expected in a colour mag-

nitude diagram (e.g. Keller et al., 2011). In Niederhofer et al. (2015), rotating and

non-rotating isochrones were used to determine what perceived age spread would be

seen in a cluster due to stellar rotation. This study showed that as clusters increase in

age, the apparent age spread due to the eMSTO increases (i.e. clusters with ages <100

Myr have small age spreads, on the order of tens of Myr, while clusters ∼ 1 Gyr have

apparent age spreads on the order of a few hundred Myr). This age spread is propor-

tional to the age of the isochrone. While this study implies the eMSTO effect is likely

to be present in the clusters presented in this work, isochrones used in Niederhofer

et al. (2015) were between 50 Myr - 1 Gyr, older than the 4 clusters presented in this

study. Therefore the significance of the eMSTO at ages < 50 Myr is not yet quantified.

To check whether rotation could have a significant effect on the ages determined for

the clusters in this sample, I first used MIST rotating and non-rotating models for all

ages; Table 4.1 shows the results for all methods. The rotating MIST models include

stars with rotation at 0.4 of the critical velocity. We can see from the results that

the difference in ages between rotating and non-rotating models is minimal (±10%).

Therefore, stars rotating at this speed are not able to explain the differences in ages I

obtain between the methods utilising the MSTO of the cluster and the method using the

red stars. Therefore, to extend the MS by long enough to explain the age differences,

stars would have to be rotating at speeds faster than 0.4 of the critical velocity.

To further investigate the impact of stellar rotation on inferred ages, I have re-analysed

the data for NGC 2100 with the isochrones of Georgy et al. (2013), which have a much
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sparser sampling in stellar mass but which explore a much greater range of initial

rotation rates. Figure 4.6 shows the colour magnitude diagram for NGC 2100 with 3

isochrones overplotted. The first is the 10 Myr MESA isochrone, which I found to be

the best fitting age when using the LF method, shown by the red line. The second is

the 20Myr non-rotating isochrone from Georgy et al., the best fitting age found when

using the lowest Lbol RSG, shown by the blue line. Finally, I also show the 10 Myr

iscochrone where the stars are rotating at 0.95 of the critical velocity, shown by the

yellow line. I have highlighted the tip of the TO according to each model with a circle.

Figure 4.6 shows the TO of the best fitting isochrone found from the LF method is 1.3

mag brighter than the TO of the best fitting isochrone from the RSG method, when

there is no rotation. When stellar rotation is present, even with stars rotating at 0.95

of critical the difference in magnitude between the 10 Myr TO and the 20 Myr TO is

0.8 mag. These results argue that even extreme rotation rates cannot explain the age

discrepancies found. Further to this, Marco & Negueruela (2013) counted the number

of Be stars, objects showing Hα emission commonly thought to be fast rotators, within

the MS of NGC 7419 and find the number of Be stars at the TO is approximately equal

to the number of ‘normal’ objects (see Fig. 8 within their paper). Therefore, while

stellar rotation is likely to have some effect on broadening the MSTO, it cannot fully

account for the discrepancies I have observed. I speculate that stars above the TO of the

fast rotating isochrone may be BS-like stars formed via binary interaction, i.e. merger

products or mass gainers.

I now compare these results to the predictions of Schneider et al. (2015), who computed

the evolution of single and close interacting binary stars. They predict the ratio of

the number of blue stragglers expected in a cluster (Nbss), to the number of stars 2

magnitudes below the TO (N2) as a function of cluster age (see Fig. 14 within that

paper). When taking the same diagnostics for NGC 2100 (using the TO from the

Geneva rotating models as shown by the yellow dot in Fig. 4.6) I find an Nbss/N2 ratio

of 0.11, in close agreement with the predictions of Schneider et al., who predict a ratio

of 0.1-0.2 for a 20Myr cluster. All of the potential BS-star candidates2 in NGC 2100

2The exact number of BS candidates changes slightly depending on which isochrones are used. Here
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Figure 4.6: Plot showing the CMD for the stars in NGC 2100. Overplotted are isochrones
from (Georgy et al., 2013) (the rotating and non-rotating 20 Myr, age from RSG method) and
MIST (10 Myr, age from the luminosity function method). Filled coloured circles represent the
MSTO for each isochrone.

were found to be cluster members by Niederhofer et al. (2015). Further to this, Figure

16 in Schneider et al. (2015) shows the apparent stellar age, τ∗, of the most massive

blue straggler star as a function of the true cluster age, τcl. For a 20Myr cluster, the

most massive BSS would cause an inferred age of approximately 5-10Myr, again in

good agreement with the findings presented here. It should be noted however that

the predictions of Schneider et al. are based on theoretical clusters with a primordial

binary fraction of 100%, so the age discrepancies and number of BSSs they present

are upper limits. However, it is encouraging to see that these model predictions are

comparable to the observations.

I have chosen to use the Geneva isochrones rotating at 0.95 of the critical velocity to set a lower limit
on the number of BS candidates.
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4.5.2 How should we determine ages for young clusters?

Initial masses for post-MS transitional objects such as luminous blue variables (LBVs),

Wolf-Rayet stars and RSGs are often estimated by locating such objects in clusters,

then determining the cluster age using the cluster TO and single rotation isochrones

(e.g. Humphreys et al., 1985; Massey et al., 2000, 2001). Throughout this work I have

shown that using the TO is likely to cause the age inferred to be too young, and hence

the initial masses too high. I attribute this effect to BS-like stars above the TO, some

of which may be explained by a distribution of rotation rates at ZAMS. To attempt

to quantify this effect, and to determine which age estimation method provides the

most accurate results, I repeat the analysis on synthetic clusters of a known age with a

realistic rotation distribution, described below.

I now enlist synthetic clusters from Geneva (Ekström et al., 2012) to investigate the

impact of using the cluster TO more thoroughly. I generated a 20 Myr old cluster at

Solar metallicity (Z=0.014), where the stellar rotations follow the distribution of Huang

et al. (2010). Next, the mass of the cluster is randomised between 0.5-5×104M�,

typical of clusters known to contain RSGs. From this subsample, it is possible to

identify the brightest TO star and the least luminous RSG (where the RSG phase is

defined as where Teff ≤ 4500K). To ensure I am comparing like-with-like, I use Geneva

non-rotating isochrones to determine age estimations via the methods described in

Section 4.3.3 and 4.3.4. The grid of Geneva models has ages from 6 to 25 Myrs. I

repeat this for 1000 trials, where each trial generates a new cluster with varying cluster

mass, thus allowing us to see how the age discrepancy between each method varies

with total cluster mass (Mtot).

Figure 4.7 shows the distribution of age estimations for each method as a function of

cluster mass. The dashed line shows the true cluster age and the results of each trial

are plotted with blue crosses (TO method) or red crosses (RSG method). For the RSG

method in particular, the errors on age are larger at lower cluster masses. This is due

to lower mass clusters perhaps only containing ∼1 RSG, leading to large stochastic

errors.
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The results found here demonstrate clearly that using the cluster TO method can cause

a systematic underestimation in age by ∼25% due to rotation on the MS extending

the lifetime of MS stars and causing them to appear more luminous. While there

is also a systematic offset when using the lowest Lbol RSG method, this is a much

smaller effect, on the order of ∼10%. This offset is due to numerical effects when

interpolating mass tracks containing blue loops, causing the bottom of the RSG branch

to appear more luminous. For a typical cluster where Mtot < 5×104M� the random

error is approximately 5-10%, comparable to the systematic offset.

I now repeat this experiment and include unresolved binaries with a binary fraction

of 50%3. Figure 4.8 shows the determined ages for a cluster as a function of cluster

mass with a binary fraction of 50%, as shown by the blue crosses. This illustrates that

the inclusion of unresolved binaries further reduces the usefulness of the TO method,

causing an even greater discrepancy (∼ 6Myr), while the RSG method remains much

less affected (note that the red crosses on the plot show the results for the RSG method

from both the cluster containing only single stars, and the cluster with a binary fraction

of 50%). This is because the RSGs are significantly more luminous than the compan-

ion stars and hence are unaffected by unresolved binaries. From this analysis I can

conclude that using the lowest Lbol RSG method is the most reliable. Interestingly,

the age discrepancies found by this experiment are far lower than the discrepancies

observed in the real clusters. This supports the conclusions that the age discrepancies

observed for the 4 real clusters cannot be caused by rotation on the MS alone, and are

likely caused by a combination of rotation, unresolved binaries and binary products

(such as mass gainers or mergers).

4.6 Conclusions

In this chapter I present age estimates for 2 Galactic clusters and 2 LMC clusters using

3 different methods. By doing this I have demonstrated a systematic offset between

3As the isochrones used to create each cluster rely on single star tracks it is not possible to account
for the evolution of interacting binary systems (Georgy et al., 2014)
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Figure 4.7: Ages derived from age fitting a 20Myr synthetic cluster containing only single stars
using the TO method and the lowest Lbol RSG method. The dashed line shows the true age of
the cluster.

Figure 4.8: Ages derived from age fitting a 20Myr synthetic cluster using the TO method and
the lowest Lbol RSG method. In this case, the synthetic cluster has a binary fraction of 50%.
The dashed line shows the true age of the cluster.
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ages determined using the MS stars in a cluster and using the evolved RSGs. The

results of this study cannot be explained by rotation on the MS alone, and instead I

suggest that the age discrepancies are caused by a combination of rotation, unresolved

binaries and binary products (e.g. mergers and mass gainers). I also demonstrate using

synthetic clusters that using the lowest Lbol RSG method will yield the most reliable

age estimation.



Chapter 5

The evolution of red supergiants to

supernova III: A new mass-loss rate

prescription for RSGs

5.1 Introduction

The ultimate aim of this thesis is to derive a new Ṁ -prescription that can be imple-

mented in stellar evolutionary models. In Chapters 2 and 3 I showed the dispersion on

the Ṁ -luminosity relation is greatly reduced when focusing on RSGs of a constrained

initial mass. In light of this, using the previously studied clusters (NGC 2100, χ Per,

NGC 7419) and two further RSG rich clusters (NGC 2004, RSGC1) and updated ages

(see Chapter 4) I will derive an initial mass dependent mass-loss rate.

In Secton 5.2 I describe the sample of clusters and data used, in Section 5.3 I describe

the dust shell models and fitting procedure, in Section 5.4 I discuss the results and de-

scribe the method of determining Lbol, and finally in Section 5.5 I discuss the findings

in relation to other mass-loss rate prescriptions, and consequences for stellar evolution.

102
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Table 5.1: Cluster properties

Cluster Distance (kpc) Age (Myr) Initial mass (M�) AV References
NGC 2100 50±0.1 21± 1 10± 1 0.5 1,2,5
NGC 7419 2.93+0.32

−0.26 20± 1 11± 1 6.33±0.22 2,3
χ Per 2.25+0.16

−0.14 21± 1 11± 1 1.22±0.22 2,3
RSGC1 6.6±0.9 10± 1 19± 1 20.9±0.6 4
NGC 2004 50±0.1 23± 1 9± 1 0.07 1,2

1Pietrzyński et al. (2013), 2Chapter 4, 3Davies & Beasor (accepted),
4Davies et al. (2008), 5Niederhofer et al. (2015)

5.2 Observations

5.2.1 Sample selection

In previous sections it has been speculated that the cause for large dispersion in many

Ṁ -prescriptions is due to the studies’ use of field stars, where parameters such as ini-

tial mass and metallicity are unconstrained. For this reason, in the study presented

here I focus solely on RSGs in clusters, for which initial mass and metallicty are con-

strained. I also require clusters that span a range of ages, in order to see how the Ṁ -

luminosity relation changes as a function of initial mass, ideally across the full range

of RSG masses. The sample comprises five RSG rich clusters of varying ages: NGC

2100, NGC 7419, χ Per, RSGC1 and NGC 2004 (see Table 5.1 for cluster properites).

By including a younger cluster in our sample, I will be able to anchor down the Ṁ -

luminosity relation for high mass RSGs. As the RSG lifetime is very short relative to

the MS lifetime, we can assume all of the RSGs currently in the RSG phase are very

similar in initial mass, to within ∼1M�(Georgy et al., 2013). Because of this, I will

be able to derive an Ṁ -luminosity relation dependent on the initial mass of the star. It

can effectively be assumed that each RSG can be considered to be the same star at a

different stage of evolution.

Clusters NGC 2100, NGC 7419, χ Per and NGC 2004 have all been discussed in detail

in previous chapters 2,3 and 4.
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RSGC1

First discovered in Figer et al. (2006), Galactic cluster RSGC1 was notable for its

high number of RSGs. Davies et al. (2008) estimated the age of RSGC1 by placing

isochrones over the full range of RSGs in the cluster, for which they determined Teff

and Lbol. The kinematic distance to the cluster was found to be 6.60 ± 0.89 kpc.

Unlike the other clusters in this sample, RSGC1 has high foreground extinction that is

non-negligible in the mid-IR (AK ∼ 2.09). Indeed, the extinction is high enough that

for many of the RSGs in the cluster the mid-IR bump at 10µm used to trace mass-loss

(see Section 2.2.1) can appear inverted as flux lost at shorter wavelengths is re-emitted.

For this reason, the extinction law has had to be carefully derived. To do this, I use an

archival Spitzer/IRS spectrum of RSGC141 This is the lowest luminosity RSG in the

cluster, with no detectable IR excess (Davies et al., 2008). It is assumed that this star

has no infrared excess, and therefore the extinction law can be obtained by dividing

the IRS spectrum through by an apropriate model atmosphere. This analysis was done

by B. Davies, and will be described in Beasor, Davies, Smith et al. (in prep). As we

are assuming RSGC14 has no circumstellar extinction, I take the value of reddening

towards RSGC14 as the foreground extinction towards the cluster (see Table 5.1).

NGC 2004

NGC 2004 is an LMC cluster containing 7 RSGs, with their cluster membership con-

firmed by their rotational velocities (∼300 km/s, Massey & Olsen, 2003). As this

cluster is located in the LMC, it is unlikely to be severely affected by large amounts

of foreground extinction. By comparing the colour-magnitude diagram of this clus-

ter to PARSEC isochrones, Niederhofer et al. (2015) estimate a reddening value of

E(B − V ) = 0.23. The age for NGC 2004 found in this study is older than suggested

by Niederhofer et al. (2015),see Chapter 4 for more details.

1RSGC14 was outside of the field of view for the data collected here.
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Table 5.2: Photometry for RSGC1 from SOFIA-FORCAST. All photometry is in Jy.

ID 5.5µm 7.7µm 11.1µm 25.3µm 31.5µm
F01 6.88± 0.05 5.33± 0.03 15.07± 0.10 12.86± 0.06 10.99± 0.06
F02 7.10± 0.05 5.88± 0.03 16.04± 0.10 14.74± 0.07 12.78± 0.08
F03 4.08± 0.05 4.44± 0.03 9.59± 0.10 8.07± 0.06 6.93± 0.05
F06 2.76± 0.05 2.96± 0.02 3.51± 0.10 1.89± 0.05 1.71± 0.05
F07 2.70± 0.05 2.42± 0.03 2.81± 0.10 1.28± 0.06 1.09± 0.07
F09 2.62± 0.05 2.56± 0.02 3.35± 0.10 1.54± 0.06 1.44± 0.05
F10 2.06± 0.05 2.10± 0.02 3.03± 0.10 1.80± 0.06 1.81± 0.05
F12 1.66± 0.05 1.60± 0.03 2.03± 0.10 1.17± 0.06 0.54± 0.06
F13 4.30± 0.05 3.18± 0.02 7.28± 0.10 8.12± 0.06 8.51± 0.05

5.2.2 Observations and data reduction

For RSGC1, I obtained new mid-IR photometry from SOFIA+FORCAST. The data

was taken in Cycle 5 using FORCAST (Prog ID 05 0064, PI Nathan Smith). The

cluster was observed in 5.5µm, 7.7µm 11.1µm 25.3µm and 31.5µm filters to cover

the majority of the SED. In particular these wavelengths cover the infrared excess and

10µm silicate bump feature used to model the dust shells of the RSGs. The data was

reduced using the SOFIA data pipeline FORCAST Redux. The data-products I use

are the Level 3 flux-calibrated data. To extract the photometry, I used IDL program

starfinder (Diolaiti et al., 2000) to extract photometry using point source function

(PSF) fitting. Our PSF was made by combining the PSFs using median averaging of

several isolated stars in the images. The PSF profiles then undergo halo smoothing in

the outer regions. To extract photometry, the threshold for star detection is defined as

5-sigma above background (all RSGs have much greater significant than this limit).

The errors are assumed to be dominated by the variance in the sky. The photometry

for RSGC1 is shown in Table 5.2.

For NGC 2004 we used archival data from several archival sources, including the Mag-

ellanic Clouds Photometric Survey (MCPS, Zaritsky et al., 2004), DENIS (Cioni et al.,

2000), 2MASS (Skrutskie et al., 2006), IRAC (Werner et al., 2004) and WISE (Wright

et al., 2010).
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5.2.3 Determining cluster ages

By studying RSGs in stellar clusters it is possible to determine ages and RSG initial

massses (Mini) by fitting isochrones to observations. Many studies use the cluster main

sequence turn off (MSTO) as an anchor point to determine the age. However as shown

in Chapter 4, due to the presence of binary products (e.g. mergers or mass gainers)

at the MSTO this can cause the age of the cluster to be underestimated, and suggest

RSG masses that are too high. For this reason, it was necessary to develop a new age

diagnostic for star clusters, insensitive to the effects of rotation or binary evolution.

This is described in detail in the previous chapter.

Here, I use the lowest luminosity RSG method to determine an age for the cluster, dis-

cussed at length in Chapter 4. This method relies upon the assumption that the lowest

luminosity RSG is that which is least susceptible to the effects of binary interaction

and rotation. The ages found from the lowest Lbol RSG are shown in Table 5.1. The

RSGs in this sample span initial masses between 8 and 19M�, covering the majority

of the initial mass range predicted to end their lives as Type IIP SN.

Note that the ages presented in this chapter supersede the results from Chapter 3. Pre-

viously, for NGC 7419 and χ Per, the ages were estimated by comparing isochrones to

the MSTO of the cluster (Marco & Negueruela, 2013; Currie et al., 2010). In Chapter

4 I discussed at length the difficulties in determining ages for young stellar clusters

using the MSTO, due to the presence of blue straggler-like objects (i.e. objects formed

by mass-transfer or merging).

5.3 Spectral energy distribution modeling

The model setup has been described in detail in Beasor & Davies (2016) and again in

Beasor & Davies (2018). Below I will briefly describe the model setup and chosen

input parameters.

Throughout this work I use dust shell models from DUSTY (Ivezic et al., 1999), a
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code which solves the radiative transfer equation for a star surrounded by a spherically

symmetric layer of dust of a given optical depth (τV, optical depth at 0.55µm), inner

dust temperature (Tin) and radial density profile (ρr).

Dust surrounding a star leaves signatures in the output spectrum, as the light is ab-

sorbed and re-processed. From this it is possible to determine the chemical composi-

tion of the dust surrounding the star, and how much of it there is. The 10µm silicon

‘bump’, indicative of oxygen rich dust, has been observed around many RSGs (e.g.

Smith et al., 2009), and hence I opted for silicate dust as described by Draine & Lee

(1984) with a fiducial grain size of 0.3µm (see Section 2.2.1). I assume a gas-to-dust

ratio (rgd) of 200 for the MW clusters and 500 for the LMC cluster (Van Loon et al.,

2005). For all stars I assumed a grain bulk density ρd of 3 g cm−3. Together, these

parameters allow a dust shell mass to be derived for each model.

To calculate Ṁ , I also need to make assumptions about the density profile of the dust

and the outflow velocity of the winds. As in the previous chapters, I have used a steady

state wind with a density distribution that falls off with r−2. The stars in this sample

do not have measured outflow velocities, I therefore use a uniform speed of 25±5

km/s, consistent with measurements taken for other RSGs (Richards & Yates, 1998;

Van Loon et al., 2001). With this, I can calculate Ṁ using the following equation

Ṁ =
16π

3

RinτV ρdav∞
QV

rgd (5.1)

where QV is the extinction efficiency of the dust (as defined by the dust grain compo-

sition, Draine & Lee, 1984).

It is also necessary to assume an effective temperature (Teff) for the RSGs. There is

some controversy over the temperatures of RSGs (Levesque et al., 2005; Davies et al.,

2013), and so this study explores a temperature range of 3600-4200K, with 3900K

being the fiducial SED.

The fitting procedure has been described in detail in Chapters 2 and 3. In this chapter

I have used a grid spanning inner dust temperatures of 0 - 1200K in steps of 100K and
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Figure 5.1: Left panel: Model plot for F01 including all contributions to spectrum. The silicate
bump at 10µm is clearly visible on the spectra suggesting a large amount of circumstellar
material. Right panel: Contour plot showing the degeneracy between χ2 values and best fitting
Ṁ values in units of 10−6 M� yr−1. The thickened contour highlights the models within the
minimum χ2+10 limit.

optical depth values of 0 - 4 in steps of ∼ 0.08. For each DUSTY model I compute

synthetic photometry by interpolating the model flux onto the filter profiles. As in

Section 2.2.2, χ2 minimisation was used to determine the best fitting model.

5.4 Results

The mass-loss rates and luminosities for both clusters are shown in Table 5.3. Figure

5.1 shows the best fit model for the brightest RSG in the sample, F01. The left panel

of the plot shows the best fit model spectra (green line), the models within the error

range (blue dotted lines) as well as the photometric points, where the black crosses

shown the real photometry and orange circles show the model photometry. This plot

also shows all contributions to the output spectrum, including the dust emission flux

and flux from scattered light. The right hand panel shows the best fit model located

on a Tin - τ plane with the mass-loss rate isocontours overplotted, demonstrating the

degeneracy between Tin and τV .

Figure 5.2 shows Lbol versus Ṁ for the two clusters presented here, from which we

can see an increase in Ṁ with luminosity. I have also included the results from clusters

in previous Chapters corrected for new distances and ages.
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5.4.1 Luminosities

The luminosities for the RSGs in NGC 2004 were calculated by integrating under the

observed spectral energy distribution (SED), as in Davies & Beasor (2018). I took

all of the available photometry and integrated underneath the points using IDL routine

int tabulated. To include any flux that may be missing from shorter wavelengths,

the SED was extrapolated using a blackbody curve that was fitted to the shortest wave-

length available photometry, in this case B-band. Although it should be noted that the

contribution to the overall luminosity from this region of the SED is extremely small

(<0.01 dex).

For RSGC1, I did not estimate the luminosity from the SED. This is because the short-

est wavelength photometry available was at 2MASS-J, and the extrapolated flux would

contribute a large fraction to the luminosity estimate. For this reason I use the best

fit model from DUSTY to extrapolate the fluxes below 1µm. Therefore, the errors are

dominated by the uncertainty in Teff .

The star F13 is anomalously red compared to the other RSGs in the cluster Davies et al.

(2008), either due to circumstellar extinction or additional foreground extinction. It is

therefore likely Lbol will be underestimated as we have assumed the same extinction

value for all stars. When taking into account the extra extinction (AK ∼ 0.92) the lumi-

nosity increases to log(L/L�)=5.39 (from log(L/L�)=5.01). Due to the uncertainty

in the true luminosity of this star I have not included it in calculating an Ṁ - luminosity

relation for the cluster (See Section 6.1), though when adopting the hgiher extinction

value for this star it agrees perfectly with the other stars in the cluster.

For NGC 7419 and χ Per, due to updated distances from Gaia (Gaia Collaboration

et al., 2018, , see Davies & Beasor, accepted) the luminosities have also changed since

they were published in Beasor & Davies (2018), and are now lower by an average of

0.1 dex. The Ṁ values plotted are scaled in accordance with the updated luminosities.

2This extinction corresponds to anAV of 9 mag. If this extinction was due to CSM it would imply an
extreme Ṁ , which itself is not consistent with the modest mid-IR excess observed. This extra extinction
is therefore likely foreground.
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Figure 5.2 shows Ṁ versus luminosity for 4 of the clusters presented in this work. For

RSGC1, the correlation between Ṁ and luminosity has a Pearson value of 0.96. For

NGC 2004, only the most luminous star has an Ṁ measurement; the rest of the stars

in this sample are upper limits only. I therefore choose not to include these objects in

any further analysis.

5.5 Discussion

5.5.1 The Ṁ -luminosity relation for red supergiants

Empirically derived Ṁ - prescriptions are vital input for stellar evolutionary models. It

is from the mass-loss that the onward evolution of RSGs is predicted, as the amount

of mass lost determines where the star ends up on the HR diagram, which in turn

determines the final fate of the star. The most commonly used prescription, that of

De Jager et al. (1988), was determined by compiling Ṁ values for 271 field stars from

various other studies. Of this sample, there are 15 RSGs included in the sample, with

no constraints on initial mass. This prescription is dependent only on the luminosity

of the star.

I have previously shown that by keeping Mini constrained, the Ṁ - luminosity relation

is a tighter correlation with a dispersion of only 0.4 dex (Chapters 2 & 3). I now focus

on different mass RSGs, including the higher mass RSGs in RSGC1, where the impact

of mass-loss could be more significant. I cannot derive a relation for the RSGs in NGC

2004 as apart from the brightest star (SV* HV 2595) all of the measurements on Ṁ are

upper limits. I now use IDL routine FITEXY to determine the Ṁ -luminosity relations

for all other clusters in the sample. From this I find a relation of

log(Ṁ/M�yr
−1) = a+ b log(Lbol/L�) (5.2)

where the values of a and b are shown in Table 5.4.
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Figure 5.2: Plot showing Ṁ versus Lbol for all clusters studied here.
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Table 5.4: Ṁ relation parameters for each cluster. The Ṁ -luminosity relation is in the form
log(Ṁ/M�yr

−1) = a+ b log(Lbol/L�)

Cluster Offset (a) Gradient (b)
NGC 2100 −30.9± 3.6 5.3± 0.8
NGC 7419 −22.9± 4.9 3.6± 1.7
χ Per −27.0± 4.9 4.5± 1.0
RSGC1 −27.1± 7.0 4.1± 1.4

I now have Ṁ -luminosity relations for RSGs across a range of initial masses. Using

the updated cluster ages found in Chapter 4 I have rederived initial masses for RSGs,

shown in Table 5.1. All of the Ṁ -luminosity relations are shown in Fig. 5.2.

The gradients of each Ṁ -luminosity relation are consistent to within the errors. Taking

the average of these gradients, I now fix the gradient of the Ṁ -luminosity relation for

each cluster, see the bottom panel of Fig. 5.2. I choose to fix the gradient in order to

reduce the number of degrees of freedom in the fit. By fixing the gradients, there is

only one free parameter that needs to be calibrated, which in turn leads to more reliable

results when extrapolating outside of the observed parameter space. With the gradient

fixed, I find the mass-dependent offset. Figure 5.3 shows the relation of initial mass

with offset, with a Pearson correlation coefficient of -0.97. It can be seen clearly from

this plot that the offset of the relation is related to the initial mass of the RSGs, with

the higher mass RSGs having the larger offsets.

From this, I am able to establish a new Ṁ -prescription dependent on the initial mass

of the star. A more general Ṁ -luminosity relation can be derived,

log(Ṁ/M�yr
−1) = (−23.9− 0.25×Mini/M�) + b log(Lbol/L�) (5.3)

where b = 4.4 ± 0.6. This dependence of offset on initial mass explains why many

other Ṁ prescriptions have such high dispersions, as changing Mini causes the relation

to become ‘smeared’ across luminosities. At fixed luminosity, RSGs have higher Ṁ

at lower initial mass. This is to be expected, since lower mass implies lower surface

gravity, which presumably makes winds easier to drive.
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Figure 5.3: The relation between offset and initial mass.

5.5.2 Comparison to other Ṁ -prescriptions

I now compare this new prescription to others commonly used in stellar evolution-

ary codes. To do this, I calculate the residuals for each prescription, by subtracting

the mass-loss rate found from the relation to the measured value of Ṁ . For compar-

ison I compare the results to the de Jager prescription (De Jager et al., 1988), van

Loon (Van Loon et al., 2005) and the more recent Goldman et al. (2017) prescription.

Results are shown in Fig. 5.4, with the root mean square (RMS) and mean values

shown in Table 5.4. To estimate RMS and offset I use only mass-loss rates higher than

10−6M�yr−1, as below this the value of Ṁ is negligible. This prescription provides

the most accurate results, with an RMS of ±0.37 dex.

The dispersion on the De Jager et al. (1988) prescription is ±0.47 dex where a sys-

tematic offset results in an average overprediction of Ṁ for a given star by 0.12 dex.

It can be seen in Fig. 5.4 that this is particularly evident for the highest luminosity
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Figure 5.4: Plot showing the residual Ṁ value for each star using the Ṁ prescriptions from
this work, De Jager et al. (1988).
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Figure 5.5: Same as above for Ṁ -prescriptions from Van Loon et al. (2005) and Goldman et al.
(2017).
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stars (log(L/L�) > 5), where the mass-loss rates are systematically overestimated by

a factor of 10. The dJ88 prescription performs particularly badly for the highest Lbol

(and hence Mini) RSGs, for which Ṁ presumably has the greatest potential effect.

The van Loon and Goldman prescriptions both lead to large dispersions (± 0.52 dex

and ± 1.30 dex respectively) and in all cases over predict the amount of mass lost,

by factors of ×2 and ×16 respectively (see Fig. 5.5). As discussed in previous pa-

pers (Mauron & Josselin, 2011; Beasor & Davies, 2016, 2018) both studies select stars

with enhanced mass-loss, by either selecting dust enshrouded objects (Van Loon et al.,

2005) or maser emitters (Goldman et al., 2017). It is likely that the stars chosen in these

studies, are at the later stages of evolution and are experiencing the highest levels of

mass-loss, and hence aren’t representative for RSGs in the earlier phases of evolution.

Looking at the results (bottom two panels in Fig. 5.2), if one is to follow the residuals

for a cluster, the dispersion at later stages of evolution (higher luminosities) is smaller,

supporting the hypothesis that both the van Loon and Goldman prescriptions are ap-

plicable for RSGs at the end of their lives. While these prescriptions are perhaps not

appropriate for input into stellar evolutionary models, they have the advantage of not

requiring an initial mass, and so have the potential to be used to estimate Ṁ for stars

with strong pulsations (e.g. Mira variables).

5.5.3 Total mass lost during the RSG phase

Knowing how much mass is lost by a star prior to explosion is an important constraint

on the appearance of the eventual SN. It is predicted that stars with initial masses

between 8 and 25M� will evolve through the RSG phase before exploding as a Type

IIP SN, while stars above this mass range are predicted to shed their outer envelope

and explode in the blue region of the HR diagram.

There is a maximum limit to how much mass an RSG can lose, determined by the

mass of the H-rich envelope. If this is removed completely, the star cannot remain in

the red of the HR diagram, and instead will evolve back to the blue. Using the MIST
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Figure 5.6: Mass of the H-rich envelope at the end of the MS for a star as a function of initial
mass using the MIST mass tracks (see text for details).

models (Dotter, 2016; Choi et al., 2016; Paxton et al., 2010, 2013, 2015), it is possible

to determine how envelope mass changes as a function of initial mass, see Fig. 5.6.

This figure shows the envelope mass for a star of a given initial mass at the beginning

of the RSG phase, where envelope mass is estimated by subtracting the helium core

mass from the mass of the star at the end of the MS. For an RSG with an initial mass

of 20M� to evolve to the blue of the HR diagram, it would have to lose ∼13M� of

mass during the RSG phase prior to explosion. If we assume the RSG phase is 106yrs,

this would require an average sustained Ṁ of 10−5M� yr−1, a mass-loss rate only

observed for the brightest and most evolved RSGs in this sample.

I now compare the amount of mass lost for 12, 15, 20 and 25M� stars in the Geneva

mass tracks3. For each mass track, I begin by plotting Ṁ as a function of luminosity,

3For the purposes of this study I compare thew new Ṁ -prescription to Geneva models only as these
models are optimised for massive stars in terms of how they are calibrated (for example overshooting
and rotation). As well as this, they are also the most commonly used stellar evolutionary model in the
field.
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shown in Fig. 5.7. Note the increase in Ṁ by a factor of 3 at masses of 20M�

and over, this arbitrary inrease of Ṁ is implemented in the models when the stars

become super-Eddington (Ekström et al., 2012) and contributes to a large fraction of

the predicted mass-loss. For comparison, at each time step I recompute a value for

mass-loss using our Ṁ -prescription. In this case, I have not measured values of Ṁ

below ∼10−7M�yr−1 and so I regard this section of the plot as uncertain, although

the contribution to overall mass lost in this region is negligible. I also caution that the

25M� model lies outside of the empirical range of this study (9-19M�), and so results

here require an extrapolation of the Ṁ -prescription. Figure 5.7 shows Ṁ -prescription

being implemented in the Geneva stellar models is dependent only on the currently

luminosity of the star, leading to an over-prediction of the total mass lost during the

RSG phase by up to a factor of 20. This result suggests stellar models could be over-

predicting the number of stars that evolve to the blue of the HR, and hence under-

predict the H-rich SN rate.

I now compare the predicted total amount of mass lost during the RSG phase (Mtot)

from the Geneva models and the Ṁ prescription presented in this work, under the

assumption that changing Ṁ does not change the core evolution (and hence luminosity

evolution) of the star4. At each timestep a value for Ṁ is calculated using the Lbol and

initial mass of the star. Figure 5.8 shows the mass of the star as a function of time

(scaled by MS lifetime). The solid lines show the mass of the star directly taken from

the Geneva mass tracks (i.e. dJ88) and the dashed lines show the results when using

the new Ṁ -prescription. The current Ṁ implementation in Geneva predicts a higher

Mtot for all initial masses included here. Indeed, for the 20M� star, I predict a total

mass-loss through the RSG phase of 0.63M� while the current Ṁ implementation

predicts a total mass-loss of 9M�.

The factor which determines what kind of SN will be seen is the mass of the remaining

H-rich envelope at core-collapse. For stars which retain their envelope, the resulting

SN will appear as a Type II H-rich SN, while those that lose their envelope will evolve

4I plan to repeat the comparison of current Ṁ implementation in stellar models, recomputing the
evolution of the star with the new Ṁ -prescription using MESA, see Section 6.1.
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to become WR stars before exploding as Type Ibc ‘stripped‘ SN. The Geneva mass

tracks do not provide a value for envelope mass (Menv) explicitly, and so I derive a

lower limit for Menv by subtracting the convective core mass at the end of the MS from

the mass of the star. I now use this to estimate the mass lost as a fraction of the envelope

mass prior to SN, see Fig. 5.9. In this figure, the MS is plotted. The point at which

the dashed line becomes visible is the point at which the RSG mass-loss comes into

effect. Our Ṁ -prescription suggests that very little of the envelope mass is lost in the

RSG phase, whereas the Ṁ currently implemented in the Geneva models suggests as

much as 50% of the envelope can be lost during this period. It is this loss of envelope

mass that drives the stars back to the blue of the HR diagram (see the 25M� track in

Ekström et al., 2012).

The results of this study suggest that quiescent mass-loss during the RSG phase cannot

be the sole evolutionary driver for massive stars. From the clusters studied here, there is

no evidence for enhanced Ṁ during the RSG phase and there is no physical motivation

for stellar evolutionary models to ramp up Ṁ in order to explain the RSG problem

(e.g. Georgy et al., 2013).

5.5.4 Implications

LBVs as post-RSG objects

Another evolutionary stage during which massive stars can lose a considerable amount

of H-envelope mass is the luminous blue variable (LBV) phase. LBVs are hot mas-

sive stars, which exhibit large variations in brightness and powerful episodic mass-loss

events. It was thought for a long time that all massive stars experience a brief LBV

phase (104yr) prior to becoming Wolf-Rayet stars, where the strong episodic mass-loss

can remove the majority of the remaining H-rich envelope (Humphreys & Davidson,

1994). However, more recent work has claimed that the apparent isolation of LBVs

(with respect to O stars) suggests that they are unlikely to be very massive (Smith,

2014). It was instead suggested that LBVs are likely products of binary evolution,
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Figure 5.7: Plot showing Ṁ as a function of time using the Geneva mass tracks at 12, 15, 20
and 25M�. At each timestep, I use the new Ṁ -prescription derived here and calculate a new
value for mass-loss.

whereby the LBV is the mass-gainer of a system.

In another counter-claim, additional evidence for LBVs as post-RSG objects in sin-

gle star evolution was presented by Groh et al. (2013). In this paper, stellar evolu-

tion models were coupled with radiative transfer modeling (using CMFGEN, Hillier &

Lanz, 2001) to predict the appearance of SN progenitors prior to explosion. Using the

De Jager et al. prescription for the RSG phase of evolution, the authors found that the

20 and 25M� pre-SN spectra of the progenitors looked remarkably similar to those of

LBVs, implying previously unknown evolutionary paths for lower mass stars,

20M� : RSG −→ BSG −→ LBV −→ SN ;

25M� : RSG −→ WR −→ LBV −→ SN ;

Under this paradigm, following the RSG phase the star has shed enough mass to move

back to the blue of the HR diagram and become a blue supergiant (BSG) before ex-
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Figure 5.8: Change in current mass of 12, 15, 20 and 25M� stars as a function of time.

Figure 5.9: Total mass lost during the RSG phase compared to the mass of the envelope as a
function of time.
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ploding as an LBV. A very similar path was predicted for the 25M� model, but a

Wolf-Rayet phase instead of a BSG phase.

The LBV as post RSGs scenario is only viable if the mass-loss during the RSG phase

is sufficient enough to evolve the star back to the blue. At present, I find the implemen-

tation of mass-loss in the Geneva models over-predicts the total amount of envelope

mass lost during the RSG phase. This is exacerbated by the increase of Ṁ by a factor

of 3 (Ekström et al., 2012; Georgy et al., 2013) for stars with initial masses of 20M�

and above. The results of this thesis show clearly that for stars of 20M� and below,

mass-loss during the RSG phase is not enough to remove the H-envelope and cause

blue-ward motion. Though admittedly the empirical range of this study is 8-19M�,

it is unlikely that the envelope of 20–30M� can be removed by quiescent RSG winds

unless there is a large step change in Ṁ for more massive RSGs.

SN interaction with CSM

When IIP progenitors explode there is observational evidence showing they crash into

a dense CSM, such as the slow rise time (e.g. Khazov et al., 2016) and brief IIn phase

(e.g. Smith et al., 2015). In order to reproduce these observations, it has been claimed

that the CSM must be very close to the star (i.e. within a stellar radius) and very

dense (e.g. Morozova et al., 2017). This was modeled by Moriya et al. (2018), who

suggest Ṁ values of 10−3–10−2M� yr−1 to explain rise times of 5–10 days in IIP

SN. These mass-loss rates are substantially higher than we find for any object in our

sample. In this work, I find that the amount of mass lost throughout the RSG phase

(lasting approximately 106yrs) is very small even for the most massive progenitors.

For a 25M� RSG I predict only a total mass lost of 0.8M�, which would correspond

to approximately 8×10−4M� of material within 1 stellar radius. A level of mass-loss

this low is unlikely to have an effect on the observed SN light curve Smith et al. (e.g.

2016). Of course, this does not take into account any mass lost during potential periods

of enhanced mass-loss (see later).

To explain the apparent disagreement between the Ṁ values found here and those be-
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ing claimed for SN progenitors, I will now explore the methodology of Moriya et al.

(2018) in more detail. The authors modeled RSGs with an acceleration zone to explain

the rise times of several Type IIP SN light curves. By adopting wind acceleration pa-

rameter (β) values between 1-5, the authors conclude that the slow acceleration of the

wind results in a dense CSM lying in the vicinity of the progenitor star upon explo-

sion. However, as the β-law describes wind acceleration for radiatively driven winds

(Castor et al., 1975), it is unclear if there is any justification in applying this to RSGs

which likely have a very different driving mechanism. Though Moriya et al. (2018)

study slowly accelerating winds (β=5), even this is likely far too fast for RSGs, where

wind accelerates so slowly that the CSM is likely almost static within the first couple

of stellar radii (Harper et al., 2001).

Though I have shown that quiescent mass-loss is extremely ineffective at removing

the envelope, I have not yet discussed how the envelope may be removed by a brief

period of enhanced mass-loss, e.g. via binary envelope stripping or a short phase of

enhanced mass-loss in the decades before explosion (e.g. Smith et al., 2016). Davies

et al. (2018) estimated how long a period of enhanced mass-loss would need to last to

remove a large fraction of the hydrogen envelope. Assuming any star undergoing this

enhanced Ṁ would be visible as a maser emitter, Davies et al. (2018) found 4 OH/IR

emitters in their total sample of 73 RSGs with log(L/L�) > 5. Assuming the RSG

phase is ∼106yrs, this suggests any ‘superwind’ phase is on the order of 104yrs. If the

Ṁ during this time is as high as the maser emitters in the Goldman et al. (2017) sample

(∼ 10−4M�yr−1), several Solar masses of envelope could be lost.

5.6 Conclusions

The evolution of massive stars relies upon accurate knowledge of the mass-loss rates

during the RSG phase. While an Ṁ relation found from first principles cannot be

attained, models input empirically derived Ṁ recipes.

The work presented here has shown that there is no observationally motivated reason
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to increase the value of Ṁ by factors of 3 or more in stellar evolution models. By

doing so, models are underpredicting the amount of H-envelope remaining intact prior

to explosion, and are also potentially underpredicting the rate of hydrogen rich SN.

If the Ṁ -prescription derived here were implemented into stellar evolution models,

the maximum initial mass of RSGs would be found to be far higher than is currently

suggested, with luminosities potentially reaching as high as log(L/L�)=6. As we

do not see RSGs above a luminosity of log(L/L�)=5.5, this strongly implies another

effect is causing this maximum luminosity.



Chapter 6

Conclusions and future work

The aim of this thesis has been to update and refine our understanding of RSG mass-

loss. Many studies have shown that the impact of Ṁ on the evolution of massive

stars can be huge, with the potential to divert a star from the RSG phase back to the

blue, having a significant knock on effect to many astrophysical observables, such as

supernova rates and the mass-metallicity relation for galaxies. Putting constraints on

mass-loss during the RSG phase will result in more accurate predictions from stellar

evolution models.

The Ṁ -prescription currently used in most stellar evolution codes, the de Jager pre-

scription (De Jager et al., 1988), is a purely empirical recipe derived by collating many

observations of Ṁ and Lbol from previous studies, across the full spectral type range

O-M. While this work has been a crucial anchor for models, the large dispersion on the

relation mean that it is difficult to decipher the true impact of Ṁ for a given star. As

well as this, my work has shown that dJ88 systematically overpredicts Ṁ , particularly

for the objects with the highest luminosities.

Here, I have derived a new prescription by focussing on RSGs in clusters, where the

initial masses and metallicities are more constrained. Ultimately, in this thesis I have

derived a new Ṁ -prescription for RSGs across a range of initial masses (9-19M�).

The large dispersions seen in previous prescriptions is likely due to the use of field

stars, causing the prescription to become ‘smeared out’ in Lbol-space. The prescription

126
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presented here shows a clear relation between initial mass and the offset. For example,

if a star is observed to have a high level of mass-loss, but a relatively low Lbol, it is

likley to be a lower mass RSG nearing the end of its evolution, while an RSG with

a relatively low level of mass-loss but a high Lbol is likely to be a higher mass RSG

that has only recently joined the RSG branch. This is important, as stellar evolutionary

models scale Ṁ off luminosity only, and do not take into account initial masses.

When comparing the level of mass-loss implemented by stellar models to the amount

that would be predicted by this new prescription, I have found that the evolutionary

models are drastically overpredicting mass-loss during the RSG phase. I have dis-

cussed the significant impact such an overprediction can make on our understanding

of massive star evolution, with quiescent mass-loss being ineffective at removing the

H-envelope. It is possible that a period of extremely high mass-loss in the final 104

years before a star explodes could provide a solution to this, but observing such a brief

event will prove challenging.

6.1 Future work

The mass-loss rates of yellow supergiants

To truly understand the impact of stellar mass-loss on the evolution of a star, we need

to be able to accurately characterise Ṁ at all evolutionary phases of a star’s life. Prior

to becoming RSGs, stars pass through the so-called “Yellow Void”, another cool su-

pergiant phase during which Ṁ can dominate evolution.

Arguably, our understanding of yellow supergiant (YSG, 5000K < Teff < 10,000K)

mass-loss is even worse than that of RSGs. The de Jager prescription for stars in the

YSG phase is based on only seven stars. This sample provides the basis for the average

mass-loss rate for the YSG phase, despite the fact these measurements have a disper-

sion of 3 dex with respect to the de Jager prescription. Furthermore, in evolutionary

models the YSG phase is prolonged for stars above 15M�(Ekström et al., 2012; Choi
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Figure 6.1: Model predictions of the spectral appearance of a YSG (Teff=6000K, log(g)=1.0)
in the K-band, for 3 representative mass-loss rates. Using the full SED to contrain Teff and
Lbol, the CO band at 2.3µm can be used to determine the mass-loss rate. Taken from Davies,
Plez & Beasor (in prep).

et al., 2016). This means that a star with a moderate mass-loss rate of 10−5 M� yr−1,

undergoing a prolonged YSG phase ( 105 yrs for a 15M� star), could easily peel off

a substantial fraction if not all of the H-rich envelope. This would cause the star to

evolve to become a hot Wolf-Rayet star, which eventually would explode as a H-poor

SN (e.g. IIb OR Ibc). Therefore, reliable predictions of the progenitor star - SN con-

nection require accurate mass-loss rates for YSGs as well as for RSGs.

Following on from my work on RSGs, I aim to provide badly-needed revisions to the

YSG mass-loss rates. The observational diagnostics of wind density for stars in this

temperature regime are molecular emission lines in the near-IR: as mass-loss rates

increase throughout the YSG phase, molecules form in the inner part of the wind at

density sufficient enough to be observed in the spectrum. Most notably, the CO band

at 2.3um goes into emission at the relatively low mass-loss rate of 10−6M� yr−1, see

Fig 6.1. This is a common feature for YSGs (Davies et al., 2008).

For this work I will use archival and my own scheduled VLT+XSHOOTER observa-

tions, and model them using the radiative transfer code TURBOSPECTRUM which
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has been updated to include the capability to model a wind (Zamora et al. 2014). The

stars luminosity, effective temperature and mass-loss rate will be determined by si-

multaneously modelling the broad spectral energy distribution and the emission-line

features of the wind. While the code I will use inevitably has some assumptions (e.g.

LTE, radiative equilibrium temperature structure), the mass-loss rates derived here will

still be the most reliable to date, far more so than those measurements included in de

Jager which underpin modern stellar evolution calculations.

Implementing a new Ṁ -prescription into stellar evolution codes

We know that varying the mass-loss rate prescriptions can cause vastly different out-

comes for the evolving star in stellar evolution models, changing where the star will

end its life on the HR diagram (e.g. Georgy, 2012), and what type of SN it will pro-

duce. The obvious next step of this project is to take the Ṁ -prescriptions determined

in this thesis and in the future YSG project and recompute the post-MS evolution of

massive stars. To do this, I will build the new mass-loss rate prescription into the stellar

evolutionary code MESA (Paxton et al., 2010, 2013, 2015) and compute the evolution

of stars up to the end of their lives. This will be done for a range of initial masses,

providing predictions for the final luminosities and effective temperatures, envelope

masses, surface compositions as a function of initial mass. A grid will be created for

ranges of e.g. rotation rates to determine the impact of systematic errors on results.

These results will provide the definitive prediction of how single stars end their lives.

By computing new evolutionary models I will be able to derive a mass-luminosity

relation for supernova progenitors and the cutoff in initial mass for stripped/unstripped

SN, from which I can estimate expected SN rates. This work will also generate a

prediction for the Humphreys-Davidson limit for cool supergiants (a key diagnostic of

stellar evolution) and allow us to see how the upper luminosity limit is affected by e.g.

metallicity and rotation. Stellar evolution codes such as MESA also output the surface

abundances of a star at any given point. As I will be evolving the stars to the end of

their lives, I will be able to predict the terminal surface abundances of SN progenitors,
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which are detectable in very early SN spectra (e.g. Groh, 2014), providing another

observable from which the progenitor properties may be estimated.
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