
Liu, CJ and Wilkinson, C

 Image conditions for machine-based face recognition of juvenile faces

http://researchonline.ljmu.ac.uk/id/eprint/11618/

Article

LJMU has developed LJMU Research Online for users to access the research output of the 
University more effectively. Copyright © and Moral Rights for the papers on this site are retained by 
the individual authors and/or other copyright owners. Users may download and/or print one copy of 
any article(s) in LJMU Research Online to facilitate their private study or for non-commercial research.
You may not engage in further distribution of the material or use it for any profit-making activities or 
any commercial gain.

The version presented here may differ from the published version or from the version of the record. 
Please see the repository URL above for details on accessing the published version and note that 
access may require a subscription. 

For more information please contact researchonline@ljmu.ac.uk

http://researchonline.ljmu.ac.uk/

Citation (please note it is advisable to refer to the publisher’s version if you 
intend to cite from this work) 

Liu, CJ and Wilkinson, C (2019) Image conditions for machine-based face 
recognition of juvenile faces. Science and Justice, 60 (1). pp. 43-52. ISSN 
1355-0306 

LJMU Research Online

http://researchonline.ljmu.ac.uk/
mailto:researchonline@ljmu.ac.uk


Title: Image conditions for machine-based face recognition of juvenile faces

Dr. Ching Yiu Jessica Liu BSc (Hons), MSc, AFHEA, PhD
Liverpool John Moores University, Liverpool School of Art and Design
IC1 Liverpool Science Park, 131 Mount Pleasant, Liverpool, Merseyside, L3 5TF
t: 0151 482 9605 (Lab) e: C.Y.Liu@ljmu.ac.uk

Prof. Caroline Wilkinson BSc, MSc., PhD, FRSE, FRAI
Liverpool John Moores University, Art and Design Academy
2 Duckinfield Street, Liverpool, Merseyside, L3 5RD

Acknowledgements
I would like to thank my supervisory team including Dr. Martin Hanneghan and Dr. Sud Sudirman 
from the Department of Computer Science of Liverpool John Moores University. Face Lab and the 
Mathematics and statistic department at the Liverpool John Moores University.

Declaration of interest 
This work was supported by the Faculty of Engineering and Technology at Liverpool John Moores 
University

mailto:C.Y.Liu@ljmu.ac.uk


 Key words: Facial identification; juvenile age progression; face recognition

1. Introduction
The Child Victim Identification Program (CVIP), a component of the FBI's Cyber Crimes 

Program, is designed to help identify child victims in abusive images [1]. Since the program 

began in 2002, more than 267 million images and videos had been reviewed, and law 

enforcement has identified more than 15,800 child victims [2].

Most recovery methods of missing children focus on publicising the identity of the missing 

child in hope for the public to report and contact authorities [3]. With the vast number of 

children going missing along with the increasing displacements of populations and an overload 

of media information, human recognition may not be an effective identification method. This 

research therefore focuses on the ability of machine-based methods for the recognition of 

children’s faces over time.

The National Institute of Standards and Technology (NIST) reported that the false negative and 

false positive rates for Facial Recognition Systems (FRS) in juvenile were much higher than 

for adults. With a high false positive rate across all algorithms, they found a progressive trend 

in the decrease of false identification with increasing age and concluded that it was difficult to 

discriminate younger children [4]. Ling and colleagues [5] designed a face verification 

algorithm and tested faces across different ages for children and adults. Their study found that 

verification was much harder for children in comparison to adult faces and it was extremely 

difficult to verify the identity of children between 0-8 years of age. This is unsurprising, as the 

algorithm considers the face to be a universal, distinctive, permanent and collectable biometric  

[6]. However, as children’s faces change rapidly over short periods of time, facial recognition 

in children cannot be classed as a reliable biometric method, as facial characteristics are 

invariant. Some researchers consider a child’s face as a soft biometric [7] and it was defined as 

having “characteristics that provide some information about the individual but lacks the 

distinctiveness and permanence to identify an individual uniquely and reliably” [8]. Humans 

often identify each other with soft biometric traits, for example, height, weight, gender, eye 

colour, ethnicity etc.  [8–10]. Ferguson [11] suggested that the manual facial comparison of 

juvenile faces is error prone. If we were to consider a child’s face as a soft biometric, we would 

need to consider the human ability to recognise children’s faces even when they are years apart. 

How good are facial recognition systems in the identification of children across time? Perhaps 



identification with a focus on stable features and facial markings, such as moles, should be 

evaluated further [12].

To model and predict the possible changes to an ageing face, age progression methods change 

the shape, colour and texture of a facial image while retaining the identity of the individual 

[13]. Age progression is often separated into juvenile and adult [14], and this study focuses on 

age progression for juvenile faces. Age progression is challenging for individuals younger than 

3 years of age, as facial characteristics are underdeveloped at this stage in the growth pattern 

[14]. Age progression is more accurate with images of older children and accuracy is also 

affected by the quality of the reference photographs [14]. 

Current research techniques include manual or machine-based digital image processing and 

sometimes drawings by artists [14]. Previous literature has described machine-based age 

progression methods as automated or computerised methods. The level of automation of age 

progression is still in its infancy and requires a high level of human influence. Different 

research groups have developed methods to automate age progression [7,15–22].

NCMEC in the USA updates the age-progression image every 2 years before age 18 years, and 

every 5 years after age 18 years. These images are used to generate further investigative leads 

[23]. Different approaches to age progression have been attempted, but “currently there is no 

automatic age progression software that can guarantee any degree of accuracy” [23]. Although 

the literature has explored the human recognition rate using age progression images [3,24–27], 

but few has reported the testing of automated recognition rates using the age progression and 

veridical (target) image. 

Computer scientists have explored how image quality can affect facial recognition systems 

(FRS) [28,29], but when dealing with age progression images, researchers have suggested that 

inaccurate information can often have a negative effect on human recognition [30–32]. 

Psychologists have tested how different conditions can affect face recognition, conditions such 

as colour, illumination, low resolution [33]. Gaussian blurring in face recognition suggested 

that faces are recognisable even when they are blurred or pixelated [34–36]. External features 

such as hair can also have an effect on human recognition [24,37,38]. With the conditions 

above, this study aims to explore how an FRS is able to handle ‘resemblance’ images at 

different conditions known to benefit human recognition. 



To investigate how different image manipulations can affect the recognition score, this study 

uses Microsoft face API, Amazon Rekognition and Face++, all Cloud-based AI services. These 

are commercially available black-box systems to represent machine-based methods, and any 

conclusions can only inform performance of a black-box system. Even without knowing fully 

how the algorithm operates, black-box systems have been used in previous research [39–43]. 

These commercially available software mainly uses deep learning [41] and the accuracy can 

vary depending on the input image [42,44–49].

The age progression images were subjected to four different conditions using photo-editing 

software (Adobe Photoshop CS6): black and white, cropped, blur and resolution reduction. 

2. Methodology
Based on the 24 FG-NET subjects (14F, 13M), 42 original images (22F, 20M) were selected, 

with most having 2 progressions to different ages, 80 digital manual age progressions were 

generated (method not included in this paper), and 83 comparisons were made. The FG-NET 

database was released in 2004 and it has since been used in research related to face recognition, 

age estimation and age progression. Each age progression was subjected to four different 

conditions (black and white, cropped, Gaussian blur and resolution reduction). using photo-

editing software (Adobe Photoshop CS6), see Figure 1.



Figure 1: Workflow for image testing (Subject from FG-NET) [Print in colour]

Some original images were black and white, these images were excluded from the black and 

white comparison (n=8F;4M). Some original images did not show the hairline and were 

excluded from the cropped comparison (n=1F). The image quality and size varied and therefore 

the image resolution was not consistent. Rather than standardising all images to the same 

pixels, the original pixels of the image was documented and be reduced to 20%, 50% and 70%. 

The setting with a higher confidence score represented the performance of this condition. It 

should be noted that the resolution was reduced via the image size and not pixelated using the 

Photoshop filter.  Similar to resolution, the quality of the images varied. Therefore, the setting 

with a higher confidence score represented the performance of this condition. The Gaussian 

blur filter was applied as a function in Adobe Photoshop CS6. The images were blurred with 1 

pixels, 3 pixels and 5 pixels. 

The original (out-dated) image and the manual age progression images were compared to the 

‘veridical’ target image (image of the individual at the target age) using three off-the-shelf 

facial recognition algorithms (Microsoft Face API, Amazon Rekognition, and Face ++).



All three algorithms gave a confidence score between two facial images in percentages: 0% 

being dissimilar faces and 100% being similar faces. This would provide an objective 

assessment of the ‘likeness’ between two images.

The confidence score generated by the three algorithms between the manual age progression 

and the target image(s) was compared to the score between the original and the target image(s). 

Age progression was compared with different conditions, and image variability was explored. 

3. Results
The original image, age progression image, and progressions with conditions were all 

compared to the veridical/target image using the three algorithms (Microsoft Face API, 

Amazon Rekognition, and Face ++). 

A between-subjects univariate analysis compared the effect of the software on subject sex and 

image type. Sex (M,F) showed no significance [F(1,486) = 0.349, p=0.555] (Figure 2), and 

Software [F(2, 486) = 263.744, p<0.000] (Figure 3) showed a significant difference. 

The original and age progression image type was statistically different [F(1, 486) = 24.274, 

P<0.000], however, when separated into the different softwares (Figure 3), the image types 

were not statistically different in Microsoft [t(164)=0.111, p=0.912], but significantly different 

in Amazon [t(164)=5.387, p<0.000] and Face++ [t(164)=3.275, p=0.001].



Figure 2: The confidence score (%) of image type(s) between sex when compared to the target 

images [Print in colour]

Figure 3: The confidence score (%) of software(s) between the image types when compared to 

the target images [Print in colour]



When considering the better-preformed image type within each image set, the highest 

confidence score within each image set was recorded. If the score was the same between the 

image types, both were also recorded as the ‘highest’ (Figure 4). 

 Figure 4: Highest confidence score count for original images and age progression images when 

compared to the target images [Print in colour]

Overall, 74% (185/250) of the original images achieved a higher confidence score when 

compared to the age progression images. The chi-square test found a significant difference 

between the highest confidence score for the original images and the age progressions 

[χ²(1)=57.60, p<0.000], and no significant difference between the highest confidence scores 

between the male and female subjects [χ²(1)=0.299, p=0.585].

Figure 4 suggests the original images consistently achieved the highest confidence score with 

Amazon and Face ++, however, with no significant difference, the age progression images 

performed slightly better with Microsoft. 

Overall, Figure 5 andFigure 6 suggest that as age gap increases, confidence score decreases for 

all types of softwares and image types. This suggest between the original image and the target 

image, the face becomes more dissimilar as the age gap increases. Figure 5 suggests the original 



images were more similar to the target images when compared to the age progressions. A 

simple linear regression indicated that the model was a significant predictor [F(2,495)=51.282, 

p>0.000] for the difference in image type (β1=-6.071, p>0.000) and age gap (β1=-2.416, 

p>0.000). This suggests the overall difference between the image types was significant with an 

increasing age gap. However, the effect size was low (R2=0.172).

Figure 5: Similarity Score for age gap (Years) related to image types when compared to the 

target images [Print in colour]

A between-subjects univariate analysis was conducted to compare the effect of the age gap on 

software, subject sex and image type. Overall, softwares are statistically different to each other 

[F(2,414)=147.48, p<0.000]. Post hoc comparisons using the Tukey HSD test indicated that 

the mean score for Microsoft (M = 53.63, SD = 15.05) was significantly different to the other 

softwares. However, Amazon (M = 84.79, SD = 18.03) was not significantly different to Face 

++ (M = 82.92, SD = 8.13). This indicates age gap affects Microsoft more than Amazon and 

Face ++. Figure 3 Figure 6 also indicates that Amazon and Face ++ has significant higher 

confidence scores when compared to Microsoft, and Face++ is more resistant to the effect of 

age gap when compared to the other two softwares. 



Figure 6: Similarity score for age gap (Years) related to the software(s) when compared to the 

target images [Print in colour]

A simple linear regression indicated that the model was a significant predictor 

[F(2,495)=136.29, p>0.000] for the difference in software (β1=14.646, p>0.000), but all three 

softwares together were not able to predict the confidence score with the increasing original 

age (β1=14.65, p=0.054), this suggest the influence of original age is weak. However, when 

looking at Amazon and Face ++ alone [F(2,329)=4.612, p=0.011], there were no difference in 

software (β1=-1.865, p=0.221), but the prediction for original age was significant (β1=0.996, 

p=0.006). This suggests the original age had no influence on Microsoft, and the confidence 

score was higher when the original age of the individual was older on Amazon and Face++, 

however, the effect size was low (R2=0.027). 



Figure 7: Similarity score for original age (Years) related to the software(s) when compared to 

the target images [Print in colour]

a. Image conditions

Each age progression was manipulated with conditions black and white, cropped, blur and 

resolution reduction. Condition(s) with the highest confidence score were recorded; if the score 

was the same between multiple conditions, all conditions were recorded as the ‘highest’. Chi-

square tests were performed and found a significant difference between the conditions 

[χ²(4)=19.65, p=0.001], with no significant difference between the subject sex [χ²(1)=0.299, 

p=0.585] or softwares [χ²(2)=0.915, p=0.633]. Figure 8 suggests that although the depictions 

remained the same, recognition can be affected by a change in condition, especially for 

Microsoft Face API. Amazon and Face++ are more  resilient to a change in image condition.



Figure 8: Highest confidence score count between the softwares for the different age 

progression conditions when compared to the target image [Print in colour]

To explore if a condition reduces the similarity score of an image, for each individual, 

confidence scores of the different conditions were compared to the original age progression 

image. Condition(s) with the lowest score were documented. Chi-square tests were performed 

and found a significant difference between the conditions [χ²(4)=98.867, p<0.000], with no 

significant difference between the subject sex [χ²(1)=0.299, p=0.585] or softwares 

[χ²(2)=0.915, p=0.633]. Figure 9 suggests different conditions can have a negative effect on 

verification, especially the black and white and cropped condition across all three softwares. 



Figure 9: Lowest confidence score count between the softwares for the different age 

progression conditions when compared to the target image 

b. Image variability

Most comparisons only had one target/veridical image for comparison with the exception of 

three comparisons (Set 1, 2 and 3) from the FG-NET dataset, where two target images at the 

same age was available.

Figure 10: Image variation - Set 1 Age 03 > Target age 16A and 16B



Figure 11: Image variability of different images of the same age (Years) when compared to an 

original image and an age progression [Print in colour] 

Figure 9 and 10 showed the difference in recognition rate when an original image or an age 

progression was compared to different target images of the same age. This suggests that the 

difference in image quality can have an effect on the comparisons and could potentially lead to 

an identification. 

To have more than one target image for comparison would be ideal, this information could 

potentially be available in the process of identification of indecent images of children within a 

database. However, in a research setting using databases such as FG-NET, the availability of 

images is limited.



4. Discussion
c. How facial similarities is affected by age gap 

80 original images and age progression depictions from 24 subjects were compared to 83 

veridical images. The results suggest recognition decreases as age gap increases. This is not 

suprising as the face of a child is not a permant feature and becomes more disimilar with growth 

related changes to the face. 

This study used three different FRS to compare single images of the same individual at different 

ages, and facial similarities were given a score. As the age gap increases, the similarity score 

decrease, this suggests the probability of false positive and false negative recognition will be 

higher if this was used for identification. The relationship between the age gap and false 

identification would require further testing.

There was no clear difference between male and female subjects and this could suggest growth 

related changes are similar for the FRS. Farkas and Hreczko [50]  indicated facial growth 

difference between the sexes, most noticeably in maturation age and in the periods of late 

accelerated growth. These changes were more significant in males from around age 10 years, 

including areas such as the width of the mandible, nose height, nasal tip protrusion and lip 

height [50]; most likely influenced by the hormonal differences during puberty. However, these 

changes were not reflected in the results, which suggest that even with facial changes both 

males and females were recognisable at a similar level with the increasing age gap. 

d. How different conditions of an age progression can affect machine-based face 

recognition 

Age progression images create a likeness of the individual and it is not possible for these images 

to be exactly the same as the veridical image. To explore if the similarity scores could be 

increased by reducing the errors of the depiction, four different conditions were applied to 

reduce the information in the depictions: i.e. black and white, cropped, blur and resolution 

reduction. The confidence score of all conditions was compared to the age progressions.



Computer scientists have tested how different conditions can affect Deep Convolutional Neural 

Network (DCNN) based algorithms. Dodge and Karam [28] tested four image classification 

algorithms and suggests that all models are sensitive to blur. Similarly, Grm et al. [29] tested 

face verification performance on four DCNN based FRS; their study indicated that all models 

were sensitive to noise, blur, missing data and brightness (Missing data, in this case, were 

similar to partial occlusion of the face).  Both studies found that contrast and compression were 

of low impact [29,51]. These study designs analyse how different conditions decrease the 

performance of an algorithm and some studies are designed to find the threshold of certain 

conditions [52–55]. In order to explore if such conditions are able to improve the recognition 

rate of depictions, the changes in condition in this current study, such as blurring and resolution 

reduction, were not as extreme. The aim was not to find a threshold, but to analyse if a change 

in condition can improve recognition. 

The performance of a face recognition algorithm can remain similar with images across 

different resolutions [52–55]. With resolution reduction, the current study suggested the similar 

score can be increased when compared to other conditions. The improved similarity score 

suggest conditions such as resolution reduction and blurring decrease the differences between 

the two images and could make the depictions more recognisable. 

Image processing can have a negative effect on recognition [56]. With previous research 

suggesting that colour information does not have a significant effect on performance [29,51],  

it was surprising to discover the black and white condition performed the worse. Although 

concealing what is unknown could be beneficial in some circumstances [24,27,57], the cropped 

condition had a negative effect on recognition. However, both human and machine-based 

recognition suggests a positive effect for blurring and resolution reduction.

One suggestion for improvement to FRS is often related to the training database [42]: for 

example, increase the number of low-quality images [28] or more profile images [58] during 

training. Perhaps the low recognition rate is related to the lack of certain conditions within the 

training set; for example, the lack of black and white conditions could lead to a lower 

recognition rate of these images, and same for the cropped images. However, the effect of 

cropping (i.e. the percentage of the face shown in an image) could be a factor in how the 

algorithm recognises the face as a face. Increasing the number of low-quality images in the 

training dataset for the algorithm may have an effect on the performance of high-quality images 



[28], and this could increase the number of false positive and false negative recognitions, which 

may not be beneficial to an FRS. Practitioners could test what imagery works best with their 

FRS by creating different conditions of the same image. 

e. Performance of the age progression image compared to the original image

Although the difference was significant between the age progression and the original image, 

the performance differed between the different FRS. Result suggests some FRS (Amazon and 

Face++) prefers the original images over an age progression image, but not all FRS have the 

same results i.e. No difference for Microsoft. This suggests that for most FRS, the original out-

dated images were more useful, with only a few cases where age progression images achieved 

a higher confidence score. 

Previous research addressing human recognition suggested no significant difference between 

out-dated images and age progressions [59]. This is perhaps even both image types are different 

from the target image they remain somewhat similar when compared. The higher recognition 

rate for an age progression could indicate that the growth prediction was similar for some 

individuals. The data used to develop this method was population specific, which could have 

been a contributing factor, especially when the FG-NET database is population unspecific. 

The FG-NET database is open-source and often used to test algorithms in age related changes 

[60]. With these black-box systems, it is unclear if this could introduce bias if the algorithm 

has been trained on this dataset.  The majority of comparisons preferred the original out-dated 

images, this shows the potential benefits to include the original images when using FRS, but 

also indicated that the majority of age progressions were not helpful. The common issues with 

users of commercial black box systems, it is unclear what images the algorithm works best 

with or what facial features the system is identifying. Systems should be tested before 

implementation, especially when used for identification.

f. Dataset evaluation

This study faces several limitations: quality of the images differs; it is only available as single 

source comparison; all age progressions were made by one practitioner, and manual age 

progression can differ between practitioners; the target age for each progression is dependent 

on the available ‘veridical’ images within the data for each individual.



Images within the FG-NET dataset are often variable in quality and age gap. Some images 

were black and white or decolourised due to the age of the photograph, and it is unknown when 

some of these images were taken. This means some black and white comparisons (12/83; 

14.5%) were not available. Some of the images were already cropped, where the outline of the 

full head differed between images. Therefore, the variability of these images could have 

affected the difference in conditions. 

The experiment for image variability has shown that a different target image at the same age 

was able to generate different recognition rates. This would no doubt have an effect when 

images were compared for their similarities. It is a difficult factor to control, especially when 

considering that indecent images of children will never be standardised. Therefore, multiple 

images should be used for identity verification or identification. 

5. Conclusion
This study suggests softwares can have different performance. With a difference in recognition 

between the image types, the out-dated images could be more useful than an age progression 

and should be included when using machine-based recognition, however, this differs between 

the different FRS. Different conditions can influence machine-based recognition, and result 

suggests resolution reduction can have a positive effect, where the black and white and cropped 

conditions showed a negative effect. 

In order to enable practitioners to test other FRS under different conditions, the method of 

testing a black box FRS should be further expanded and standardised. Having the ability to 

establish which condition works best could potentially improve the probability of a match. 

However, most FRS are developed using adult data, and a child’s face is not a permanent 

biometric and cannot be treated the same as an adult’s face. Developing an FRS with focus on 

child growth, with the ability to account for the difference in age gap, could potentially improve 

facial recognition of children. 

The acceptance rate in comparing ‘resemblance’ images such as an age progression depiction 

should be further discussed. It is near impossible to generate an exact likeness with external 



factors such as hairstyle, body modification, makeup, and other forms of alteration to the face. 

Should these images be treated the same as a normal facial comparison? Perhaps the tolerance 

of an FRS should be explored, it is unclear whether certain features are more superior for face 

recognition. By altering different facial features, this could provide a better understanding of 

the perception of faces by a machine. 

If humans are able to recognise an individual based on depiction, perhaps an FRS could be 

trained to do similar tasks. This could increase false positive and negative identifications, 

however, if the purpose is to generate an investigative lead rather than an identification tool, 

the practicality of such tools should be explored.
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