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Abstract

This thesis provides an account of the application of uncooled microbolometer technology

in two di�erent �elds; astronomy and conservation ecology. Uncooled microbolometers

are readily available as low-cost, commercial detectors for imaging in the 7:5� 13:5�m

spectral region. Their a�ordable price and coverage of the wavelengths at which the

the spectral energy distribution of animals that use metabolic heat to maintain a stable

internal temperature peaks, has popularised these systems for use in ecology. However,

their use as the primary detectors in conservation surveys su�ers from a data analysis

bottleneck due to the large volumes of data and the manual approach to detecting and

identifying animal species. As a result, the e�ciency and e�cacy of these systems is

limited by the volume of data and the lack of resources and experience in handling

infrared imagery.

In contrast, astronomical techniques are well developed for infrared wavelengths and

the analysis of large quantities of data has been successfully automated for many years.

Apart from observations of solar system objects with very small (<200mm aperture)

telescopes and some high altitude experiments, microbolometers have not been deployed

in astronomy for ground-based observing. Although observing in this spectral region is

key to understanding the cold, dusty and distant universe, resources for mid-IR observing

are not as readily available as those for other wavelengths due to the very high thermal

background and the requirement for specialist detector systems. Through our work,

we attempt to discern whether microbolometers, and standard astronomical infrared

observing and data analysis techniques, can be applied successfully in these two �elds.

In part I three analogous, standard astronomical instrumentation techniques are applied
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to characterise the random and spatial noise present in a FLIR Tau 2 Core microbolome-

ter to determine the systematics and sources of statistical noise that limit read-out ac-

curacy. Flat �elding, stacking and binning are used to determine that the focal plane

array is dominated by large structure noise, and demonstrate how this can be corrected.

An NEdT of < 60mK is isolated and recorded for the system.

Part II introduces Astro-Ecology, a �eld that couples microbolometers and astronomy

instrumentation techniques for application in conservation biology to monitor vulnerable

species. Several investigations are presented to determine the feasibility of developing

an astronomy based, fully automated reduction pipeline for mid-IR data collected using

unmanned aerial vehicle (UAV) technology From these investigations the e�cacy of

microbolometers for animal surveys was found to be highly dependent on ground and

ambient air temperatures, and to fully automate a pipeline would require more than

standard astronomical techniques and software.

In part III, a small, passively cooled, prototype, N -band (� 10�m) instrument is devel-

oped and tested. The optical and mechanical design of the instrument is described, with

the instrument constructed from commercially available components and an uncooled

microbolometer focal-plane array. The incorporation of adjustable germanium reimag-

ing optics rescale the image to the appropriate plate scale for the 2-m diameter Liverpool

Telescope on La Palma. A week-long programme of observations was conducted to test

the system sensitivity and stability, and the feasibility of using this technology in ‘facil-

ity’ class instruments for small telescopes. From observations of bright solar system and

stellar sources, a plate scale of 0.7500 per pixel is measured, with this con�rming that

the optical design allows di�raction limited imaging. A photometric stability of � 10%

is recorded with this largely due to sky variability. A 3� sensitivity of 7� 103 Jy for a

single, � 0.11 second exposure is measured, which corresponds to a sensitivity limit of

3� 102 Jy for a 60 second total integration.

Recognising the need for improved sensitivity, the instrument was upgraded to be opti-

mised for mid-IR observations using a chopping system. The instrument was deployed

for a week on the 1.52m Carlos Sanchez Telescope on Tenerife alongside a regime of chop-

ping and nodding. Observations of several very bright mid-IR sources with catalogue


uxes down to � 600 Jy are presented. A sensitivity improvement of � 4 magnitudes

over previous unchopped observations is recorded, in line with sensitivity predictions.
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Chapter 1

Introduction

This chapter presents a brief overview of infrared theory and how a small spectral region

within the infrared can be applied in two di�erent �elds; astronomy and ecology. An

introduction to infrared radiation, the mid-infrared (mid-IR) spectral region and radi-

ation theory is provided. The theory behind microbolometers, a type of low cost and

commercially available detector for the mid-IR, is brie
y introduced and discussed. This

is followed by a short description of mid-IR astronomy, covering the topics of observing

history, limitations and applications. This precedes a section describing the need for,

and theory behind, mid-IR observing in conservation ecology. The Chapter concludes

with a discussion of the central motivations of this thesis.

1.1 Infrared Radiation

Infrared (from the Latin word `infra' meaning `below') radiation was discovered by Fred-

erick William Herschel (1738 - 1822) in 1800 (Herschel, 1800). With his interest piqued

by the desire to observe sunspots without su�ering permanent eye damage (historical

review by Barr, 1961), Herschel used a prism to observe a solar spectrum and measured

the temperature of each colour relative to a control thermometer. From these studies he

con�rmed that radiant energy is present in all parts of the visible spectrum. However,

his observations led him to the conclusion that the maximum of the energy distribution

lay in an un-observed part of the spectra; just beyond the red. The infrared is now

considered to cover wavelengths from� 700 nm - 1 mm.

1
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1.1.1 Mid-Infrared

Infrared is traditionally split into three regions: near-, mid- and far-infrared. There is

some discrepancy in the literature of the wavelength range covered by each region. This

is especially true for the mid-IR where the near-mid boundary can be as low as 4� m and

the mid-far boundary as high as 40� m. For the purpose of this thesis, when we refer to

mid-IR we are describing a common de�nition of the spectral region, which ranges from

4.5 to 26� m. The radiant excitance (otherwise known in astronomy as the energy 
ux

Rybicki & Lightman 1986), is de�ned as the radiant 
ux emitted by a surface per unit

area with units of W _m� 2. The radiant excitance of objects at terrestrial temperatures

(i.e. � 0 � 100� C) peaks in this mid-IR spectral region. To fully understand this, we

must �rst describe the radiation laws for a blackbody.

1.1.2 Blackbody Radiation

The concept of a blackbody was originally introduced in 1860 by Gustav Kirchho�

(Kirchho�, 1860). Kirchho�'s law states that the ratio of emissivity to absorptivity

for a body at a given wavelength depends only on its temperature (Glass, 1999). A

blackbody is such that it absorbs all incident radiation, regardless of wavelength and

direction, i.e. it has absorptivity equal to 1. From Kirchho�'s law, this also makes it

a perfect emitter, with emissivity equal to 1. Experimentally, a blackbody is modelled

by electromagnetic radiation at equilibrium within a cavity that has walls of a constant

temperature.

1.1.2.1 Stefan-Boltzmann law

In 1879 Josef Stefan (Stefan, 1879) empirically deduced that the total energy radiated

by a blackbody over all wavelengths (or over all frequencies) is proportional to the 4th

power of temperature, i.e.:

�
� dE

dt

�
= total radiant energy per second / T4 (1.1)

This was not widely accepted until proven by Ludwig Boltzmann (Boltzmann, 1884)

through considerations of classical thermodynamics. Boltzmann derived the �nal form



Chapter 1 3

of the Stefan-Boltzmann law by �rst considering a volume dV, consisting entirely of

electromagnetic radiation that can be compressed or expanded. When applying heat

dQ, to the system, the total internal energy increases by dU and the volume increases.

Abiding by the �rst law of thermodynamics:

dQ = dU + pdV ; (1.2)

where p is the radiation pressure of the electromagnetic radiation. The entropy of the

system can be described by dS = dQ=T. By rearranging equation 1.2 to increase entropy

for the system we achieve the following:

TdS = dU + pdV : (1.3)

To convert equation 1.3 into a partial di�erential equation, we divide by volume, dV at

a constant temperature T:

T
� @S

@V

�

T
=

� @U
@V

�

T
+ p: (1.4)

Using the following of Maxwell's relations:

� @p
@T

�

V
=

� @S
@V

�

T
; (1.5)

we obtain the following:

T
� @p

@T

�

V
=

� @U
@V

�

T
+ p: (1.6)

From equation 1.6 we can derive the relation between the internal energyU and the

temperature T from the relation between p, V and U, i.e. a known equation of state

for the gas. From Maxwell's equations we know thatp = 1
3u and U = uV , where u is

the energy density of the radiation and only depends on the temperature as
� @U

@V

�
T =

u
� @V

@V

�
T = u. From this we can re-write equation 1.6 as follows:

T
� @( 1

3u)
@T

�

V
=

� @(uV )
@V

�

T
+

1
3

u; and

1
3

T
� @u

@T

�
= u +

1
3

u =
4
3

u: (1.7)
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From this we can solve a relation between energy density of the radiation and tempera-

ture:

@u
u

= 4
@T
T

;

ln u = 4 ln T; and hence

u / T4: (1.8)

By including the Boltzmann constant � = 5 :67 � 10� 8 Wm � 2K � 4 we end up with the

modern form of the Stefan-Boltzmann law for the radiant energy per unit area per second

from the surface of a blackbodyI :

I = �T 4; (1.9)

where the rate of emission of radiant energy is related tou by u = 4I
c (Longair, 2003) .

1.1.2.2 Wien's Displacement Law

Wilhelm Wien's displacement law was �rst derived in 1894 from consideration of the

combination of electromagnetism and thermodynamics. He hypothesised and proved

that the maximum amount of radiation emitted by a blackbody occured when the wave-

length and temperature were equal to a constant:

� max T � 2:898� 10� 3 mK (1.10)

Wien derived this law by considering gas undergoing adiabatic expansion, where dQ = 0.

From the �rst law of thermodynamics (equation 1.2) and Maxwell's relations of U = uV
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and p = 1
3u, the following expression for adiabatic expansion can be derived:

d(uV) +
1
3

u dV = 0 ;

Vdu + u dV +
1
3

u dV = 0, and

du
u

= �
4
3

dV
V

: (1.11)

By integrating equation 1.11 we obtain u = constant � V � 4
3 . As derived in section

1.1.2.1,u = �T 4

c and hence:

TV
1
3 = constant : (1.12)

The volume V of a spherical object is proportional to the cube of the radiusr , and so:

T / r � 1: (1.13)

The relation between the peak wavelength� of the radiation and the volume of the

enclosure is:

� / r; (1.14)

i.e. the peak wavelength of radiation increases linearly with the spherical volume. Sub-

stituting equation 1.14 into equation 1.13 gives:

T / � � 1: (1.15)

Equation 1.15 is Wien's displacement law. It states that for the adiabatic expansion of

radiation, the peak wavelength of the radiation scales inversely with temperature.

1.1.2.3 Planck's Theory of Blackbody Radiation

Prior to the derivation of Planck's theory, two other relations for the energy distribution

of a black body spectrum M� , i.e. the power per unit area emitted by a blackbody at

temperature T and at wavelength � , were derived. Wien, after successfully deriving his

displacement law (see section 1.1.2.2), published his attempt at modelling the blackbody

function in 1897 (Wien, 1897). Commonly referred to as the Wien approximation,
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this relation accurately models the short wavelength (high frequency) portion of the

spectrum, where�T . 3100� m (Stewart & Johnson, 2016), however it is invalid at high

temperatures and long wavelengths (low frequencies).

In early 1900, Lord Rayleigh derived a relation in direct response to concerns about

the behaviour of Wien's approximation at long wavelengths (Rayleigh, 1900). (To note,

James Jeans later provided a correction to this theorem, and it is now known as the

Rayleigh-Jeans law). Rayleigh derived his relationship from considerations of electro-

magnetic waves in a cube shaped cavity. From the equipartition theorem Rayleigh

considered that for standing waves to exist inside the cavity, they must exist for only

a discrete set of frequencies. However there is no upper limit to the frequency of a

standing wave and consequently, the Rayleigh-Jeans law fails at high frequencies. The

implications of this were that classical physics as applied in this instance would result in

the electromagnetic radiation inside the cavity never reaching thermal equilibrium, and

inde�nitely absorbing energy to excite to higher and higher frequency standing waves.

Later in 1900, Max Planck derived what is now known as Planck's theory of blackbody

radiation (Planck, 1900). When written with respect to wavelength, it takes the form:

M � = C1� � 5(ex � 1)� 1; (1.16)

where C1 is the �rst radiation constant given by C1 = 2c2h and x is the dimensionless

frequency, given byx = hc
�k B T . Here, c is the velocity of light in a vacuum, h is Planck's

constant and kB is Boltzmann's constant (Wolfe, 1996). The Planck function can also

be expressed in terms of frequency� , where:

M � =
2h� 3

c2 (eh�=k B T � 1): (1.17)

Planck derived this function from the consideration of a blackbody as a collection of

oscillators which can only absorb discrete, quantised energies ofE = nh� , where � is

the frequency of the oscillator and n is some integer value. Planck understood that

Wien's approximation was not valid at long wavelengths and at these wavelengths the

entropy of the system had to satisfy the following relation:

d2S
dU2 = �

(const)
U2 : (1.18)



Chapter 1 7

He integrated and combined equation 1.18 with the known relation for the energy in a

resonator:

U� =
c3

8��
� � ; (1.19)

to derive equation 1.16 (Crepeau, 2009). We can demonstrate the validity of this theory

by manipulating equation 1.16 to obtain both the Stefan-Boltzmann law and Wien's

law.

Wien's displacement law, i.e. the relationship between peak radiant excitance and wave-

length for a blackbody (derived in section 1.1.2.2) can be derived from the Planck func-

tion with respect to wavelength (equation 1.16) by taking the di�erential and �nding

where the gradient of M� is zero, i.e. dM �
d� = 0:

d
d�

�
C1� � 5� (ex � 1)� 1

�
= 0 ;

�
5� � 6

�
ex � 1

� � 1
� � � 7

�
�

hc
kB T

ex
��

ex � 1
� � 2

�
= 0 ;

�
5 �

1
�

�
ex � 1

� � 1
ex

�
�

hc
kB T

� �
= 0, and hence

�T =
hc

5kB
�
1 � e� x

� : (1.20)

The peak wavelength depends on the form of the blackbody function, withM � having

a peak shifted with respect toM � . Hereafter, any values of peak wavelength quoted in

the text will be calculated as the peak of the correspondingM � blackbody function.

The Stefan-Boltzmann law, i.e. the relation between the radiant excitance and temper-

ature (derived in section 1.1.2.1) can be derived from the Planck function with respect

to wavelength (equation 1.16) by considering a small blackbody surface radiating into a

half-sphere. First, the Planck function must be multiplied by the solid angle, cos� d


over which it is radiating:

dM �

d�

� 1
A

�
=

2hc2

� 5(e
� k B T

hc � 1)
cos� d
 : (1.21)
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This is because blackbodies obey Lambert's Cosine Law (Lambert, 1892), i.e. the in-

tensity observed will be the actual intensity multiplied by the cosine of the zenith angle

� , where d
 = sin � d� d� . Hence:

M �

A
= 2hc2

Z 1

0

d�

� 5(e
hc

�k B T � 1)

Z 2�

0
d�

Z �
2

0
cos� sin � d�;

M �

A
= 2 �hc 2

Z 1

0

d�

� 5(e
hc

�k B T � 1)
; (1.22)

given the following substitutions: x = hc
�k B T and dx = � hc

� 2kB T :

M �

A
=

2� (kB T)4

h3c2

Z 1

0

x3

(ex � 1)
dx; (1.23)

and using the standard integral:

Z 1

0

x3

(ex � 1)
dx =

� 4

15

M �

A
=

2� 5k4
B

15h3c2 T4

M �

A
= �T 4: (1.24)

1.2 Microbolometers

There are three major types of infrared detector: photoconductive detectors such as

arsenic-doped silicon (Si:As), photovoltaic detectors such as mercury cadmium zinc tel-

luride (HgCdZnTe) and thermal detectors such as the bolometer (Low & Rieke, 1974).

The bolometer is commonly used for detecting in the mid-IR and was invented by Samuel

Pierpont Langley (1834 { 1906) in 1881. Langley was motivated by a desire to study

solar radiation and introduced the premise of using narrow metal strips with low ther-

mal capacity, to detect large changes in resistance for small amounts of absorbed radiant

heat. This detector was sensitive to changes in temperature of 10� 5 � C (Barr, 1963).
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Each pixel in a microbolometer array acts as a single sensor element (Tempelhahn et al.,

2016). These systems operate by using a camera lens to focus infrared radiation for

absorption by each microbolometer element (or pixels) inside. There is no physical

contact or thermal coupling between the pixels, as a result they are completely thermally

isolated from one another. Each pixel consists of a `bridge' suspended above a read

out integrated circuit (ROIC). The bridge is a thin, infrared absorbing silicon nitride

Si3N4, membrane with a layer of temperature sensitive resistor material at the centre.

Polycrystalline vanadium oxide (VOx) is commonly used as this thermoresistive material.

Vanadium readily forms a number of oxides (VO, V2O3, VO2, V2O5) because of its

half �lled d-shell and several of these phases have a high temperature coe�cient of

resistance (TCR), i.e. exhibit a large rise in electrical resistance for a small rise in

temperature making them ideal for use in uncooled microbolometers (Aryasomayajula

& Reddy, 2008). The bridge and ROIC are connected by two long Si3N4 legs which

provide the thermal isolation between the microbolometer and the read out substrate

(Radford et al., 1999). A schematic of a microbolometer pixel can be seen in �gure 1.1

courtesy of Moreno et al. (2012). As incident radiation heats the bridge material, the

thermoresisitive element registers the temperature change of the bridge as a change in

resistance. The ROIC directs current through the bridge in pulses (at the frame rate of

the system) to detect these changes in resistance. This can be measured and processed

to produce values quantifying the amount of radiation absorbed (Kohin & Butler, 2004).

The responsivity of each pixel can be characterised by the following expression:

R =
�IR d�

Gth (1 + ! 2� 2)0:5 ; (1.25)

where � is the detector absorptivity, I is the read-out current, Rd is the detector resis-

tance, � is detector TCR, Gth is thermal conductance of the substrate,! is the angular

frequency and � is the thermal time constant, determined from the conductance and

heat capacity C of the detector (Wolfe et al., 1985), where:

� =
C

Gth
: (1.26)

To maximise IR responsivity and to obtain a larger change in temperature for a given

radiance, microbolometers are constructed from detector materials which have highRd
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Figure 1.1: Schematic of a single microbolometer pixel from Moreno et al. 2012. The
bridge, comprised of Si3N4 and the thermoresistive element, is suspended above the
ROIC and connected by two long legs. As incident infrared radiation heats the bridge
material, the thermoresisitive element registers this temperature change as a change in
resistance. The ROIC detects this change in resistance by directing current through

the legs to the bridge.

and � and designed to minimise Gth through the chosen length and cross-sectional area

of the legs (Wood et al., 1992).

Since the late 1970's many advances have been made in the development of uncooled

microbolometer arrays for detecting mid-IR radiation in defence, security and industrial

applications. Microbolometer technology is commonly used for sensing in the 7 to 14� m

band as it provides a high sensitivity at an a�ordable price, without the need for a cryo-

genic cooling system. They are available integrated into commercial camera systems for

< 10k GBP by manufacturers such as FLIR and can deliver noise-equivalent tempera-

ture di�erential (NEdT) measurements of < 200mK (Benirschke & Howard, 2017) under

factory conditions. NEdT is discussed further in section 2.4.1.

1.3 Application in Astronomy

Approximately half of the total energy density of radiation throughout the entirety of

cosmic history is emitted at infrared wavelengths (e.g. Elbaz, 2002; Le Floc'h et al.,

2005; Caputi, 2007). Ultraviolet and optical photons actively heat dust in regions of

star and planet formation, evolved stars, and active galactic nuclei (AGN). This dust
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absorbs the UV and optical photons and re-radiates at infrared wavelengths. As a result,

the mid-IR spectral region covers a wide range of dust and molecular emission and

absorption features, and recombination and �ne structure lines. Mid-IR observations

are particularly useful as the e�ect of dust extinction is much less prominent when

compared to optical and near-infrared wavelengths (Mason et al., 2008).

Quantitative mid-IR astronomy began in the 1960's (e.g. Low, 1961) using heavily cooled

single-element bolometric detectors on small telescopes. Since the 1970s, more complex

and specialised mid-IR detectors have been successfully deployed on spaceborne and

high-altitude facilities on telescopes such as Subaru (Spectro-Cam; Hayward et al. 1993,

COMICS; Kataza et al. 2000), SOFIA (EXES; Richter et al. 2018, FORCAST; Herter

et al. 2018), Kuiper Airborne Observatory (Cameron, 1976) and SPITZER (IRAC; Fazio

et al. 1998).

High sensitivity, multi-pixel mid-IR detectors have been in operation at large ground

based telescopes since the 1990's, such as the 3m IRTF (MIRSI; Deutsch et al. 2003),

the 6.5m MMT (MIRAC; Ho�mann et al. 1993), the 8m Gemini (Michelle; Glasse et al.

1997, T-ReCS; Telesco et al. 1998, TEXES; Lacy et al. 2003) and VLT (VISIR; Lagage

et al. 2000, MIDI; Leinert et al. 2003), and the 10m GTC (CanariCam; Packham et al.

2005).

Several high-pro�le, space-based and high-altitude surveys have also been conducted

in the mid-IR, namely the Wide-�eld Infrared Survey Explorer (WISE) (Wright et al.,

2010), Infrared Astronomical Satellite (IRAS) (Neugebauer et al., 1984), AKARI (Mu-

rakami et al., 2007), IRTS (Murakami et al., 1994), The European Large Area ISO

Survey (Kessler et al., 1996), Midcourse Space Experiment (MSX) (Egan & Price, 1996)

and the Revised Air Force Geophysical Laboratory (RAFGL) (Price & Murdock, 1983).

With the imminent launch of the infrared-optimised JWST (MIRI; Rieke et al. 2015)

we are entering a new era of mid-IR observations.

1.3.1 Atmospheric Transmission and Background Contribution

Mid-IR observations are very sensitive to observing conditions. With respect to the

entire IR spectral region, only a small spectral window can be observed at ground

based facilities. Figure 1.2 shows the estimated atmospheric transmission between 2
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Figure 1.2: Synthetic spectrum of atmospheric transmission across the 2-30� m wave-
length range as observed at the Liverpool Telescope (altitude of� 2363 m, latitude of
28 � ) for observations with a zenith angle of 0� through 2 atmospheric layers. The spec-
trum was computed using ATRAN (Lord, S. D., 1992, NASA Technical Memorandum
103957). The spectrum has been interpolated with a spline of 1000 points. Common
infrared �lter bandpasses are shown as red horizontal lines. The central wavelengths of

these �lters are given in table 1.1.

Filter � (� m) � � (� m) Vega (Jy) Sirius (Jy)
K 2.179 0.41 655 2315.2
L 3.547 0.57 276 967.8
L0 3.761 0.65 248 868.4
M 4.769 0.45 160 557.5
M0 4.85 0.22 n/a n/a
N 10.472 5.19 35.2 121.8
Q 20.130 7.8 9.70 n/a

Table 1.1: Flux of two standard sources Vega and Sirius in common infrared �lter
bandpasses as recorded by Cohen et al. (1992).

and 30� m for the ground-based Liverpool telescope, which sits at an altitude of�

2363m. Several standard �lter bandpasses are described by red horizontal lines. The

central wavelength � and �lter width � � are recorded in table 1.1 alongside the 
ux

of Vega and Sirius in each �lter. Beyond 30� m, infrared transmission drops to zero

for ground based observations. As well as reducing the number of source photons that

are transmitted to the ground, the atmosphere absorbs and isotropically re-radiates a

fraction of the energy from space and the ground (Bertero et al., 2000). In particular,

the telluric species H2O, O3, CO2, N2O and CH4 contribute dominant emission lines and

reduce atmospheric transparency in the mid-IR (Cox, 2000). High-altitude/space-based
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observatories are favoured for mid-IR observations as they do not su�er from the e�ects

of the atmosphere. Ground-based observing is much more challenging and has been

traditionally viewed as impossible for simple, low cost instruments due to the very high

thermal background and the requirement for specialist detector systems.

The mid-infrared background produced by the atmosphere can be several orders of mag-

nitude brighter than most astronomical sources (Pietrow et al., 2019), with a surface

brightness of -3 mag per square arcsecond at 11� m (Mason et al., 2008). This over-

whelming thermal background is combined with high spatial and temporal variability

of sky emissions, which occur on subsecond timescales, and telescopic emissions, which

occur on subminute timescales (Absil et al., 2004). Telescopic emissions arise from the

opaque surfaces in the optical beam (i.e. the secondary mirror spiders, primary mirror

cell and central borehole) which are near blackbody radiators, and greybody emitters

such as the mirrors and warm optics (Bertero et al., 2000). As a result, observing at

these wavelengths is very challenging, particularly for ground based facilities (Miyata

et al., 1999).

Ground based telescopes must be optimised for infrared observations. Physical consider-

ations to reduce photon noise include limiting ba�ing, having a thin primary, ensuring

the emissivities of mirrors are low, making the primary borehole small and operating

at stable mechanical temperatures. The frequent deployment of a chopping/nodding

(see below) regime during observations is also required to reach the fundamental photon

shot-noise limit of the thermal background (Bertero et al., 2000). These di�erential ob-

servations must occur at a rate faster than background 
uctuations, with the frequency

dependent on observing wavelength, weather conditions and telescope location. Chop-

ping involves tilting either the secondary or a foreoptics mirror between on- and o�-axis

positions at a frequency of� 10 � 50 Hz (Papoular, 1983). The di�erence between the

images taken at these two positions improves background subtraction. However tele-

scopic emission is not uniform and the on- and o�-axis chop positions have di�erent

optical paths. This results in telescopic emission residuals in chop subtracted images.

These residuals are removed by nodding, where the telescope is slewed to an o�-axis

position and the chop sequence repeated, at a frequency of� 0:1 Hz (Papoular, 1983).



Chapter 1 14

1.3.2 A Brief Overview of Mid-IR Astronomy

As mentioned above, the cosmic infrared background accounts for roughly half of the

radiation emitted by stars throughout cosmic time. Mid-IR radiation in particular, is

an e�ective tracer of star and planet forming regions, evolved stars, solar system objects

and galaxies. In this section, we brie
y introduce these areas of study. We describe

the processes from which the mid-IR radiation arises and examples of observations with

mid-IR photometry or spectroscopy.

1.3.2.1 Star Formation

The mechanics behind the formation of stars is still not well understood as they are

born deep within giant molecular clouds where they are obscured by dust and gas at

optical wavelengths (Richter et al., 2018). This circumstellar gas and dust is the only

tracer of the physical processes of star formation happening inside. Photometric and

spectroscopic observations in the infrared can be used to distinguish physical, chemical,

and dynamical di�erences between high- and low-mass star-forming regions. They can

also be used to investigate the circumstellar disks around young stars, i.e. the environ-

ment in which planets form, by helping to re�ne accretion and cooling models, and to

study the kinematics, composition and evolution of disks around low-mass young stellar

objects.

The embedded phase of young stars is a critical period during which several important

physical processes occur: infall in the collapsing envelope, disk formation, material being

shocked by out
ows and the heating and disassociation of gas by UV photons. This is the

critical period during which the �nal mass of the star is determined. The protostar heats

the surrounding dust which creates a strong mid-IR continuum in the inner envelope or

early disk. As the cloud begins to collapse into a star, it reaches the densities at which a

variety of molecules form. Several of these molecules can be used as tracers of evolution

in protostellar environments (Hatchell et al., 1998).

This phase is particularly exciting for the massive stars that dominate the energy budget

of young galaxies and are e�ective tracers of star formation rates. At all stages of their

lives, the feedback from massive stars drives the physical and chemical enrichment of the

interstellar medium (ISM) in their host galaxies. At the start of their life, their powerful
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jets and out
ows can both destroy their surrounding natal molecular clouds halting

further local star formation while triggering the next generation of star formation farther

a�eld. At the end of their lives, the huge energy and momentum they release through

their strong stellar winds and supernova explosions drives turbulence and supplies heavy

elements to the interstellar medium (Tan et al., 2014).

Mid-IR photometry of protostars in active, luminous star-forming regions can be used to

constrain their properties and determine the environmental dependence of star formation

(Adams et al., 2012). Further information on the nature of the star-forming region can

be determined from the many features present in mid-IR spectroscopic observations. The

fundamental vibrational transitions of the gas-phase molecules H2O, CH4, C2H2, HCN,

and CO2 occur between 6 and 15� m and can be used to probe physical conditions

like the temperature and the density of gas (e.g. van Dishoeck, 1998), cooling (e.g.

Helmich et al., 1996) and organic chemistry (e.g. Feuchtgruber et al., 2000). Various C-

C and C-H bending and stretching modes of polycyclic aromatic hydrocarbons (PAHs)

occur between 6.2 and 16.2� m (Duley & Williams, 1981). These lines are indicators

of the presence of complex carbonaceous material excited by UV radiation (Peeters

et al., 2004b) and are a reliable tracer of large-scale star formation (Peeters et al.,

2004a). H2 rotational lines are present at 6 to 15� m and can be used to probe properties

like the mass and temperature of warm gas (e.g. Valentijn et al., 1996; Timmermann

et al., 1996; Fuente et al., 1999; Wright et al., 2000), and di�erentiate between shock or

photon heating (e.g. Black & van Dishoeck, 1987; Sternberg & Dalgarno, 1989; Larsson

et al., 2002; Cabrit et al., 2004). Deep and broad vibrational bands of amorphous and

crystalline silicates occur between 9.7 and 24.5� m as a result of the Si-O stretch and

O-Si-O bending modes (Gillett & Forrest, 1973). These can be used as diagnostics of

processing/heating (van Dishoeck, 2004), mineralogy (e.g. Malfait et al., 1998; van den

Ancker et al., 2000) and grain growth (Bouwman et al., 2001). Vibrational bands of

sul�des, carbonates and ices occur between 4.67 and 23.5� m. These can be used to

probe the presence of volatile solids (e.g de Graauw et al., 1996; van Broekhuizen et al.,

2004), organic chemistry (van Dishoeck, 2004), and thermal history (e.g Ehrenfreund

et al., 1998; Keane et al., 2001).
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1.3.2.2 Planet Formation

Some of the molecules that form during the cloud collapse stage of star formation end up

in the rotating disks that surround young stars. The conservation of angular momentum

when the circumstellar disk is gas-rich and the star is contracting towards the main

sequence results in the formation of a protoplanetary disk (Natta & Testi, 2004). It is

from the material left in this disk that planets are formed through dust processing, i.e.

the coagulation of small (� 0:1 � m) solid particles (Visser et al., 2009). The study of

the chemical composition of this gaseous and solid-state material and how it is a�ected

by the protostellar and protoplanetary environments is key to understanding the disk's

ability to form planets.

Much of the knowledge about proto-planetary disks has been obtained from studying

the infrared radiation emitted by warm dust particles located 1-10 AU from the star

in the disk (Varga et al., 2020). Although dust makes up only a small fraction of the

disk mass, the properties of the dust heavily in
uence the appearance and evolution of

the disk. The main heating and cooling mechanism of the disk material is driven by

the absorption and subsequent emission of radiation by dust. Consequently, the dust

determines the temperature and spatial structure of the disk (van Boekel et al., 2005).

Mid-IR spectroscopy of protoplanetary disks and debris disks (i.e. features of older

systems where star formation is complete or nearly complete but a large amount of

short lived, second generation dust remains, e.g. the Kuiper Belt in our Solar system)

can be used to determine the mineralogy of the dust and the physical conditions of the

gas (e.g. Malfait et al., 1998; Fabian et al., 2001). Water ice condensation dominates the

mass budget of newly formed planetestimals and determines the ability of the disk to

form massive planets (Ciesla & Cuzzi, 2006). The strength of the water feature at 6� m

provides a direct measurement of water column density temperature (van Boekel, 2007)

and grain growth (Meijerink et al., 2008). Evidence of crystallinity from emission lines

in the 9-13� m region can be used as a direct tracer of disk processing and evolution

(Bouwman et al., 2008; van Boekel et al., 2005), and an indirect tracer of the formation

of large planetary bodies (e.g. Bouwman et al., 2001), which are expected to form in the

inner < 20 AU of protostellar disks (Boss, 2008). The shape of the 10� m silicate feature

can be used as an indicator of grain size and location in the disk. Small (� 0:1 � m)

primordial grains have a triangular-shaped silicate feature which peaks around 9.8� m
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and is seen in mid-IR spectra of the outer disk. Larger (> 2� m) grains have a silicate

feature spectrum that plateaus between 10 and 11� m and is seen in mid-IR spectra

of the central region of the disk (van Boekel et al., 2005). Crystalline silicates also

have smaller sharp features at 9.2, 10.5 and 11.3� m. The temperature and mass, as

a function of radius, of the warm molecular gas present in debris disks can be traced

using the pure rotation lines of H2 in the 6-15� m region. These measurements can be

used to constrain the age at which gas giants form (Thi et al., 2001). As temperatures

in dense molecular clouds are low (< 50K) PAHs can freeze into grains and react with

molecular ice grain mantles when exposed to ionising radiation (such as UV). This

process produces biologically important molecules (e.g. alcohols, ketones, amino acids).

Consequently, observations of PAH features in the 6.2 and 16.2� m region of mid-IR

spectra can be used to probe the creation of the hydrocarbon prebiotic material on

small bodies that is a precursor to life (Bernstein et al., 1999).

1.3.2.3 Evolved Stars

Dust is formed in the ejecta of dying stars. The mid-IR region is dominated by spectral

features that can be used to classify evolution stage, determine dust composition and

(hence) mass loss rates from low mass (< 8M� ) stars (e.g. AGB/post-AGB stars and

novae) and high mass (> 8M� ) stars (e.g. red supergiants (RSG), luminous blue variable

stars, Wolf-Rayet stars and supernovae). The dusty environments around evolved stars

can be divided into two categories of chemical composition; carbon (C) rich or oxygen

(O) rich. This classi�cation depends on the relative abundance of carbon and oxygen

in the mass-losing star. This C/O ratio can be determined from mid-IR spectra. A

star with more oxygen than carbon (i.e. C/O < 1) is identi�ed by spectra dominated

by absorption and emission features of amorphous and crystalline silicates between 9.7

and 24.5� m (Sylvester, 1999). A star with more carbon than oxygen (i.e. C/O > 1)

will have a spectrum dominated by carbonaceous dust species like silicon carbide (SiC),

PAHs or amorphous carbon (Molster et al., 2002). Low mass-loss rates in these stars can

be determined by the dominant presence of oxides (Cami & Yamamura, 2001). Features

from heavy elements appear in the 4 -16� m region of mid-IR spectra of novae and

supernovae. There are a number of broad mid-IR atomic lines found in high velocity

environments (widths � 100-1000 km/s). For example, planetary nebulae show strong

excitation lines of [Mg IV] at 4.49 � m, [Ar VI] at 4.53 � m, [Mg V] at 5.61 � m, [Ar II]
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at 6.99� m, [Ne VI] at 7.65 � m and [Ar III] at 8.99 � m in their spectra (Ennico et al.,

2006).

Of particular interest is the evolution and eventual death of massive stars. Massive stars

emit far-UV radiation that dominates the energetics and chemistry of their surrounding

molecular clouds (Wol�re et al., 1990). The expansion, and subsequent cooling of stellar

ejecta causes small dust grains to condense and absorb radiation from the star. These

dust grains and PAHs reprocess most of this radiation into PAH infrared features and

infrared continuum radiation. However, up to 1% of the absorbed radiation is converted

to gas heating via photoelectric ejection of electrons from grains (Kaufman et al., 1999).

The photoelectric heating e�ciency increases with decreasing size of dust grains. PAH

molecules are the smallest of dust grains, and play an important role in the heating of

the gas by providing photo-electrons (e.g. Bakes & Tielens, 1994; Tielens & Hollenbach,

1985). PAHs are traced by several features in the mid-IR at 6.2, 7.7 and 11.2� m.

The relative strength and characteristics (e.g. shape, central wavelength) of the mid-IR

features vary signi�cantly with local physical conditions (e.g. Hony et al., 2001; Flagey

et al., 2006; Smith et al., 2007; Vermeij et al., 2002; Galliano, 2006). These variations

arise from modi�cations to the molecular structure of the PAHs, in di�erent astrophysical

environments.

Most massive stars with mass� 9 M� will become RSGs at some point in their life-

times (Gordon et al., 2018). RSGs amongst the most common and luminous mid-IR

populations of massive stars (Britavskiy et al., 2014). RSGs have some of the highest

mass-loss rates observed in stars and shed a signi�cant fraction of their initial mass. The

duration and mass-loss rates in this stage in
uences the mechanism by which the star

will die; as a supernova or in post-RSG evolution. However, the mechanism behind this

mass loss is not well understood (Shenoy et al., 2016). Dust present in the circumstellar

environment of RSGs can be an indication of recent or historical mass-loss episodes.

This dust arises from stellar winds cooling to temperatures below the dust condensation

temperature (� 1000K). A higher mass-loss rate results in a high enough total mass of

dust at the condensation radius for the dust emission to be detectable in the mid-IR.

Emission spikes at� 10� m and � 18� m are caused by blended emission lines from this

silicate dust. Mid-IR photometry can be used alongside spectral energy distribution

(SED) models to provide estimates of the mass-loss rates, ejecta dust temperatures and

mass-loss histories of these luminous supergiants (e.g. Gordon et al., 2018; Shenoy et al.,
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2016; Yang et al., 2018). Spectral observations of RSGs can also be used to convert the

intensity of the silicate emission into a mass-loss rate for the star (e.g. Beasor & Davies,

2016).

1.3.2.4 Solar System Objects and Exoplanets

The primitive bodies of our own solar system (i.e. comets and asteroids) consist of

material that has not been signi�cantly changed since the birth of the planets, and pro-

vide insight into the physical conditions and processes in the icy, cold regions of the

protoplanetary disk from which our solar system was born (Wooden, 2008). The dust

associated with comets has emission which peaks in the 7-20� m region as a result of

the prominent silicate mineral emission features (Kelley & Wooden, 2009). Mid-IR spec-

troscopy of comet dust can be used as a diagnostic of the origin of the constituents of the

primitive solar system, and their subsequent evolution into planetesimals. The identi�-

cation of features that can be attributed to various non-protoplanetary disk sources (e.g.

supernovae, ISM clouds, etc.) in the mid-IR spectra of comets can provide constraints

on solar system models (Wooden, 2008) and whether the population of planetesimals

that comets were created from were heterogeneous in origin (Kelley et al., 2016). Mid-IR

photometry is crucial for characterising the physical properties of distant objects which

are otherwise too small to be resolved. When combined with measurements of re
ected

light, the mid-IR can be used to accurately determine the mass, diameter and albedo,

and constrain the thermal properties (e.g. thermal inertia, surface emissivity, surface

roughness) and spin axis orientation of the object (M•uller et al., 2020). These properties

can be used to gain insight into the processes that created the dynamical architecture

of the outer Solar system (Milam et al., 2016).

Virtually all known exoplanets have been indirectly detected through observations of

their transit or the e�ect they have on the radial velocity of their host star (Burrows

et al., 1997). Direct imaging, through imaging and spectroscopy, is an important step

for detecting and characterising exoplanets, particularly as planets at large radii from

their central star are di�cult to detect with in-direct methods (Brande et al., 2020).

Characterising the climate and composition of exoplanet atmospheres, in particular their

potential to develop and maintain atmospheres capable of supporting biology, is an

important goal for exoplanet science. Mid-IR observations can be used to constrain
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planetary atmospheric models and detect the presence of `biosignatures', gases that

make up the Earth's atmosphere (i.e. nitrogen/nitrous oxide, water, carbon dioxide,

oxygen/ozone, and methane), which could indicate biological processes underway on the

planet (Petit dit de la Roche et al., 2020). These `biosignatures' can be detected in

mid-IR spectra (e.g. Tremblay et al., 2019; Fauchez et al., 2020) with CO2 features at

4.3 and 15� m, H2O features at 6.2� m and beyond 17� m, CH4 features at 7.7� m, N2O

features at 4.5, 7.8, 8.3 and 17� m, O3 features at 9.7 and 14.3� m and CO features at

4.8� m (Leisawitz, 2020).

We can gain a further understanding of the formation and evolution of exoplanetary

systems from mid-IR observations of planets in our own solar system. Solar system

planets are divided into two major groups; the terrestrial planets (Mercury, Venus,

Earth and Mars) which are characterised by their relative proximity to the Sun, small

size, high density, small number of satellites, and atmospheres (if present) which are a

negligible fraction of their total mass, and the giant planets (Jupiter, Saturn, Uranus and

Neptune) which are characterised by their large volume, low density, large number of

satellites, and atmospheres which are a large fraction of their total mass. These planets

provide a reference for comparison to all other planetary systems.

Planetary spectra are comprised of two components; re
ected sunlight (< 4 � � 5 � m)

and intrinsic thermal emission (> 4 � � 5 � m) (Encrenaz, 2005). Mid-IR observations

of the intrinsic thermal emission can probe fundamental properties such as the chemi-

cal composition and temperature/pressure structures at varying altitudes for planetary

atmospheres, and the dimensions, surface thermophysical properties and re
ectivities

of bodies without atmospheres (e.g. Cruikshank, 1988; de Zotti et al., 1989). Spectra

can also be used as a diagnostic of solid or liquid signatures by probing the presence of

clouds and aerosols and their location (either suspended in the atmosphere or on the

surface). For bodies without atmospheres (such as Mercury or the Moon), strong mid-IR

emission results from the structural, chemical, and physical properties of silicate rocks

and minerals. Thermophysical regolith properties can be determined from spectroscopy,

including thermal inertia, particle size, temperature distribution with depth and the

behaviour of volatiles on or under the surface. The silicate emission features at 7.6 and

9.6� m are diagnostics of bulk rock types (Sprague, 2000). These features can be used

to identify silica content and acidity level of the regolith (e.g. Murakami et al., 2007;
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Salisbury et al., 1970). Measurements of thermal inertia can be used to constrain heat

conduction models for the regolith (Lynch et al., 2007).

Observations of terrestrial planets can be used to probe localised temperatures and

winds, cloud presence and coverage, aerosols, seasonal cycles and in the case of Mars,

surface mineralogy. Terrestrial planets like Venus, which is comparable to Earth in

size, location and composition but di�ers vastly in surface environment can be studied

in the mid-IR to gain important insights that will aid in detecting and characterising

Earth-like exoplanets (Norwood et al., 2016) . The mid-IR spectra of Venus and Mars

are dominated by a strong CO2 feature at 15� m and O3 (ozone) feature at 9.7� m.

For Venus the CO2 absorption feature traces the atmosphere that lies above sulphuric

H2SO4 clouds which obscure the surface. For Mars, the CO2 feature can appear either

in absorption or in emission, and varies as a function of latitude due to the temperature

contrast between the atmosphere and the surface (e.g. Encrenaz et al., 2005). The shape

of the CO2 feature indicates any variation of atmospheric temperature with altitude (for

the terrestrial planets this indicates a decreasing temperature for increasing altitude).

Mars also has a H2O2 feature at 8� m which has been proposed as a tracer of seasonal

variations and/or regolith oxidisation (e.g. Encrenaz et al., 2004; Bullock et al., 1994).

The giant planets are further divided into the gaseous giants (Jupiter and Saturn) which

are predominantly composed of primordial gas, and the icy giants (Uranus and Neptune)

which have a signi�cant fraction of mass (� 50%) in their icy core. The stratosphere

and troposphere of the giant planets are traced by emission and absorption features

respectively. These spectra are dominated by hydrogen H2 at 12� m, hydrocarbons such

as CH4 at 7.7 � m and varying traces of other compounds like CO at 4.7� m, CO2 at

15� m, H2O at 5 � 6 � m, GeH4 at 5 � m, NH3 at 5 and 10� m, PH3 at 8 � 9 � m and AsH3

at 5 � m (Encrenaz, 2008). The photodissociation of CH4 at high pressures produces

C2H6 absorption at 12.2 � m and C2H2 emission at 13.7 � m, and the abundance can

probe atmospheric altitude, circulation and seasonal variations (e.g. Hammel et al., 2006,

2007; Burgdorf et al., 2006).

1.3.2.5 Galaxies

Mid-IR can provide a wealth of new insights into galaxies in the distant universe (z � 2)

(Ohyama et al., 2018). Studies at mid-IR wavelengths can be used to constrain the
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multi-wavelength global SED for galaxies. Of particular interest is the brightest galactic

sources in the mid-IR such as starburst galaxies, luminous infrared galaxies (LIRGs) and

ultra-luminous infrared galaxies (ULIRGs) (e.g. Spinoglio et al., 1995; Pearson, 2001;

Lagache et al., 2004; Rowan-Robinson et al., 2004; Le Floc'h et al., 2005). The mid-

IR spectra of galaxies are rich in emission lines with luminous galaxies dominated by

prominent PAH emission features (e.g. Lutz et al., 1998; Xu et al., 1998). The mid-IR

radiation of galaxies arises from many of the processes that have already been discussed,

such as star and planet formation, and evolved stars. Observing galaxies in this spectral

region provides an opportunity to probe how a large collection of these processes can

a�ect their wider environment.

The ISM of galaxies is the reservoir from which stars are born and that they replenish as

they age and die (Hollenbach & Tielens, 1999). Much of the infrared radiation emitted

by the interstellar medium (ISM) has its origins in galactic photodissociation regions

(PDRs). PDRs occur where far UV radiation dominates heating of the surrounding

medium. As mentioned previously in section 1.3.2.3, far UV radiation can be reprocessed

as PAH emission features in the mid-IR with physical characteristics which vary in

di�erent extragalactic environments (Markwick-Kemper et al., 2007; Armus et al., 2007;

Spoon et al., 2006). These features can be used to probe the link between the composition

and quantity of dust injected into the galactic ISM by evolved stars. For example, low-

metallicity galaxies exhibit very weak or no PAH features (Madden et al., 2006). Mid-IR

spectroscopy can be used to calibrate PAH features to obtain the ratio of C-C stretching

to C-H stretching and bending modes of PAHs. By combining these observations with

other multiwavelength observations, the local conditions (e.g. density, temperature,

radiation �eld) can be determined (Galliano et al., 2008b).

A signi�cant fraction of galaxies (over 40% of bright nearby galaxies and 50-75% of

early-type galaxies) harbour an AGN (e.g. Ho, 1998, 2004, 2008). AGN are produced

by accretion onto a nuclear supermassive black hole and are surrounded by a dust-torus

which shrouds this process at optical and near infrared wavelengths, but strongly re-

radiates and emits in the mid-IR. The observed diversity of AGN properties results

from viewing di�erent orientations relative to our line of sight. The centrally heated,

optically thick torus surrounding an AGN shows silicate absorption between 9.7-18� m

(e.g Imanishi & Ueno, 2000) when viewed side on, and silicate emission between 9-13� m

(e.g Siebenmorgen et al., 2005; Sturm et al., 2005; Hao et al., 2005) when viewed face
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on. PAH emission features are mostly absent in the intense radiation �elds that lie close

to AGN. However, the mid-IR still has a wealth of features to identify these regions.

Excited �ne structure lines like [Ne VI] at 7.65 � m, [Ne V] at 14.3� m and 24.3� m, and

[O IV] at 25.9 � m arise from the hard UV radiation produced by black hole accretion

(Sturm et al., 2000).

1.4 Application in Ecology

Global biodiversity and planet-wide conservation e�orts have never been of more im-

portance than right now. A loss of biodiversity is a threat to both valuable ecosystems

and human well-being. Our current global society is destroying species at an accelerat-

ing rate, initialising a mass extinction episode so large it has been unparalleled for 65

million years and which will have rami�cations that outlast humanity (R�egnier et al.,

2015). Monitoring the diversity and distribution of species provides insight into trends

in biodiversity and ecosystem health to make informed decisions on resource use and

protection which is key to slowing this rate down.

Historically, surveys to monitor biodiversity have been conducted either on the ground

by foot or car, via manned aerial vehicles, or using space satellites (e.g. Buckland et al.,

2001a; MacKenzie, 2006; Buckland et al., 2008; Franklin, 2010; Fretwell et al., 2012;

McMahon et al., 2014). All of these methods have major limitations. Individual ground

surveys are time intensive and only cover small areas. Although manned aerial surveys

cover a great deal more area than ground surveys, they are cost prohibitive for conser-

vation research. They are reliant on the availability of aircraft and are limited to safe


ight paths with ample emergency landing opportunities (Sasse, 2003) which restricts

the scope of the survey.

A further limitation is that data are often collected using cameras operating at optical

wavelengths (Jones et al., 2006; Rodr~Aguez et al., 2012; Koh & Wich, 2012; Barasona

et al., 2015; Linchant et al., 2015; Wich, 2015; Mulero-P�azm�any et al., 2015; Van Andel

et al., 2015; Canal et al., 2016). Optical cameras are limited to use during daylight

hours so they are e�ectively blind 50% of the time, which greatly limits their use.

Some of the major applications for which aerial surveys are needed in conservation

occur predominantly at night, e.g. poaching, and many vulnerable species are part
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or fully nocturnal. Furthermore optical light is just the re
ection of sunlight, giving all

objects within the footage, be they foreground or background, a similar brightness. This

makes it di�cult and computationally expensive to resolve objects of interest from the

surrounding background in an automated way without some kind of manual intervention.

To mitigate these constraints researchers have started to combine mid-IR remote sensing

with unmanned aerial vehicles (UAV), otherwise known as drones, to obtain survey data.

1.4.1 Mid-IR Emissions of Endothermic Homeotherms

Microbolometers can be used to detect sources that maintain temperatures within the en-

dothermic range. Endothermic homeotherms are mammals and birds that use metabolic

heat to maintain a stable internal temperature. Most placental mammals have internal

body temperatures within the range 36 { 40� C (approximately 309 { 313K) (Jessen,

2001) and bird species have internal body temperatures within the range of 38 { 48� C

(approximately 311 { 321K) (Prinzinger et al., 1991). These values scale positively

with body mass if phylogenetic e�ects are ignored (Clarke & Rothery, 2008) and are

dependent on the means of temperature measurement, with auxiliary, oral and rectal

temperatures varying by up to 3 � C in some circumstances (Sund-Levander et al., 2002).

Figure 1.3 shows the radiant excitance as a function of wavelength of two temperatures;

the approximate lower bound body temperature of mammals, 309 K, and the approxi-

mate boiling point of water at 1 atm, 373.15 K. The range at which the spectral energy

distribution M � of endothermic homeotherms is expected to peak can be calculated as

between 7.77 and 9.37� m. This range is represented in �gure 1.3 as the red �lled line.

Thermoregulation in endothermic homeotherms is conducted by controlling the e�ective

surface area involved in heat exchange. By controlling the blood 
ow to the periphery,

endotherms regulate the 
ow of heat from the `core' of the body to the skin, with changes

in fur or fat layers, and posture, controlling the surface area this happens over (Phillips

& Heath, 1995). Changes in vascular circulation can result in a measurable increase

or decrease in tissue temperatures. This can be a measure of individual health with

in
ammatory responses generating and transferring heat to adjacent tissues via enhanced

capillary blood 
ow (Kn���zkov�a et al., 2007). Temperature variations less than 1 � C can be

indicative of early or subclinical in
ammation or infection and temperature variations

greater than 1 � C are indicative of the later stages of in
ammation development or
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Figure 1.3: The radiant excitance (otherwise known as the emittance) of a blackbody
in W � 3cm� 2� m� 2 as a function of wavelength for two temperatures; the approximate
lower bound body temperature of mammals 309K which peaks at a wavelength of
9.37� m, and the approximate temperature of boiling water 373.15K which peaks at a
wavelength of 7.77� m. The shifted peak between the two distributions is a consequence
of Wien's law which describes the relationship between the temperature of a blackbody
and the wavelength at which it has the greatest spectral radiant excitance. The red
�lled line represents wavelengths,� T , at which the blackbody pro�le of an endothermic
homeotherm source, 3096 T6 321 K, should theoretically peak. The blue shaded
area represents the total power per unit area emitted by the blackbody,M �

A . The black
hatched area represents the wavelength range mid-IR cameras are sensitive to, 7-15� m.

clinical infection (Schaefer et al., 2004). Hormonal 
uctuations have also been observed

to produce changes in body temperature in cows, with periods in the oestrous cycle

causing a deviation of temperature between 0.5 and 1� C (Hellebrand et al., 2003). In

humans, temperature variations in bilateral symmetry greater than 0.7� C are considered

abnormal and could potentially be an indication of physiological or anatomical variance

(Szentkuti et al., 2011).

1.4.2 Coupling Mid-IR and UAV to Survey Species

Using mid-IR instead of optical imaging greatly increases the likelihood of successful

detections of endothermic homeotherms as there can be a large contrast between them

and the background environment. This contrast is maximised in cold, dry environments
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and diminishes as the temperature and humidity increase (Mulero-P�azm�any et al., 2014).

The recent decrease in the price of mid-IR cameras has made them a�ordable for use in

small scale research projects and their major advantages in detection have been tested

in single and multi-species surveys, detecting; American bison, fallow deer, grey wolves

and elks (Chr�etien et al., 2015), grey seal (Wich & Koh, 2018), koala (Gonzalez et al.,

2016), roe deer (Israel, 2011), hippos (Lhoest et al., 2015) and rhinos (Mulero-P�azm�any

et al., 2014). The latter study comprehensively compared the e�cacy of aerial footage

at thermal and RGB wavelengths for target species surveillance and people detection,

with a focus on anti-poaching operations. Thus the use of mid-IR cameras has been

investigated and proven as an e�ective means of detecting animals.

A major bene�t of using UAV technology coupled with a mid-IR regime for imaging

is the increase in the volume of data obtained for a fraction of the price and time

compared to the methods mentioned above. However, as the volume of data from such

studies increases, so does the need for data analysis tools that can maximise the scienti�c

output in as short a time possible. In the �eld of conservation biology, these analysis tools

are fairly well developed for visible wavelengths. While they can be adapted for thermal

imaging, they would need to be used in conjunction with manual detection/identi�cation

in order to be e�ective. This introduces a layer of human bias and also makes the entire

process very time-ine�cient, and almost impossible to adapt into a live or almost real-

time pipeline. To counteract this, the detection and identi�cation stages of survey data

analysis can be automated with the use of algorithms. Several di�erent groups have

already attempted to develop such analysis tools (e.g. Lhoest et al., 2015; Chr�etien

et al., 2015; Gonzalez et al., 2016).

1.5 Motivation

From the concepts discussed in sections 1.3 and 1.4, there is potential for low-cost, mid-

IR observing to be bene�cial in both astronomy and conservation ecology. As established

in this chapter, microbolometers are a�ordable, uncooled, commercial `o� the shelf'

(COTS), detectors that cover a small spectral range of the mid-IR. For the purposes of

this thesis, we focus our interests on successful application of microbolometers in these

two very di�erent �elds. We therefore explore three major questions:
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1. How can mid-IR imaging and astronomical data analysis and reduction techniques

be applied practically in ecology?

2. How can we develop inexpensive ground-based astronomical instruments for mid-

IR observations?

3. What techniques can we use to improve the performance of these instruments?

Part I (Chapter 2) is focused on introducing and understanding the microbolometer

system used throughout this thesis. We attempt to address the question of what de-

tector systematics limit read-out accuracy by accessing and understanding the detector

response using standard astronomical techniques to potentially overcome these limita-

tions.

Part II (Chapter 3) of this thesis is dedicated to a unique and novel application of

microbolometers in a cross discipline �eld. We study the feasibility of coupling mid-IR

imaging technology and instrumentation techniques commonly found in astronomy with

Unmanned Aerial Vehicles for use in the �eld of conservation biology.

Part III (Chapter 4 - 5) of this thesis is dedicated to the development and testing of

a mid-IR instrument for use on ground-based telescopes, using a microbolometer as

the detector. We explore whether widely-available mid-IR technology can provide the

opportunity to expand, at low cost, the availability of mid-IR observing.

We conclude our �ndings in Chapter 6, which immediately precedes an appendix of

supplementary material.
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Part I Laboratory

Characterisation of an Uncooled

Microbolometer Array

2.1 Overview of Contents

This chapter provides an introduction to the mid-IR camera that is used as the detec-

tor throughout the thesis. Various standard astronomical instrumentation techniques

are investigated for the purpose of characterising systematics and statistical errors that

limit read-out accuracy and precision. A series of lab-based experiments are presented,

and the performance of the real detector is measured against an ideal theoretical de-

tector. Random noise and spatial systematics are introduced, and the e�ect these have

on the sensitivity of the system is discussed. In an attempt to determine whether stan-

dard microbolometer technology can achieve the scienti�c goals of the project, a feasible

minimum detectable change in temperature given the measured SNR and observed sys-

tematics is theoretically determined. The Chapter concludes with a discussion on what

limits this imposes on the scienti�c goals of using COTS mid-IR imaging in ecology and

in astronomy.

The works described in this chapter were conducted by myself under the guidance of

Prof. I. Steele (LT Telescope Director).

28
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2.2 Detector/Camera Speci�cations

There are several companies manufacturing detectors for the COTS `thermal-imaging'

market (e.g. FLIR, Raytheon, Micro-Epsilon). The works presented in this thesis are

conducted with, and built from, a pre-assembled FLIR Systems Inc. Tau 2 LWIR

Thermal Imaging Camera core which is comprised of a vanadium oxide microbolometer

(640 x 512 pixels, each of dimension 17 x 17� m), and a 13mm focal length lens of

unspeci�ed prescription. This system reads out data at a frequency up to 8.3Hz. The

full detector speci�cation can be seen in table 2.1 courtesy of the FLIR product page1.

FLIR (2015) describe the conversion of the signal count produced by mid-IR radiation

incident on a microbolometer array (see section 1.2) into a temperature output by the

system. Initially, the signal count is converted into digital counts using an analogue-to-

digital (A/D) converter. For this system, the A/D converter has a 14-bit range, i.e. the

digital output has count values in the range 0� 16383. Digital counts are converted into

a radiance (W � sr� 1 � m� 2) and compared to a calibration curve to determine an e�ec-

tive blackbody temperature. These calibration curves are created by the manufacturer

through a series of measurements of blackbody sources at known temperatures, radiance

levels, emissivities, and distances. For the camera system described here this conver-

sion occurs when the camera is operated in `high resolution, T-Linear enabled' mode.

The read-out values (x; y)T in this mode are temperaturesT which can be converted to

Kelvins with the following linear relationship:

T = ( x; y)T � 0:04 (2.1)

As a result, each pixel is assigned a value corresponding to the mid-IR temperature of

the scene.

During operation, the FLIR system self calibrates by introducing an opaque shutter

between the 13mm lens and the detector. This 
at �eld calibration (FFC) acts to correct

any non-uniform changes in response across the detector focal plane array (FPA) after

this has changed unevenly with time. The shutter deploys at a pre-de�ned intervals

of � 2.5 minutes, but can also be triggered by any signi�cant changes in environment

or detector temperature. By applying this correction, the o�set correction factors of

1www.flir.com/products/tau-2/
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Lens speci�cation 13mm - f/1.25
Resolution 640 x 512
Field of View (FOV) 45� (H)x37 � (V)
Instantaneous FOV 1.308 mrad
Pixel Pitch 17 � m
Spectral Band 7.5 - 13.5� m
Exportable frame rates 7.5 Hz NTSC; 8.3 Hz PAL
NEdT < 50 mK at f/1.0
Scene Range -25� C to +135 � C
Time to image < 5.0 sec
Size (without lens) 1.75" x 1.75" x 1.18"
Weight 72g
Primary electrical connector 50-pin Hirose
Input supply voltage 4.0 - 6.0 VDC
Power dissipation (Steady state) < 1.2 W
Flat-Field Correction (FFC) Duration < 0.5 sec
Operating temperature range -40� C to +80 � C
Non-operating temperature range -55� C to +95 � C
Temperature shock � /min
Operational altitude +40,000 feet
Humidity 5% - 95% non-condensing
Vibration 4.3g three axis, 8 hr each

Table 2.1: An overview of the camera speci�cation as provided by FLIR at www.flir.
com/products/tau-2/

the microbolometer elements are reset to factory standard to reduce thermal drift (see

section 3.3.2), which is due to the changing of the sensor temperature with time and

causes counts to increase steadily until the camera self calibrates. As the shutter is

operational, observations are disturbed. As a result many o� the shelf systems record

at a higher frame rate than they read out. FLIR o�ers the functionality to change the

period in between calibrations, and this can have a signi�cant e�ect on the accuracy of

values recorded. This period has been left unadjusted and set to factory standards.

2.3 The Importance of Characterising System Response

This thesis aims to present the application of the same mid-IR imaging technology in two

very di�erent �elds; astronomy and ecology. For all uncooled COTS mid-IR systems, the

presence of systematics and lens aberrations have a severe impact on the sensitivity of

the detector and read-out temperature values. Successful application requires thorough

detector calibration to account for the systematics that limit read-out accuracy. In both



Chapter 2 31

�elds, remote temperature sensing relies on the ability to accurately compensate for

target surface, atmospheric emission, and the imaging system itself.

2.4 Modelling the Noise present in Uncooled Microbolome-

ter Systems

The intensity, I x;y , measured by a detector can be reproduced using a standard noise

model:

I x;y = Sx;y f x;y + Dx;y dx;y + � x;y + Bx;y ; (2.2)

whereSx;y is the source image (the `true intensity'), f x;y is the 
at �eld response, Dx;y is

the time-dependent element of the dark current,dx;y is the relative dark current intensity

between di�erent pixels, � x;y is the contribution of random noise and Bx;y is the bias.

Our aim is to recover the true intensity from the measured intensity:

Sx;y =
I x;y � Dx;y dx;y � � x;y � Bx;y

f x;y
: (2.3)

Usually it is assumed that Dx;y = D (and often that D = 0 for cryogenically cooled

detectors), � x;y = � (the `read noise'), andBx;y = B (the bias level). This results in:

I x;y = Sx;y f x;y + � + B : (2.4)

Generally we measureB by setting Sx;y = 0 and taking the mean of many frames, N:

B =
(I x;y )n + � n

p
N

N
: (2.5)

As N tends towards in�nity the e�ect of the read noise on the measurement is therefore

minimised. We obtain a measure off x;y by setting Sx;y equal to a constant, i.e. by

observing a 
at �eld.

For microbolometers we are unable to setSx;y to zero and obtain direct measurements

of the dark current or bias level of the system because the shutter can not be controlled

externally and there are limits to observable scene temperatures. As a result we have

chosen to initially model our system simply as the sum of the signal from the source,

Sx;y , the additive e�ect of D , and the read noise. This model relies on the assumption
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that Sx;y and D are uniform, and that the 
at �eld and dark response of f x;y is the

same:

I x;y = Sx;y f x;y + � + Df x;y : (2.6)

In IR detectors both � and f x;y are potentially variable with time and pixel location.

Spatially variable noise is particularly severe in uncooled models as any temperature vari-

ations in the measure environment or internal camera elements result in a phenomenon

known as thermal drift which can exacerbate the negative e�ect of the observed noise.

2.4.1 Random Noise

Random noise, otherwise known as shot noise, changes from frame to frame and limits

the precision of any measurement made from data. Shot noise is the random 
uctuations

that can be attributed to the stochastic nature of how photons are emitted, it follows a

Poisson distribution. In astronomical observations, shot noise arises from several sources;

the target object, the sky background, the dark current and the read noise. Dark Current

arises from thermally generated charge carriers within the FPA. The dark current adds

an o�set to the signal for every exposure which can be removed by subtracting dark

frames. However to reduce the dark current, and not just remove the o�set, detectors

are cooled and exposures are stacked. Read noise arises due to losses or gains in the

camera's read out electronics. Read noise is independent of exposure time and has the

greatest e�ect on low signals (faint sources). To ensure read noise doesn't overwhelm

the signal from faint sources, exposure time must be long enough that the signal from

the source is su�cient to make an observation.

The random noise is generally referred to as the detector sensitivity by COTS system

manufacturers. This sensitivity value, one often quoted as the measure of precision,

refers to the noise equivalent temperature di�erence (NEdT) and is often normalised

to f/1.0. NEdT is de�ned as the temperature di�erence between a test target and the

background that produces a signal equal to the temporal noise, and provides a measure

of the smallest temperature di�erence that can be detected with a thermal imager. If

we assume� can be approximated as a Gaussian distribution, it can be isolated using

equation 2.6 with two consecutive measurements ofI (x;y ) . In consecutive measurements

all three terms of equation 2.6 can be assumed constant; the source image remains at

a constant temperature, � is approximately constant and a short timescale between
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measurements (� 1/7 of a second) means the the �xed pattern can also be assumed

constant:

� (x;y ) =
I (x;y )1 � I (x;y )2p

2
(2.7)

2.4.2 Spatial Noise

Spatial noise is generally static over short timescales and otherwise referred to as �xed

pattern noise (FPN). FPN arises from imperfections in detectors and variations in how

di�erent elements in a detector array can show signi�cant di�erences in sensitivity, gain

and dark-current. Commonly known as non-uniformity (NU) noise this e�ect imposes

a pattern over the true data (Wolf et al., 2016) as each microbolometer in the matrix

responds di�erently to the same infrared excitation, producing a spatially heterogeneous

response of the IR camera to uniform incoming radiation. The spatially heterogenous

sensitivity of a detector can be corrected by dividing a 
at-�eld, and the dark-current and

gain non uniformity can be corrected with dark and bias calibration frames. Equation

2.6 introduces this spatially heterogeneous response as the multiplicative corrections

f x;y . Isolating the �xed pattern noise in our model, as described in equation 2.6, is

slightly more complex than isolating the random noise as our simple model assumes

f x;y a�ects Sx;y and D in the same way. So we require an approximate measure of the

multiplicative e�ect of D from the mean value of 2 images with di�erent dark currents

in the case whereSx;y is constant:

f x;y =
I (x;y )1 � I (x;y )2

(D1 � D2)
: (2.8)

2.5 Characterising the Noise present in Uncooled

Microbolometer Systems

The reduction of data in astronomy is a well de�ned process. Exposures taken with CCD

cameras are known to contain a number of unwanted signals and therefore calibration and

correction must occur to produce an image that accurately portrays the desired signal

incident on the detector array. For CCD detectors, the result of these systematics is

two additive e�ects and one multiplicative e�ect on the signal. These are removed using

bias frames, dark frames and 
at �elds, respectively. To understand how transferable
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Figure 2.1: The RMS of three sets of exposures at varying temperatures; 35� C (blue),
45� C (orange) and 55� C (green). Values were obtained by calculating the RMS of the

image resulting from the subtraction of consecutive exposures using equation 2.9.

these data reduction techniques are to COTS microbolometer systems, we must �rst

characterise how the systematics that are present in the detector a�ect the recorded

signal. Not all of the techniques applied to characterise CCD cameras are applicable to

microbolometers. Taking dark frames is di�cult with mid-IR detectors, even more so

with COTS systems that have a limited range of viewable scene temperature (see table

2.1) and therefore are unable to be calibrated using exposures of super cooled surfaces.

Sections 2.5.1, 2.5.2 and 2.5.3 discuss our application of three techniques commonly

used in astronomy to characterise the sensitivity of a detector; 
at �elding, median

stacking and binning exposures. These three techniques have been chosen as a means

of determining the temporal and spatial variation in the pixel-to-pixel response of the

detector.

2.5.1 Flat Fields

To characterise the sensitivity of each element in the microbolometer array we require

`
at �eld' observations of a source capable of maintaining a constant and known tem-

perature. For this we use a Voltcraft IRS-350 blackbody which has a thermal source
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Figure 2.2: The time dependency of the �xed noise pattern of three sets of exposures
of a blackbody at varying temperatures; 35� C (blue), 45� C (orange) and 55� C (green),
as modelled by equation 5. Values were obtained by calculating the RMS of the image
resulting from the subtraction of each exposure from one speci�c exposure, exposure

6000, using equation 2.9.

of diameter 58 mm with a �xed emissivity of 95%. A simple experimental set up was

fabricated wherein the thermal source �lled the entire FOV and 1/9 second exposures

were taken at three temperatures; 35, 45 and 55� C. The root mean square (RMS) has

been used as a measure of detector response uniformity, and is calculated as follows:

RMS =

vu
u
u
t

NP

i =1

�
�x � x i

� 2

N
; (2.9)

where x i is each pixel in the exposure, �x is the mean value of the entire exposure andN

is the total number of pixels.

Figure 2.1 is the result of applying equation (2.7) to the 
at-�eld exposures, with values

determined by subtracting consecutive exposures and calculating the RMS, this removes

the e�ect of the �xed pattern noise and reveals the e�ect of the calibrations applied by

the camera as periodic spikes in the RMS. From this plot we can see that the random

noise ranges between� 30mK and 60mK.
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FPN is �xed for a given sensor but varies from sensor to sensor. On short timescales

FPN is stable and dominates over random noise. However over longer timescales, the

FPN varies with time. To accurately model the intensity, I x;y , measured by a detector

we must include this temporal dependency. Figure 2.2 is the RMS as calculated by

subtracting each exposure from one standard exposure for a set of� 14000 exposures,

i.e. not during or close to a shutter re-calibration; for the standard exposure we chose

exposure number 6000. Figure 2.2 demonstrates how the FPN of the camera changes

temporally. The zoomed portion of the plot shows the RMS of exposures 5990 to 6010

with the expected dip to zero at exposure 6000. On this short timescale of� 3 seconds,

if the FPN changed signi�cantly we would expect to see no other points in the curve of

the dip except the measurement of exposure 6000. As �gure 2.2 shows,� 3 exposures

either side of exposure 6000 lie at points on this curve and so we can conclude that

individual pixels have short timescale variability ( � 0.5 seconds) in the FPN.

2.5.2 Stacking

To determine the temporal stability of spatial noise we can use median images. In

astronomy, to obtain a satisfactory signal-to-noise value a master 
at �eld is created

from median stacking a large number of de-biased, dark subtracted and normalised

(where mean �x; = 1) exposures. Median stacks are created by assigning to each pixel of

the resultant image the value in the stack that has an equal number of values greater and

smaller than itself. Taking the median intensity of 50 or more exposures will result in


at �elds that only contain noise that remains fairly stable, with any noise that changes

temporally smoothed.

Figure 2.3 compares the performance of three methods of stacking exposures; median

stacks of regular exposures, median stacks off x;y images created using equation (2.8)

and mean stacks of regular exposures. For each stack, 1000 exposures were selected at

random from a sample of� 14000 consecutive 
at �eld images. These sets of exposures

were normalised prior to stacking using one of two methods; (i) by setting �x; = 1 and (ii)

by setting all values between 0 and 1, otherwise known as min-max scaling. To determine

if the FPN present in these stacks has temporal stability, the images along the bottom

row of �gure 2.3 which are the result of dividing the above pairs of independently created

stacks, should produce a 
at �eld with most of the noise removed and therefore a lower
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RMS. The RMS of each image is provided, however for stacks normalised using method

(i), to make values comparable to those obtained using min-max scaling, the normalised

RMS (NRMS) was used instead:

NRMS =
RMS

xmax � xmin
: (2.10)

It is not clear from �gure 2.3 as to whether median stacks or mean stacks contain less

short timescale spatial scale noise. However, we can see that normalising exposures by (i)

produces more temporal variation in median stacks than when exposures are normalised

by min-max scaling. It is likely that for normalising exposures prior to stacking, min-

max scaling is the most suitable method for 
at-�eld exposures that have not been

through any noise reduction.
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Figure 2.3: Comparing three methods of stacking exposures; from left to right median stacks of regular exposures, mean stacks of regular exposures
and median stacks off x;y images created using equation (2.8). Two methods of normalising exposures prior to stacking have also been compared;
from right to left of vertical line (i) by setting � x; = 1 and (ii) by min-max scaling i.e. setting all values between 0 and 1. For each method described,
two stacks of 1000 exposures were independently created by selecting 
at-�eld exposures at random, as shown in the top and middle rows. Images

along the bottom row are the result of dividing the images in the two rows above.
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Figure 2.4: Top: The RMS of 30 median stacks created from 1000 randomly selected
exposures normalised by min-max scaling. Middle: The RMS of the images resulting
from dividing randomly selected pairs of the above stacks. Bottom: The RMS of 8100
consecutive exposures normalised by min-max scaling in red is compared to the RMS
of those same exposures after subtracting a median stack created from 1000 randomly

selected, normalised exposures.

To ascertain further if the FPN present in the median stacks normalised by min-max

scaling have temporal stability, pairs of 1000 exposure stacks were randomly selected

from a sample of 30 stacks. These pairs were then divided and the RMS of the resultant

image was recorded. Figure 2.4 shows how the RMS of median stacks compares with

the RMS of their divided counterparts, (top and middle plots). The reduction in RMS

suggests that by dividing median stacks we can remove a large portion of �xed noise

to produce a 
at �eld with less scatter. The bottom plot in �gure 2.4 shows the result

of subtracting a 1000-frame median stack from each normalised exposure. This implies

that the detector response is dominated by large scale structure and by subtracting a

median stack we reduce the FPN present in 
at �elds.
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2.5.3 Binning

Spatial noise occurs on two scales; the small-scale structure of consecutive pixel-to-pixel

variation and the larger patterns of structure across the entire frame. To con�rm the

�ndings in Sec. 2.5.2, that large-scale spatial noise dominates in our system, we can

`bin' exposures as shown on the left in �gure 2.5. This is done by groupingx by y

pixels and taking their mean value to determine the overall reading given to that bin.

By lowering the spatial resolution of the images we can get a visual measure of how

the FPN varies across the detector array. This can be quanti�ed by determining the

change in RMS of the image as the bin size is increased. The left-hand �gure in �gure

2.5 shows a 
at-�eld exposure binned into 4� 4, 8� 8, 16� 16, 32� 32 and 64� 64 pixels

to demonstrate how this method decreases the spatial resolution but increases signal to

noise ratio. From this visual representation we can see that the overall structure of the


at �eld does not change with increasing bin size. The two plots on the right of �gure

2.5 show the mean RMS� one standard deviation for � 12000 median-stack subtracted

(top) and � 12000 regular (bottom) 
at �elds taken at three blackbody temperatures;

35, 45 and 55� C. To quantify how binning a�ects the noise structure, we would expect

the RMS of binned exposures to decrease as 1/
p

binsize (plotted in red) if spatial noise

occurs predominantly on small pixel scales. From these plots we can verify that our

system is dominated by spatial noise with a large structure. Subtracting median stacks

from exposures corrects for this large-scale FPN and as a result leaves only small-scale,

pixel-to-pixel variations which scale with binning.
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Figure 2.5: (Left) Images showing the result of binning exposures into 4� 4, 8 � 8, 16� 16, 32� 32 and 64� 64 pixel bins. (Right) The RMS
after binning three sets of exposures of a blackbody at temperature; 35� C (blue), 45� C (orange) and 55� C (green), into 2 � 2, 4� 4, 8� 8, 16� 16,
32� 32, 64� 64 and 128� 128 pixel bins. This was repeated for median-subtracted exposures (top) and regular exposures (bottom). Also shown is
the 1/

p
bin size relation (red curve) we would see if the noise were on a pixel-to-pixel spatial scale. Each line represents the mean and one standard

deviation of the RMS of binned exposures across every frame.
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2.5.4 NEdT

For a detection in the mid-infrared, the signal-to-noise ratio (de�ned as the ratio of

incident 
ux on a detector from the source being observed to random noise 
uctuations

from other sources) can be calculated as the ratio of the change in temperature, �T, to

be detected and camera sensitivity, otherwise known as the NEdT:

SNR =
� T

NEdT
(2.11)

Theoretically, a large number of independent measurements will tend towards a normal

probability distribution. In a normal distribution the standard deviation is related to

the width of the curve, with the distribution having equal mean, median and mode

values. The further a measurement lies from the mean, the less likely it is to be a

result of random noise. A three-sigma detection, 3� , is a measure of the percentage

of measurements that lie within three standard deviations from the mean of a normal

distribution. A 3 � detection means that 99.7% of measurements lie within this range

and a detection has 0.3% probability of occurring by chance. From equation 2.11, we

can estimate that a � 0.2 K change in temperature would correspond to a 3� detection

with this COTS microbolometer system:

� T = 3 � � 0:06 = 0:18� C (2.12)

2.6 Summary of Chapter

In this Chapter a na•�ve attempt to characterise the systematics present in COTS mi-

crobolometer systems has been presented. For this purpose have three techniques that

are commonly employed to characterise and correct for the systematics present in as-

tronomical imaging instruments, are applied. Flat �elding of a high emissivity thermal

source at known and �xed temperature was employed to obtain exposures for each tech-

nique. From un-reduced 
at �elds the low-level random noise at < 60mk designated

the NeDT is isolated in section 2.5.1. A number of methods of stacking 
at �elds were

explored and it was found that median stacking normalised images gave the best results

in terms of the temporal stability of spatial noise. Determining the optimal method of

median stacking came down to the method of normalisation. In general the method
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of normalisation used in astronomy, to set the mean value equal to 1, resulted in an

increased pixel-to-pixel RMS in resultant stacks and this is likely to be due to astro-

nomical images being noise reduced prior to stacking. Min-max scaling was used going

forwards to demonstrate that median stacks can be used to remove FPN structure from


at �eld exposures and this was further con�rmed by binning images. Median stacks

of 
at �eld exposures were successfully used to correct for large-scale FPN, with only

small scale FPN remaining. From these observations it was predicted that temperature

changes as low as� 0.2 K can be resolved in lab conditions.
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Part II Terrestrial applications in

Ecology

3.1 Overview of Contents

This Chapter introduces the �eld of Astro-Ecology. This �eld aims to provide a novel

application of infrared detectors in a cross-discipline �eld, coupling infrared imaging

technology and astronomy instrumentation techniques with Unmanned Aerial Vehicles

(UAVs) applied to the �eld of conservation biology. Several �eld studies with varying

success are presented; Riverine rabbits, Orangutans, Humans. The challenges the perfor-

mance of a real detector that were faced when trying to determine analogous techniques

between the two �elds of astronomy and Ecology are described, and used to determine

whether the basic assumptions that bring these two �elds together hold.

All the `laboratory' and pipeline works described in this chapter were conducted by me.

I was present for the �eld applications discussed in sections 3.5.2 and 3.5.3. Unless

stated otherwise, while on-site for �eld applications, camera operation and data analysis

was conducted by myself with input from Dr C. Burke. All UAV 
ights were conducted

by a licensed UAV pilot under the guidance of myself, Dr C. Burke, Prof. S. Longmore

and Prof. S. Wich.

44
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3.2 Astro-Ecology

The spectral energy distribution of warm-blooded vertebrates peaks within the mid-IR

range (see �gure 1.3 in chapter 1.4.1). This makes COTS mid-IR systems potentially

ideal to use for the detection and monitoring of vulnerable species with regular surveys,

especially as this technology is becoming more cost e�ective. Ecologists are beginning

to couple mid-IR technology with UAVs to yield high volumes of data of various species

(e.g. Chr�etien et al., 2015; Gonzalez et al., 2016; Israel, 2011; Lhoest et al., 2015; Mulero-

P�azm�any et al., 2014). However, animal populations are often estimated from imaging

data by human observers. This reduces accuracy and precision and invites human bias

into the process, with recent studies indicating that humans do not detect the vast

majority of animal sources in data (Eikelboom et al., 2019; Lamprey et al., 2019). This

need for human intervention when processing large volumes of data creates a reduction

and analysis bottleneck that contributes to the low e�cacy and e�ciency of surveys for

conservation.

The �eld of Astro-Ecology was �rst introduced by Longmore et al. (2017), who demon-

strated that the use of astronomical source detection software coupled with a machine-

learning-led identi�cation component could provide the framework for an e�cient data-

analysis pipeline that could make use of microbolometers terrestrially in conservation

surveys. The developed pipeline was able to process large volumes of data to detect

objects of interest using their peak in mid-infrared emittance. From these potential de-

tections, they deployed an open-source, support vector, histogram of oriented gradients

(HOG) algorithm, to detect 2D features in data and identify the number of detections

that were genuine. Although this study was data-limited, they detected 70� 10% of the

target sources at an ascertained optimum UAV height. This provided a preliminary proof

of concept that astronomical object detection techniques, and physical understanding,

at mid-IR wavelengths could be applied in ecology.

Overall, the concept behind Astro-Ecology was to adapt the well developed processes

and experience in IR observing that astronomy has, to make an impact in ecology.

The intention was to improve the e�cacy of survey techniques, while reducing time

and �nancial cost, and removing the e�ect of human bias. The original idea was born

from several generalisations about the similarities of observing astronomical sources and

animal sources in mid-IR. These similarities are summarised in table 3.1.
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Astronomy Ecology

In optical observations, astronomical
sources appear brighter than their sur-
roundings, with background brightness
much lower than source brightness.

In mid-IR observations animals appear
like bright objects on dark backgrounds
(i.e. `background' temperatures are lower
than sources to be observed).

Astronomical sources are mostly static
point sources with a standard or �xed
shape.

Above a certain height animals are point
sources of standard or of �xed shape.

The observing platform is stable and
sources traverse a predictable path in the
sky.

Animals can be tracked by comparing con-
secutive images.

Table 3.1: The similarities between astronomical observing and mid-IR ecology sur-
vey data identi�ed by Longmore et al. (2017). These simple comparisons were the

motivation behind the origin of the �eld of Astro-Ecology.

Figure 3.1: Flow chart of the pipeline proposed by Longmore et al. (2017), split into
the four major components: Data collection, source detection and identi�cation, source

tracking and data analysis.

3.2.1 Framework

The overarching aim of Astro-Ecology is to reduce the time and manpower needed

to handle the data from UAV biodiversity surveys by producing an end-to-end data

reduction and analysis pipeline designed to automate the process of detecting, identifying

and tracking a speci�ed target species. There were three major goals associated with

the design of this pipeline, with ful�lment of each identi�ed as an indicator of successful

implementation:

1. The deployment of a COTS mid-IR detector, mounted on a UAV, as an optimised

system for collecting survey data of a variety of species in a range of environments.

2. The application of automated astronomy source detection techniques to mid-IR

animal data.

3. The automatic identi�cation of animal species using mid-IR data.
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To reach these goals, Longmore et al. (2017) proposed the development of a pipeline for

the automation of ecology surveys. Figure 3.1 describes the four major components of

this pipeline. This chapter details the very early development of Astro-Ecology. At the

time this work was conducted, each component was considered of equal importance and

Astro-Ecology was operating as a very small team. As such, the work presented here is

a preliminary investigation into all areas of the pipeline and are described under sections

relating to the 4 di�erent components listed in �gure 3.1.

3.3 Data Collection

For all applications in ecology, data were to be collected using the mid-IR camera

mounted on a multi-rotor UAV using custom-built mounts to reduce camera movement

during 
ights. To maximise scienti�c output, we aimed to produce e�ective 
ight plans

in advance. This section details the work done to optimise data collection, through the

characterisation of the camera system (as introduced in chapter 2) for use in Astro-

Ecology.

3.3.1 Temperature Stabilisation

It is assumed that when non-operational, the camera itself remains in thermal equilib-

rium with the local environment. Any changes in environmental temperature would,

over time, be re
ected in a change in camera temperature. When operational however,

the camera gains enough heat that it feels hot to the touch. The most likely predominant

cause of this is power dissipating as heat in the electronics. In Astro-Ecology, power is

supplied to the system via a 16750mAh external battery with a USB connection. As

described in chapter 2.2, when the system registers a change in environmental temper-

ature, it will trigger a FFC event. We hypothesised that the sudden change in camera

temperature as a result of supplying power would be registered in the same way.

We con�rmed this initially, by observing that the frequency of FFC events, which are

identi�ed by an audible sound, increased over a short period at the beginning of oper-

ation. Eventually, providing the camera was not exposed to any sudden environmental

changes, FFC events settled to the periodic intervals expected of the system. From
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Figure 3.2: Observations of a thermal source at 35� C after a stabilisation period of
15 minutes viewing a room temperature scene. Blue lines represent the average tem-
perature measurement of the thermal source and red lines are� 1 standard deviation.

Figure 3.3: Observations of a thermal source at 50� C after a stabilisation period of
15 minutes viewing a room temperature scene. Blue lines represent the average tem-
perature measurement of the thermal source and red lines are� 1 standard deviation.



Chapter 3 49

Figure 3.4: Observations of a thermal source at 60� C after a stabilisation period of
15 minutes viewing a room temperature scene. Blue lines represent the average tem-
perature measurement of the thermal source and red lines are� 1 standard deviation.

Figure 3.5: Observations of a thermal source at 75� C after a stabilisation period of
15 minutes viewing a room temperature scene. Blue lines represent the average tem-
perature measurement of the thermal source and red lines are� 1 standard deviation.
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these observations we made the following assumptions about camera temperature sta-

bility; there is a period after power supply where the camera operates at a steadily

increasing temperature, causing frequent, out-of-sequence FFC events until the camera

reaches a stable operational temperature.

To observe this, and determine the time between power supply and the temperature

stabilisation of the camera housing and electronics, a simple experiment was conducted.

To reduce the possibility of any external environmental changes in
uencing the results,

the system was placed in a temperature controlled room, with an ambient temperature

of 20� C, and left for several hours. Once it could be assumed the camera was at thermal

equilibrium with the room, it was mounted in front of a window in the lab for � 15 min-

utes. The window was chosen because the glass material is opaque to mid-IR radiation

and there was no access to a more controlled material. It was assumed that over short

time periods the temperature of the window would not change signi�cantly, and care

was taken to ensure any room re
ections remained unchanged. Once� 15 minutes of

window data had been obtained, the system was placed in front of a thermal source (as

described in section 2.5.1), which had been stabilised at a known temperature, such that

it �lled the entire FOV of the camera. This was repeated for source temperatures of

35, 50, 60 and 75� C. The average scene temperatures, i.e. the average value calculated

from all 640x512 pixels, over the duration of the experiment were plotted, as shown in

�gures 3.2, 3.3, 3.4 and 3.5.

We observe from these plots that there is a short period after power is applied where

several FFC events occur in response to apparent temperature variations of up to 10� C

which lasts for approximately � 10 minutes. From this we can assume that recorded

temperature values in the �rst ten minutes of operation have a much lower accuracy than

expected, with the recorded temperatures after stabilisation falling within the quoted

precision speci�cations of the camera (� 5� C or 5%). Although the dissipation of power

inside the camera housing is out of our control, we can take measures to alleviate this

e�ect by recommending that data acquisition occurs once the camera has reached a

stable operating temperature, with power supplied to the system for a minimum of 10

minutes in advance.

From �gures 3.3, 3.4 and 3.5 we can also see that a sudden change in scene temperature

of > 30� C will also result in an overestimate of scene temperature for a further� 10
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Figure 3.6: Camera observing a thermal source at 30� C for a time period of � 48
minutes. With the blue line representing the average temperature measurement of
the thermal source and the red lines representing� 1 standard deviation. After �
5000 exposures, the initial period required for the camera to stabilise in operational
temperature, the variation in temperature, seen as a gradual rise and sharp fall are a

result of thermal drift and the periodic corrections applied.

minutes.

3.3.2 Thermal Drift

The uncooled nature of the camera, however stable in operational temperature, gives

rise to an unavoidable consequence of external, environmental temperature variations,

known as thermal drift. The signal voltage Vi;j of a pixel (ij ) is linearly related to the

exchanged (incident minus emitted) radiant 
ux of the pixel � i;j , as follows:

Vi;j = � i;j Ri;j + V0 (3.1)

where Ri;j and V0 are the responsivity and o�set voltage of the pixel respectively (Tem-

pelhahn et al., 2015). These two terms may not be consistent across all pixels as a result

of slight variations during the microfabrication of the microbolometer array. But it is
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their changing unevenly with time, in response to any drift in the sensor temperature,

that results in the appearance of false temperature gradients in read-out data. This is

a phenomenon that e�ects temperature measurements by as much as 1� C per minute

(Olbrycht & Wi�ecek, 2015).

Figure 3.6, shows the e�ect of thermal drift and the periodic introduction of a FFC on

read-out data. Data were obtained from observations of the thermal source at a constant

30� C for � 48 minutes. The gradual increase in the observed temperature is attributed

to thermal drift, with sharp falls being the result of FFC events. As discussed in chapter

2.2, FFCs are introduced periodically to reduce the e�ect of thermal drift. This period is

pre-de�ned but adjustable. A reduction in the time between FFC events would decrease

the gradient imposed by thermal drift but would also increase the total time over which

the shutter is deployed and data acquisition interrupted. For Astro-Ecology, data is

predominantly collected using a UAV platform. where 
ight time is limited and UAV

speed is a trade o� between the area to be covered and the battery lifetime. There is

potential to decrease the period between FFC events but this would limit the volume of

data obtained, and potentially make data more vulnerable to the e�ect of motion blur.

3.3.3 Illumination/Vignetting

There can be substantial `vignetting' (otherwise known as `roll o�') at the corners of the

�eld of view. Vignetting in this case refers to areas that appear signi�cantly cooler than

the overall scene. Radiation incident on a curved lens, particularly a wide angle lens,

doesn't illuminate uniformly across the entire lens and depending on the positioning,

the corners receive the least illumination. These apparent cold spots are a function of

viewing angle and are a direct result of lens curvature. This results in the areas towards

the edge of the frame and at the corners being perceived as colder than the overall scene.

From private communication with FLIR, we know the `roll-o�' e�ect is substantial with

their wide FOV lenses and high resolution camera models. While factory corrections

have been applied by FLIR to correct for this, their residual e�ects still remain in our

data.

To determine the areas most a�ected by vignetting, the camera was temperature sta-

bilised and mounted such that the blackbody source �lled the entire FOV. Figure 3.7

shows the location of the coldest pixel over a 75 minute duration. Each data point, with
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Figure 3.7: The location of the coldest pixels over time when viewing a uniform scene
of constant temperature. Bluer colours represent early observations and redder colours

represent later observations.

there being over 36000 points in total, have been scaled to a colour spectrum which

re
ects the time at which they were recorded. The earliest exposures are marked in blue

and the latest in red.

This is a clear representation of the vignetting e�ect at work. After repeating these

exposures three more times, with our thermal source operating at di�erent temperatures,

we have been able to quantify that, given a thermally stabilised camera, this vignetting

produces a detector read-out� (5 � 2) % � C lower than the overall average temperature

of the scene. This has the potential to decrease the contrast between a source and the

environment when imaged by this area on the detector, reducing detectability when

paired with a thresholding algorithm. We can take appropriate measures to compensate

for this e�ect. A simple means of doing this would be to not record temperature values

for objects when they are imaged by the outer 50 pixels of the frame. To correct values

recorded in this region would require full characterisation of the spatial and temporal

variability of this e�ect. If the variability were found to be predictable and repeatable,

then a correction factor could be applied to remove the e�ect.
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Figure 3.8: A representation of an idealised scenario where the source to be detected
is a circular source of temperatureTs. Due to the detector pixels being square, the
measured temperature of the source will include a contribution of the background tem-

perature Tbg.

3.3.4 Resolving Sources

The resolution of an imaging system can be characterised by the point spread function

(PSF) and the di�raction limit which denotes the minimum angular separation � between

two sources that can be resolved:

� = 1 :22
�
D

; (3.2)

where� is the wavelength andD is the diameter of the lens' aperture. The instantaneous

�eld of view (iFOV), i.e. the an angular projection of just one of the detector's pixels,

for the camera lens is listed as 1.308 mrad (see table 2.1) or� 27000. The di�raction

limit at 10 � m, calculated using equation 3.2, for the camera is� 0:2400, this indicates

that the PSF is unlikely to limit the resolution of the system given the large angular size

of the pixels. Animals imaged from a UAV in ecology are more likely to be unresolved

due to `undersampling', where the pixels are too large with respect to the source, which

results in a mixture of source and background in a pixel. However, when mounted on

a telescope for use in astronomy (see Chapters 4 and 5), point sources are broadened

by the PSF of the telescope, lens and mirror aberrations and atmospheric turbulence.

`Undersampling' is avoided by designing the instrument optics to have an appropriate

pixel scale with 2{3 pixels sampling the predicted PSF.

Because of `undersampling', it is necessary to consider target size relative to pixel scale

when determining the 
ying height (i.e. the distance between target and camera). All
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Figure 3.9: Theoretical models of the spot-size e�ect for a circular source with known
radius r . Source temperature remains �xed at 45� C and models have been produced for
a range of background values, where dT is the di�erence between source and background

temperatures.

data are vulnerable to the `spot-size' e�ect when the projected target size approaches the

angular scale of individual pixels. The spot-size e�ect in this instance is the degradation

of temperature measurement accuracy due to the way the sensor processes the image.

The smaller the desired target appears in data, the fewer pixels sensing it, the more the

background and nearby surfaces will be present in measurements. This skews averages

either warmer or colder than the actual surface temperature of the target. The e�ect

of background blending on the observed temperature of a pixel, Tpix , can be described

by the sum of the source, Ts, and background, Tbg, contributions with respect to the

fraction of pixel area they cover, x and y respectively:

Tpix = xTs + yTbg; (3.3)

where x + y = 1. When determining the average temperature of a source, taking the

average temperature of all source pixels, this relation can be extended to calculate the

observed temperature of the source as a whole, Tobs. This takes into account the total



Chapter 3 56

area of blended pixels, Abg, and the total area of pure source pixels, Atot � Abg:

Tobs =
Ts(A tot � Abg) + ( x tot TsAbg) + ( ytot TbgAbg)

A tot
(3.4)

where xtot is the fraction of Abg that the source contributes to and ytot is the fraction of

Abg that the background contributes to, i.e. x tot , ytot =
A bgP

i =1

x i ;yi
A bg

.

Consider an idealised scenario of a circular source with known radiusr and area �r 2.

Due to the shape of the detector pixels, the source temperature will be detected over a

square area of pixels (see �gure 3.8). We can model the pixels containing pure source

contribution to observed temperature as a square circumscribed by the circle with area

2r 2. The area over which the source contributes to the blended pixels can be modelled

as the area between the inner square and circler 2(� � 2). The area over which the

background contributes to the blended pixels can be modelled as the area between the

circle and the outer squarer 2(4 � � ). As a result, the recorded temperature can be

modelled as follows:

Tobs =
(Ts � 2r 2) + ( Ts � r 2(� � 2)) + ( Tbg � r 2(4 � � ))

4r 2 (3.5)

Figure 3.9 shows theoretical models for a circular source with �xed temperature, Ts =

45� C, and varied background temperatures,Tbg, such that dT = T s - Tbg. From this we

can estimate the spot-size e�ect for di�erent source-background temperature gradients.

This e�ect is exacerbated as diameter decreases and temperature gradient increases.

Realistically, when observing, we don't have control over the temperature di�erence be-

tween the source to be observed and the background environment. However, to limit the

spot-size e�ect we can determine the minimum pixel diameter needed for measurements

of the source to not be impacted. To do this we need to have an understanding of how

the camera resolves the same object over a range of distances.

Observations of the thermal source at a constant 45� C were taken, with distance varied

in increments of 25cm. The apparent diameter, in pixels, and the average temperature

of the thermal source at each distance was determined from each series of observations.

Figure 3.10 shows how the average temperature varies depending on the pixel diameter of

the thermal source. Above 15 pixels, the average temperature measurements are mostly

consistent. Below 15 pixels, the average temperature values begin to drop, with anything
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Figure 3.10: Change in average recorded temperature with pixel size of a thermal
source at 45� C. Pixel size is varied as a function of distance, with vertical height of
each bar representing the spread of average temperature recorded at that size. The
colouring of each bar visually represents the temperature spread of each data set, going

from red to blue, cooler to warmer.

less than� 13 pixels being too convolved with the background for accurate radiometric

readings. For Astro-Ecology, to consider recorded temperatures representative of source

surface temperature, a source must therefore be resolved with a diameter of no less than

13 pixels.

We can use this minimum size limitation to inform optimum UAV 
ying heights for

various species using the following equation:

height =
0:5a

tan(
�
2

)
(3.6)

where a is the diameter in metres of the target object and the angle subtended by the

target object � to be considered resolved is:

� =
Angular �eld of view ( � )

No.of pixels
(3.7)

The maximum 
ying height can be determined by setting the number of pixels to our

calculated minimum pixel diameter. This will vary depending on the size of the target

object.
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3.4 Source Detection and Identi�cation

As outlined previously, Longmore et al. (2017) made use of analysis software designed

to detect point-like (i.e stellar) sources. Two routines from PHOTUTILS , a package

a�liated with ASTROPY , were tested;DAOStarFinder and �nd peaks. DAOStarFinder

is an implementation of the DAOFIND crowded-�eld algorithm (Stetson, 1987). It �nds

local density maxima with peak amplitude greater than a speci�ed threshold and a size

and shape that is comparable to a speci�ed 2D elliptical Gaussian kernel. It �ts 1D

Gaussian functions to �nd objects and to obtain their x and y centroids. In comparison,

�nd peakslocates any objects above a speci�ed threshold value in a local region, that are

separated by a speci�ed minimum number of pixels. It returns integer values for peak

pixel position, with no centroiding performed. Having tested the suitability of these

routines for the extraction of point sources within their data, Longmore et al. (2017)

concluded that the most functional and time-e�cient routine was �nd peaks. The output

values of peak pixel position were su�cient, given the data set, to detect the potential

location of animal sources and feed into a machine-learning component to determine

which detections were real.

We chose to re-test the suitability of these routines for use on animal data before mov-

ing forward. These are robust methods for detecting point sources in images prior to

performing photometry. However, as determined in section 3.3.4, animal sources must

subtend at least 13 pixels for a reliable detection. Further to this, there is a depen-

dence of mid-IR intensity on source orientation and a varying distribution of intensity

across the animal body. This limits how e�ective DAOStarFinder , �nd peaksand other

pre-packaged point-source detection software will be. Instead, we chose to adopt the

same basic principles used by both routines and work withOPENCV to develop our

own source detection algorithm. This algorithm operates much like its astronomical

counterparts while taking into account the extended and irregular nature of the sources

that need to be detected, tracked and potentially identi�ed to achieve the goals of Astro-

Ecology.
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(a) (b)

Figure 3.11: The transformation of an original frame (a) to a frame that has been
run through our pipeline, and had the target detected (b).

3.4.1 Detection

Given the nature of the type of data we are working with, namely the varying range of

topography and vegetation coverage a biodiversity monitoring survey could have, we felt

the most suitable means of detecting sources of interest was to �rst isolate them from

their surroundings. One of the basic assumptions of Astro-Ecology is that endothermic

homeotherms are generally warmer than their environments. So, borrowing from as-

tronomical source detection software, we begin by applying a threshold to each frame.

Changes in lighting, terrain and weather conditions at the time of data collection can

result in an overall variation of scene temperature range from frame to frame. Thermal

drift, as discussed in section 3.3.2, causes positive temperature gradients in data, skew-

ing values higher and higher until corrected by a FFC event. As a result, specifying a

single, value of signal to threshold the data is not applicable. To counter this, we have

opted to threshold data based on an upper percentile limit of the overall scene to allow

for any changes in scene range between frames without a�ecting source detection. To

do this we usenumpy.percentile and create a duplicate frame containing RGB masks of

all the pixels that have values above the threshold. RGB masks are required to parse

to OPENCV functions. In these simpli�ed frames, any pixels above the given threshold

are coloured white, any pixels below the given threshold are coloured black. Once these

masks are created, there are several �ne-tunable parameters to determine if there are

any erroneous sources present.
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Depending on the conditions at the time of data collection, false detections of clusters of

pixels usually considerably smaller than any potential objects of interest can arise. This

is often the case in particularly wet or warm conditions. The variation of these sources

from frame to frame can cause complications with source detection and tracking, so to

reduce and in some cases eliminate any of these erroneous sources we adopt a technique

widely used in astronomical source detection and choose to ignore all potential detections

that do not have more than a speci�ed number of connected pixels that are all greater

than the threshold value. The required number of connected pixels is determined from

the average size of the target species and the UAV 
ying height, and a tolerance is

applied for variation in overall size due to viewing angle, and source obscuration caused

by environmental features.

The variation of mid-IR emissions across the body is dependent on species and orien-

tation or viewing angle. This variation results in areas of the body being considerably

warmer than others and being recorded as having a much higher signal than the rest of

the body. This can result in several detections for a particular individual and reduces

the likelihood of an object of interest being detected consistently as one source in all

data frames. To minimise this e�ect, all potential detections present in the mask are

dilated. Sometimes used in astronomical source detection, dilation acts to smooth the

image of a point source and maximises the detectability of sources with shapes similar

to a speci�ed 2D kernel, usually a Gaussian. The same fundamental process applied to

potential detections in our data acts as a means to smooth the intensity over the entire

source and reduce any large contrast between warmer and cooler parts of the body.

Once any false positives are identi�ed they can be ignored. After this, theOPENCV

�ndcontour function is employed on each frame to detect the pixel positions of the edges

of each mask. We then implement thedrawcontour function on the original frame,

transcribing the pixel positions of contours around masks in the thresholded image

with pixel positions in the original frame, to apply visible, 
uid boundaries around each

source. This is done on every frame to detect each source in the data. An example of the

source detection can be seen in �gure 3.11. Here the pipeline successfully detected and

highlighted the animal in the frame. An example of this code can be seen in appendix

A.
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3.4.2 Source Tracking

We had success in deploying the pipeline to detect single sources in an open environ-

ment free from any potential sources of confusion, through data that were taken with

a stationary camera. However, we encountered several issues when trying to use the

OPENCV contour detection functions for tracking multiple sources, in crowded en-

vironments or when sources are not present in the FOV for the full duration of the

observation. OPENCV does not o�er the functionality to apply a unique ID to each

contour, rather it orders contours dependent on their position within the frame. This

makes it very di�cult to track the same contour in di�erent frames. Over the course of

pipeline development, we also encountered an issue entirely unique to studying organic

and living sources, when they occasionally produced waste that emitted a similar mid-IR

signal for a period of time.

An early attempt at �nding a solution to these issues was to order contours by their

size. This however assumes that all sources remain consistent in size within a certain

tolerance. Depending on species and viewing angle, minor changes to source orientation

can cause large changes in the overall size of the detection. The high likelihood of

contour area changing multiple times in the duration of a single set of data makes this

an unreliable means of tracking. A more robust method of tracking sources from frame

to frame is to use change in position relative to consecutive frames. Given the short

time ( � 1=9 s) between consecutive frames, we assumed that sources will only display a

small change inx and y position between the two frames. By identifying sources in each

frame this way we hoped to build a robust tracking component into the pipeline. To

maximise the potential of this method we also compared pixel positions in consecutive

frames to determine if there was any overlap. Overlapping pixels in consecutive frames

are, in most cases, likely to correspond to the same source. In practice, these methods

require planning UAV 
ights for data collection to maximise camera stability and reduce

any change in source position that isn't dependent on their individual movements. This

method is unable to handle scenarios in which multiple sources appear to merge or are

not present throughout the entire data set. This method is also not applicable to imaging

moving targets with a moving camera. In fact tracking objects in these kinds of scenes

is an ongoing area of research in the �eld of computer vision with potential solutions
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requiring complicated particle �lters that predict the most likely paths of targets and

produce maps of the area covered.

3.4.3 Identi�cation

When the detection code is successfully deployed, the temperatures of detected sources

and any variation across the body can be measured. It has been proposed that di�erences

in the spatial distribution of mid-IR emission across the body pro�le (the `thermal-

pro�le') can be used to identify di�erent species. In order to determine the feasibility

of this, we took data of a variety of di�erent species. Data were taken from the ground,

and as close to individual animals as possible, to resolve su�cient detail. The majority

of data were collected at Chester Zoo in the UK, as well as during the �eld experiments

described in section 3.5. Figures 3.13 to 3.19 are a small but representative sample of

the types of species and resolution recorded.

Over the course of this study, we have observed that there is a complication in using

`thermal-pro�les' as a means of identi�cation. Variations in `thermal-pro�le' are not

necessarily limited to inter-species. Juveniles can have signi�cantly di�erent mid-IR

emissions to their adult counterparts, e.g. �gures 3.12 and 3.13 are observations of new-

born lambs and adult sheep. The young lambs peak in the mid-IR almost uniformly

across the torso, with the ears, legs and tail recorded as much cooler. Adult sheep can

have a variable `thermal-pro�le' depending on their wool which is an e�ective insulator

and obscures any mid-IR emission from the torso. When un-sheared, like those present

in �gure 3.13, the predominant area for heat loss in an adult sheep is the surface of the

head and legs. Without the wool to insulate their torso, the distribution of mid-IR emis-

sions across the body of an adult sheep will di�er. This poses problems for identifying

species without knowing the age distribution or grooming status of the individuals to

be surveyed.

The health of individuals can also cause intra-species variation. Figure 3.14 and 3.15

show Black rhinos in two di�erent environments. While these animals are of the same

species, the adult rhino observed in �gure 3.14 has patchy emission across the body.

This is a result of a diagnosed skin condition. As described in chapter 1.4.1, a deviation

from bilateral symmetry in the mid-IR can occur as a result of in
ammation, infection

or hormonal 
uctuations. While this makes mid-IR observations a potential tool for
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non-invasive health diagnostics, it can also pose an issue for automated identi�cation.

It is impossible to understand and model all of the potential variations to the general

`thermal-pro�le' that could be caused by poor health.

Resolution can also play a large part in the presentation of characteristic mid-IR emis-

sion. Figures 3.16 and 3.17 are of a gira�e, in two di�erent environments and viewed

from di�erent distances. In the former image, where the camera-animal distance is

smallest, the characteristic spot patterns on the neck of the gira�e can be seen. These

spots are visible in the mid-IR because they are surrounded by large blood vessels, which

act as a means of thermoregulation. However, when resolved by fewer pixels in �gure

3.17 because of a larger camera-animal distance, the spots appear far less distinct. As

described in section 3.3.4, for sources to be detected reliably they must be resolved by

> 13 pixels. However, to utilise the distinct features in the `thermal-pro�les' of various

animal species as a means of identi�cation, the individual features must also be resolved

by > 13 pixels. This limits the animal-camera distance for data that is to be used for

identi�cation purposes.

The �nal complexity lies in the angle at which the animal is viewed and the position the

animal is in. Figure 3.18 is an observation of four wild Elands in South Africa. Each

Eland is pictured with a di�erent posture. Figure 3.19 is an observation of thirteen

fruit bats. The observed `thermal-pro�le' of the bat in 
ight is signi�cantly di�erent to

those that are roosting. These �gures are two simple examples of how viewing angle and

animal position can signi�cantly alter the appearance of an individual in mid-IR data.

While not a problem for human-led identi�cation, automatic identi�cation that does not

acknowledge di�erences in the spatial distribution of mid-IR emittance caused by age,

health, resolution and viewing angle could signi�cantly misrepresent the true population

density.
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