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ABSTRACT
We present cosmological parameter constraints from a tomographic weak gravitational lensing
analysis of� 450 deg2 of imaging data from the Kilo Degree Survey (KiDS). For a �at� cold
dark matter (� CDM) cosmology with a prior onH0 that encompasses the most recent direct
measurements, we �ndS8 � � 8

�
� m/ 0.3 = 0.745± 0.039. This result is in good agreement

with other low-redshift probes of large-scale structure, including recent cosmic shear results,
along with pre-Planckcosmic microwave background constraints. A 2.3� tension inS8 and
‘substantial discordance’ in the full parameter space is found with respect to thePlanck
2015 results. We use shear measurements for nearly 15 million galaxies, determined with
a new improved ‘self-calibrating’ version of lensFIT validated using an extensive suite of
image simulations. Four-bandugri photometric redshifts are calibrated directly with deep
spectroscopic surveys. The redshift calibration is con�rmed using two independent techniques
based on angular cross-correlations and the properties of the photometric redshift probability
distributions. Our covariance matrix is determined using an analytical approach, veri�ed
numerically with large mock galaxy catalogues. We account for uncertainties in the modelling
of intrinsic galaxy alignments and the impact of baryon feedback on the shape of the non-
linear matter power spectrum, in addition to the small residual uncertainties in the shear
and redshift calibration. The cosmology analysis was performed blind. Our high-level data
products, including shear correlation functions, covariance matrices, redshift distributions, and
Monte Carlo Markov chains are available athttp://kids.strw.leidenuniv.nl.

Key words: gravitational lensing: weak – surveys – galaxies: photometry – cosmology: obser-
vations.

1 INTRODUCTION

The current ‘standard cosmological model’ ties together a diverse
set of properties of the observable Universe. Most importantly, it
describes the statistics of anisotropies in the cosmic microwave
background (CMB) radiation (e.g. Hinshaw et al.2013; Planck
Collaboration XIII 2016a), the Hubble diagram of Type Ia super-

� E-mail: hendrik@astro.uni-bonn.de(HH); viola@strw.leidenuniv.nl(MV)

novae (SNIa; e.g. Betoule et al.2014), big bang nucleosynthesis
(e.g. Fields & Olive2006), and galaxy clustering. It successfully
predicts key aspects of the observed large-scale structure, from
baryonic acoustic oscillations (e.g. Anderson et al.2014; Kazin
et al.2014; Ross et al.2015) on the largest scales down to Mpc-scale
galaxy clustering and associated in�ow velocities (e.g. Peacock
et al.2001). It is also proving to be a successful paradigm for (pre-
dominantly hierarchical) galaxy formation and evolution theories.

This model, based on general relativity, is characterized by a �at
geometry, a non-zero cosmological constant� that is responsible

C� 2016 The Authors
Published by Oxford University Press on behalf of the Royal Astronomical Society
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KiDS: cosmological parameters 1455

for the late-time acceleration in the expansion of the Universe,
and cold dark matter (CDM), which drives cosmological structure
formation. Increasingly detailed observations can further stress-test
this model, search for anomalies that are not well described by �at
� CDM, and potentially yield some guidance for a deeper theoretical
understanding. Multiple cosmological probes are being studied, and
their concordance will be further challenged by the next generation
of cosmological experiments.

The two main ways in which to test the cosmological model are
observations of the large-scale geometry and the expansion rate of
the Universe, and of the formation of structures (inhomogeneities)
in the Universe. Both aspects are exploited by modern imaging
surveys using the weak gravitational lensing effect of the large-
scale structure (cosmic shear; for a review, see Kilbinger2015).
Measuring the coherent distortions of millions of galaxy images
as a function of angular separation on the sky and also as a func-
tion of their redshifts provides a great amount of cosmological
information complementary to other probes. The main bene�ts of
this tomographic cosmic shear technique are its relative insensi-
tivity to galaxy biasing, its clean theoretical description (though
there are complications due to baryon physics; see e.g. Semboloni
et al.2011), and its immense potential statistical power compared
to other probes (Albrecht et al.2006).

In terms of precision, currently cosmic shear measurements do
not yet yield cosmological parameter constraints that are compet-
itive with other probes, due to the limited cosmological volumes
covered by contemporary imaging surveys (see Kilbinger2015,
table 1 and �g. 7). The volumes surveyed by cosmic shear experi-
ments will, however, increase tremendously with the advent of very
large surveys such as LSST1 (see for example Chang et al.2013),
Euclid2 (Laureijs et al.2011), andWFIRST3 over the next decade.
In order to harvest the full statistical power of these surveys, our
ability to correct for several systematic effects inherent to tomo-
graphic cosmic shear measurements will have to keep pace. Each
enhancement in statistical precision comes at the price of requir-
ing increasing control on low-level systematic errors. Conversely,
only this statistical precision gives us the opportunity to identify,
understand, and correct for new systematic effects. It is therefore
of utmost importance to develop the cosmic shear technique further
and understand systematic errors at the highest level of precision
offered by the best data today.

Con�dence in the treatment of systematic errors becomes par-
ticularly important when a tension between different cosmological
probes is found. Recent tomographic cosmic shear results from the
Canada–France–Hawaii Telescope Lensing Survey (CFHTLenS;4

Heymans et al.2012, 2013) are in tension with the CMB results
from Planck (Planck Collaboration XIII2016a) as described in
MacCrann et al. (2015), yielding a lower amplitude of density �uc-
tuations (usually parametrized by the root-mean-square (rms) �uc-
tuations in spheres with a radius of 8 Mpc,� 8) at a given matter
density (� m). A careful reanalysis of the data (Joudaki et al.2016a)
incorporating new knowledge about systematic errors in the pho-
tometric redshift (photo-z) distributions (Choi et al.2016) was not
found to alleviate the tension. Only conservative analyses, measur-
ing the lensing power spectrum (Kitching et al.2014; Köhlinger
et al.2016) or limiting the real-space measurements to large angu-

1 http://www.lsst.org/
2 http://sci.esa.int/euclid/
3 http://w�rst.gsfc.nasa.gov/
4 http://www.cfhtlens.org/

lar scales (Joudaki et al.2016a), reduce the tension primarily as a
result of the weaker cosmological constraints.

The �rst results from the Dark Energy Survey (DES; Abbott et al.
2016) do not show such tension, but their uncertainties on cosmo-
logical parameters are roughly twice as large as the corresponding
constraints from CFHTLenS. In addition to rigorous reanalyses of
CFHTLenS with new tests for weak-lensing systematics (Asgari
et al.2017), there have also been claims in the literature of possible
residual systematic errors or internal tension in thePlanckanaly-
sis (Spergel, Flauger & Hlo�zek 2015; Addison et al.2016; Riess
et al.2016). It is hence timely to revisit the question of inconsisten-
cies between CMB and weak-lensing measurements with the best
data available.

The ongoing Kilo Degree Survey (KiDS5; de Jong et al.2015)
was designed speci�cally to measure cosmic shear with the best
possible image quality attainable from the ground. In this paper, we
present intermediate results from 450 deg2 (about one-third of the
full target area) of the KiDS data set, with the aim to investigate the
agreement or disagreement between CMB and cosmic shear obser-
vations with new data of comparable statistical power to CFHTLenS
but from a different telescope and camera. In addition, the analysis
includes an advanced treatment of several potential systematic er-
rors. This paper is organized as follows. We present the KiDS data
and their reduction in Section 2, and describe how we calibrate the
photometric redshifts in Section 3. Section 4 summarizes the the-
oretical basis of cosmic shear measurements. Different estimates
of the covariance between the elements of the cosmic shear data
vector are described in Section 5. We present the shear correlation
functions and the results of �tting cosmological models to them in
Section 6, followed by a discussion in Section 7. A summary of
the �ndings of this study and an outlook (Section 8) conclude the
main body of this paper. The more technical aspects of this work
are available in extensive appendices, which cover requirements on
shear and photo-z calibration (Appendix A), the absolute photo-
metric calibration with stellar locus regression (SLR; Appendix B),
systematic errors in the photo-z calibration (Appendix C), galaxy
selection, shear calibration, and E/B-mode analyses (Appendix D),
a list of the independent parallel analyses that provide redundancy
and validation, right from the initial pixel reduction all the way
through to the cosmological parameter constraints (Appendix E),
and an exploration of the full multidimensional likelihood chain
(Appendix F).

Readers who are primarily interested in the cosmology �ndings
of this study may wish to skip straight to Section 6, referring back to
the earlier sections for details of the data and covariance estimate,
and of the �tted models.

2 DATA SET AND REDUCTION

In this section, we brie�y describe the KiDS-450 data set, highlight-
ing signi�cant updates to our analysis pipeline since it was �rst doc-
umented in the context of the earlier KiDS-DR1/2 data release (de
Jong et al.2015; Kuijken et al.2015). These major changes include
incorporating a global astrometric solution in the data reduction,
improved photometric calibration, using spectroscopic training sets
to increase the accuracy of our photometric redshift estimates, and
analysing the data using an upgraded ‘self-calibrating’ version of
the shear measurement methodlensFIT (Fenech Conti et al.2016).

5 http://kids.strw.leidenuniv.nl/
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1456 H. Hildebrandt et al.

Figure 1. Footprint of the KiDS-450 data set. The dashed contours outline the full KiDS area (observations ongoing) and the() symbols represent the pointings
included in KiDS-450 and used in this study corresponding to 449.7 deg2. The different colours indicate which pointing belongs to which of the �ve patches
(G9, G12, G15, G23, GS). The solid rectangles indicate the areas observed by the GAMA spectroscopic survey. The background shows the reddeningE(B Š
V) from the Schlegel et al. (1998) maps.

2.1 KiDS-450 data

KiDS is a four-band imaging survey conducted with the Omega-
CAM CCD mosaic camera mounted at the Cassegrain focus of
the VLT Survey Telescope (VST). This telescope–camera combi-
nation, with its small camera shear and its well-behaved and nearly
round point spread function (PSF), was speci�cally designed with
weak-lensing measurements in mind. Observations are carried out
in the SDSS-likeu, g, r, andi bands with total exposure times of
17, 15, 30, and 20 min, respectively. This yields limiting magni-
tudes of 24.3, 25.1, 24.9, 23.8 (5� in a 2-arcsec aperture) inugri,
respectively. The observations are queue-scheduled such that the
best-seeing dark time is reserved for ther-band images, which are
used to measure the shapes of galaxies (see Section 2.5). KiDS
targets two� 10 × 75 deg2 strips, one on the celestial equator
(KiDS-N) and the other around the South Galactic Pole (KiDS-S).
The survey is constructed from individual dithered exposures that
each covers a ‘tile’ of roughly 1 deg2 at a time.

The basis for our data set is the 472 KiDS tiles which had been
observed in four bands on 2015 July 31. These data had also sur-
vived initial quality control, but after further checks, somei-band
andu-band images were rejected and placed back in the observing
queue. Those that were reobserved before 2015 October 4 were
incorporated into the analysis where possible such that the �nal
data set consists of 454 tiles covering a total area of 449.7 deg2 on
the sky. The median seeing of ther-band data is 0.66 arcsec with
no r-band image having a seeing larger than 0.96 arcsec. The sky
distribution of our data set, dubbed ‘KiDS-450’, is shown in Fig.1.
It consists of 2.5 TB of co-addedugri images (for the photometry,
see Section 2.2), 3 TB of individualr-band exposures for shear mea-
surements (Section 2.3), and similar amounts of calibration, masks,
and weight map data.

Initial KiDS observations prioritized the parts of the sky covered
by the spectroscopic GAMA survey (Driver et al.2011), and these
were the basis of the �rst set of lensing analyses (Sifón et al.2015;
Viola et al.2015; Brouwer et al.2016; van Uitert et al.2016). Even
though KiDS currently extends beyond the GAMA regions, we
continue to group the tiles in �ve ‘patches’, which we call G9, G12,
G15, G23, and GS, following the convention of the GAMA survey,

with each patch indicated by the letter ‘G’ and a rough RA (hour)
value. Note that GS does not have GAMA observations; however,
we decided to maintain the naming scheme nevertheless. GS should
not be confused with the G2 GAMA patch, which does not overlap
with KiDS. Each KiDS patch consists of a central core region as
well as nearby survey tiles observed outside the GAMA boundaries.
As the survey progresses, these areas will continue to be �lled.

2.2 Multicolour processing with ASTRO-WISE

The multicolour KiDS data, from which we estimate photometric
redshifts, are reduced and calibrated with theASTRO-WISE system
(Valentijn et al.2007; Begeman et al.2013). The reduction closely
follows the procedures described in de Jong et al. (2015) for the
previous KiDS data release (DR1/2), and we refer the reader to that
paper for more in-depth information.

The �rst phase of data reduction involves detrending the raw
data, consisting of the following steps: correction for cross-talk,
debiasing, �at-�elding, illumination correction, defringing (only in
thei band), masking of hot and cold pixels as well as cosmic rays,
satellite track removal, and background subtraction.

Next the data are photometrically calibrated. This is a three-stage
process. First, the 32 individual CCDs are assigned photometric
zero-points based on nightly observations of standard star �elds.
Secondly, all CCDs entering a co-add are relatively calibrated with
respect to each other using sources in overlap areas. The third step,
which was not applied in DR1/2 and is only described as a quality
test in de Jong et al. (2015), involves a tile-by-tile SLR with the
recipe of Ivezíc et al. (2004). This alignment of the colours of the
stars in the images (keeping ther-band magnitudes �xed) further
homogenizes the data and ensures that the photometric redshifts are
based on accurate colours. In the SLR procedure, which is described
in detail in Appendix B, we use the Schlegel, Finkbeiner & Davis
(1998) maps to correct for Galactic extinction for each individual
star.

Astrometric calibration is performed with2MASS(Skrutskie
et al. 2006) as an absolute reference. After that the calibrated
images are co-added and further defects (re�ections, bright stellar

MNRAS 465,1454–1498 (2017)
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KiDS: cosmological parameters 1457

Table 1. Properties of the galaxy source samples in the four tomographic bins used in the cosmic shear measurement as well as the full KiDS-450 shear
catalogue. The effective number density in column 4 is determined with the method proposed by Heymans et al. (2012), whereas the one in column 5 is
determined with the method developed by Chang et al. (2013). The ellipticity dispersion in column 6 includes the effect of thelensFIT weight. Columns
7 and 8 are obtained with the DIR calibration (see Section 3.2).

Bin zB range Number of objects neff H12 neff C13 � e Median(zDIR)weighted �zDIR�weighted BPZ meanP(z)
(arcminŠ2) (arcminŠ2)

1 0.1< zB � 0.3 3879 823 2.35 1.94 0.293 0.418± 0.041 0.736± 0.036 0.495
2 0.3< zB � 0.5 2990 099 1.86 1.59 0.287 0.451± 0.012 0.574± 0.016 0.493
3 0.5< zB � 0.7 2970 570 1.83 1.52 0.279 0.659± 0.003 0.728± 0.010 0.675
4 0.7< zB � 0.9 2687 130 1.49 1.09 0.288 0.829± 0.004 0.867± 0.006 0.849
Total NozB cuts 14 640 774 8.53 6.85 0.290

light haloes, previously unrecognized satellite tracks) are masked
out.

2.3 Lensing reduction withTHELI

Given the stringent requirements of weak gravitational lensing ob-
servations on the quality of the data reduction, we employ a second
pipeline,THELI (Erben et al.2005; Schirmer2013), to reduce the
KiDS-450 r-band data. The handling of the KiDS data with this
pipeline evolved from the CARS (Erben et al.2009) and CFHTLenS
(Erben et al.2013) projects, and is described in more detail in
Kuijken et al. (2015); the key difference from the multicolour data
reduction described in Section 2.2 is the preservation of the indi-
vidual exposures, without the regridding or interpolation of pix-
els, which allows for a more accurate measurement of the sheared
galaxy shapes. The major re�nement for the KiDS-450 analysis
over KiDS-DR1/2 concerns the astrometric calibration of the data.
A cosmic shear analysis is particularly sensitive to optical camera
distortions, and it is therefore essential to aim for the best possible
astrometric alignment of the images. The speci�c improvements in
the KiDS-450 data reduction are as follows:

(i) We simultaneously astrometrically calibrateall data from a
given patch, i.e. we perform a patch-wide global astrometric cali-
bration of the data. This allows us to take into account information
from overlap areas of individual KiDS tiles.6

(ii) For the northern KiDS-450 patches G9, G12, and G15, we
use accurate astrometric reference sources from the SDSS-Data
Release 12 (Alam et al.2015) for the absolute astrometric reference
frame.

(iii) The southern patches G23 and GS do not overlap with the
SDSS, and we have to use the less accurate2MASScatalogue (see
Skrutskie et al.2006) for the absolute astrometric reference frame.
However, the area of these patches is covered by the public VST AT-
LAS Survey (Shanks et al.2015). ATLAS is signi�cantly shallower
than KiDS (each ATLAS pointing consists of two 45-s OmegaCAM
exposures), but it covers the area with a different pointing footprint
from KiDS. This allows us to constrain optical distortions better,
and to compensate for the less accurate astrometric2MASScata-
logue. Our global patch-wide astrometric calibration includesall
KiDS and ATLASr-band images covering the corresponding area.

We obtain a master detection catalogue for each tile by running
SEXTRACTOR (Bertin & Arnouts 1996) on the corresponding co-
addedTHELI r-band image. These catalogues are the input for both
the shape measurements and the multicolour photometry.

6 The global astrometric solution is not calculated for the nine isolated tiles
that do not currently overlap with other tiles (see Fig.1).

Masks that cover image defects, re�ections, and ghosts are also
created for theTHELI reduction. Those are combined with the masks
for the multicolour catalogues described above and applied to the
galaxy catalogues. After masking and accounting for overlap be-
tween the tiles, we have a unique effective survey area of 360.3 deg2.

2.4 Galaxy photometry and photo-z

The KiDS-450 galaxy photometry is based on the same algo-
rithms as were used in KiDS-DR1/2. We extract multicolour pho-
tometry for all objects in ther-band master catalogue from PSF-
homogenized ASTRO-WISE images in theugri bands.

We model the PSFs of the calibrated images in the four bands with
shapelets (Refregier2003), and calculate convolution kernels that
transform the PSFs into circular Gaussians. After convolving the im-
ages, we extract the photometry using elliptical Gaussian-weighted
apertures designed to maximize the precision of colour measure-
ments while properly accounting for seeing differences. The only
signi�cant difference in the photometric analysis procedures of the
KiDS-450 data with respect to those used for KiDS-DR1/2 is the ad-
justment of the zero-points using SLR, as mentioned in Section 2.2.
The resulting improved photometric homogeneity is particularly
important for the calibration of the photometric redshifts, which re-
lies on a small number of calibration �elds with deep spectroscopy
(see Section 3).

For photometric redshift estimation, we use theBPZ code
(Beń�tez2000), as described in Hildebrandt et al. (2012). The qual-
ity of the Bayesian point estimates of the photo-z, zB, is presented
in detail in Kuijken et al. (2015, see �gs 10–12 of that paper). Based
on those �ndings, we restrict the photo-zrange for the cosmic shear
analysis in the range of 0.1< zB � 0.9 to limit the outlier7 rates
to values below 10 per cent. In order to achieve a suf�cient res-
olution in the radial direction for the tomographic weak-lensing
measurement, we subdivide this range into four equally spaced to-
mographic bins of width� zB = 0.2. A �ner binning is not useful,
given our photo-z uncertainty, and would compromise our ability
to calibrate for additive shear (see Section 2.5 and Appendix D4).
Table1 summarizes the properties of the source samples in those
bins.

It should be noted that the photo-z code is merely used to pro-
vide a convenient quantity (the Bayesian redshift estimatezB) to bin
the source sample, and that in this analysis, we do not rely on the
posterior redshift probability distribution functionsP(z) estimated
by BPZ. Instead of stacking theP(z) to obtain an estimate of the
underlying true redshift distribution, i.e. the strategy adopted by

7 Outliers are de�ned as objects with
�
�
�

zspecŠzB
zspec

�
�
� > 0.15.
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1458 H. Hildebrandt et al.

CFHTLenS (see e.g. Heymans et al.2013; Kitching et al.2014) and
the KiDS early-science papers (Sifón et al.2015; Viola et al.2015;
Brouwer et al.2016; van Uitert et al.2016), we now employ spec-
troscopic training data to estimate the redshift distribution in the
tomographic bins directly (see Section 3). The reason for this ap-
proach is that the output ofBPZ (and essentially every photo-zcode;
see e.g. Hildebrandt et al.2010) is biased at a level that cannot
be tolerated by contemporary and especially future cosmic shear
measurements (for a discussion, see Newman et al.2015).

2.5 Shear measurements withlensFIT

Gravitational lensing manifests itself as small coherent distor-
tions of background galaxies. Accurate measurements of galaxy
shapes are hence fundamental to mapping the matter distribution
across cosmic time and to constraining cosmological parameters.
In this work, we use thelensFIT likelihood-based model-�tting
method to estimate the shear from the shape of a galaxy (Miller
et al.2007, 2013; Kitching et al.2008; Fenech Conti et al.2016).

We refer the reader to the companion paper Fenech Conti et al.
(2016) for a detailed description of the most recent improvements to
thelensFIT algorithm, shown to successfully ‘self-calibrate’ against
noise bias effects, as determined through the analysis of an exten-
sive suite of image simulations. This development is a signi�cant
advance on the version of the algorithm used in previous analyses of
CFHTLenS, the KiDS-DR1/2 data, and the Red Cluster Sequence
Lensing Survey (RCSLenS; Hildebrandt et al.2016). The main im-
provements to thelensFIT algorithm and to our shape-measurement
analysis since Kuijken et al. (2015) are summarized as follows:

(i) All measurements of galaxy ellipticities are biased by pixel
noise in the images. Measuring ellipticity involves a non-linear
transformation of the pixel values, which causes a skewness of the
likelihood surface and hence a bias in any single point elliptic-
ity estimate (Melchior & Viola2012; Refregier et al.2012; Miller
et al.2013; Viola, Kitching & Joachimi2014). In order to mitigate
this problem forlensFIT, we apply a correction for noise bias, based
on the actual measurements, which we refer to as ‘self-calibration’.
When a galaxy is measured, a nominal model is obtained for that
galaxy, whose parameters are obtained from a maximum-likelihood
estimate. The idea of ‘self-calibration’ is to create a simulated noise-
free test galaxy with those parameters, remeasure its shape using the
same measurement pipeline, and measure the difference between the
remeasured ellipticity and the known test model ellipticity. We do
not add multiple noise realizations to the noise-free galaxies, as this
is computationally too expensive, but we calculate the likelihood as
if noise were present. It is assumed that the measured difference is
an estimate of the true bias in ellipticity for that galaxy, which is
then subtracted from the data measurement. This method approx-
imately corrects for noise bias only, not for other effects such as
model bias. It leaves a small residual noise bias, of signi�cantly re-
duced amplitude, which we parametrize and correct for using image
simulations (see Appendix D3).

(ii) The shear for a population of galaxies is computed as a
weighted average of the measured ellipticities. The weight accounts
both for shape-noise variance and for ellipticity measurement-noise
variance, as described in Miller et al. (2013). As the measurement
noise depends to some extent on the degree of correlation between
the intrinsic galaxy ellipticity and the PSF distortion, the weighting
introduces biases in the shear measurements. We empirically cor-
rect for this effect (see Fenech Conti et al.2016, for further details)
by quantifying how the variance of the measured mean galaxy

ellipticity depends on galaxy ellipticity, signal-to-noise ratio (S/N),
and isophotal area. We then require that the distribution of the recal-
ibrated weights is neither a strong function of observed ellipticity
nor a strong function of the relative PSF–galaxy position angle.
The correction is determined from the full survey split into 125
subsamples. The sample selection is based on the local PSF model
ellipticity (� 	

1, � 	
2) and PSF model size in order to accommodate the

variation in the PSF across the survey using �ve bins for each PSF
observable.

(iii) The sampling of the likelihood surface is improved in both
speed and accuracy, by �rst identifying the location of the maxi-
mum likelihood and then applying the adaptive sampling strategy
described by Miller et al. (2013). More accurate marginalization
over the galaxy size parameter is also implemented.

(iv) In surveys at the depth of CFHTLenS or KiDS, it is essential
to deal with the contamination from closely neighbouring galax-
ies (or stars). ThelensFIT algorithm �ts only individual galaxies,
masking contaminating stars or galaxies in the same postage stamp
during the �tting process. The masks are generated from an image
segmentation and masking algorithm, similar to that employed in
SEXTRACTOR. We �nd that the CFHTLenS and KiDS-DR1/2 ver-
sion of lensFIT rejected too many target galaxies that were close to
a neighbour. For this analysis, a revised deblending algorithm is
adopted, which results in fewer rejections and thus a higher density
of measured galaxies. The distance to the nearest neighbour, known
as the ‘contamination radius’, is recorded in the catalogue output so
that any bias as a function of neighbour distance can be identi�ed
and potentially recti�ed by selecting on that measure (see Fig.D1
in Appendix D).

(v) A large set of realistic, end-to-end image simulations (includ-
ing chip layout, gaps, dithers, co-addition usingSWARP, and object
detection using SEXTRACTOR) are created to test for and calibrate a
possible residual multiplicative shear-measurement bias inlensFIT.
These simulations are brie�y described in Appendix D3 with the
full details presented in Fenech Conti et al. (2016). We estimate
the multiplicative shear-measurement biasm to be less than about
1 per cent with a statistical uncertainty, set by the volume of the
simulation, of� 0.3 per cent. We further quantify the additional sys-
tematic uncertainty coming from differences between the data and
the simulations and choices in the bias estimation to be 1 per cent.
Such a low bias represents a factor of 4 improvement over previous
lensFIT measurements (e.g. CFHTLenS) that did not bene�t from
the ‘self-calibration’. As shown in Fig.A2 of Appendix A, this level
of precision on the estimate ofm is necessary not to compromise
on the statistical power of the shear catalogue for cosmology.

(vi) We implement a blinding scheme designed to prevent or at
least suppress con�rmation bias in the cosmology analysis, along
similar lines to what was done in KiDS-DR1/2. The catalogues
used for the analysis contain three sets of shear and weight val-
ues: the actual measurements, as well as two fake versions. The
fake data contain perturbed shear and weight values that are derived
from the true measurements through parametrized smooth func-
tions designed to prevent easy identi�cation of the true data set.
The parameters of these functions as well as the labelling of the
three sets are determined randomly using a secret key that is known
only to an external ‘blinder’, Matthias Bartelmann. The amplitude
of the changes is tuned to ensure that the best-�ttingS8 values for
the three data sets differ by at least the 1� error on thePlanckmea-
surement. All computations are run on the three sets of shears and
weights, and the lead authors add a second layer of blinding (i.e.
randomly shuf�ing the three columns again for each particular sci-
ence project) to allow for phased unblinding within the consortium.
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In this way, co-authors can remain blind because only the second
layer is unblinded for them. Which one of the three shear data sets
in the catalogues is the truth is only revealed to the lead authors
once the analysis is complete.

In Appendix D1, we detail the object selection criteria that are
applied to clean the resultinglensFIT shear catalogue. The �nal cata-
logue provides shear measurements for close to 15 million galaxies,
with an effective number density ofneff = 8.53 galaxies arcminŠ2

over a total effective area of 360.3 deg2. The inverse shear variance
per unit area of the KiDS-450 data, ˆw =

�
wi /A , is 105 arcminŠ2.

We use the effective number densityneff as de�ned in Heymans et al.
(2012) as this estimate can be used to directly populate numerical
simulations to create an unweighted mock galaxy catalogue, and it is
also used in the creation of the analytical covariance (Section 5.3).
We note that this value represents an� 30 per cent increase in
the effective number density over the previous KiDS DR1/2 shear
catalogue. This increase is primarily due to the improvedlensFIT

masking algorithm. Table1 lists the effective number density for
each of the four tomographic bins used in this analysis and the corre-
sponding weighted ellipticity variance. For completeness, we also
quote the number densities according to the de�nition by Chang
et al. (2013).

3 CALIBRATION OF PHOTOMETRIC
REDSHIFTS

The cosmic shear signal depends sensitively on the redshifts of all
sources used in a measurement. Any cosmological interpretation
requires a very accurate calibration of the photometric redshifts that
are used for calculating the model predictions (Huterer et al.2006;
Van Waerbeke et al.2006). The requirements for a survey like
KiDS are already quite demanding if the systematic error in the
photo-z is not to dominate over the statistical errors. For exam-
ple, as detailed in Appendix A, even a Gaussian 1� uncertainty
on the measured mean redshift of each tomographic bin of 0.05
(1 + z) can degrade the statistical errors on relevant cosmological
parameters by� 25 per cent. While such analytic estimates based on
Gaussian redshift errors are a useful guideline, photometric redshift
distributions of galaxy samples typically have highly non-Gaussian
tails, further complicating the error analysis.

In order to obtain an accurate calibration and error analysis of
our redshift distribution, we compare three different methods that
rely on spectroscopic redshift (spec-z) training samples.

(i) DIR: a weighted direct calibration obtained by a magnitude-
space reweighting (Lima et al.2008) of spectroscopic redshift cat-
alogues that overlap with KiDS.

(ii) CC: an angular cross-correlation-based calibration (New-
man2008) with some of the same spectroscopic catalogues.

(iii) BOR: a recalibration of theP(z) of individual galaxies esti-
mated byBPZ in probability space, as suggested by Bordoloi, Lilly
& Amara (2010).

An important aspect of our KiDS-450 cosmological analysis is
an investigation into the impact of these different photometric red-
shift calibration schemes on the resulting cosmological parameter
constraints, as presented in Section 6.3.

3.1 Overlap with spectroscopic catalogues

KiDS overlaps with several spectroscopic surveys that can be
exploited to calibrate the photo-z: in particular GAMA (Driver

Table 2. Spectroscopic samples used for KiDS photo-z calibration. The
COSMOS catalogue is dominated by objects from zCOSMOS–bright and
zCOSMOS–deep but also includes spec-zfrom several other projects. While
the DIR and BOR approaches make use of the full sample, the CC approach
is limited to the DEEP2 sample and the original zCOSMOS sample.

sample Number of objects rlim zspecrange

COSMOS 13 397 r � 24.5 0.0< z < 3.5
CDFS 2290 r � 25 0.0< z < 4
DEEP2 7401 r � 24.5 0.6< z < 1.5

et al.2011), SDSS (Alam et al.2015), 2dFLenS (Blake et al.2016),
and various spectroscopic surveys in the COSMOS �eld (Scov-
ille et al. 2007). Additionally, there are KiDS-like data obtained
with the VST in theChandra Deep Field-South (CDF-S) from the
VOICE project (Vaccari et al.2012) and in two DEEP2 (Newman
et al.2013) �elds, as detailed in Appendix C1.

The different calibration techniques we apply require different
properties of the spec-zcatalogues. The weighted direct calibration
as well as the recalibration of theP(z) require a spec-z catalogue
that covers the same volume in colour and magnitude space as the
photometric catalogue that is being calibrated. This strongly limits
the use of GAMA, 2dFLenS, and SDSS for these methods since
our shear catalogue is limited atr > 20, whereas all three of these
spectroscopic projects target only objects at brighter magnitudes.

The cross-correlation technique does not have this requirement.
In principle, one can calibrate a faint photometric sample with a
bright spectroscopic sample, as long as both cluster with each other.
Being able to use brighter galaxies as calibrators represents one of
the major advantages of the cross-correlation technique. However,
for this method to work, it is still necessary for the spec-zsample to
cover the full redshift range that objects in the photometric sample
could potentially span, given their apparent magnitude. For our
shear catalogue withr � 25, this means that one needs to cover
redshifts all the way out toz � 4. While GAMA and SDSS could
still yield cross-correlation information at lowz over a wide area,
those two surveys do not cover the crucial highz range where most
of the uncertainty in our redshift calibration lies. Hence, we limit
ourselves to the deeper surveys in order to reduce processing time
and data handling. The SDSS quasi-stellar object redshift catalogue
can be used out to very highz for cross-correlation techniques,
but due to its low surface density, the statistical errors when cross-
correlated to KiDS-450 are too large for our purposes.

In the COSMOS �eld, we use a non-public catalogue that was
kindly provided by the zCOSMOS (Lilly et al.2009) team and goes
deeper than the latest public data release. It also includes spec-z
measurements from a variety of other spectroscopic surveys in the
COSMOS �eld, which are all used in the weighted direct calibration
and the recalibration of theP(z) but are not used for the calibration
with cross-correlations (for the reasons behind this choice, see Sec-
tion 3.3). In the CDF-S, we use a compilation of spec-z released
by ESO.8 This inhomogeneous sample cannot be used for cross-
correlation studies but is well suited for the other two approaches.
The DEEP2 catalogue is based on the fourth data release (Newman
et al.2013). While DEEP2 is restricted in terms of redshift range, in
comparison to zCOSMOS and CDFS, it is more complete atz � 1.
Thus, it adds crucial information for all three calibration techniques.
Table2 summarizes the different spec-z samples used for photo-z

8 http://www.eso.org/sci/activities/garching/projects/goods/
MasterSpectroscopy.html
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calibration. The number of objects listed refers to the number of
galaxies in the spec-z catalogues for which we have photometry
from KiDS-450 or the auxilliary VST imaging data described in
Appendix C1. For details about the completeness of DEEP2, see
Newman et al. (2013). COSMOS and CDFS, however, lack detailed
information on the survey completeness.

3.2 Weighted direct calibration (DIR)

The most direct way to calibrate photo-z distributions is simply to
use the distribution of spec-z for a sample of objects selected in the
same way as the photometric sample of interest (e.g. a tomographic
photo-z bin). While this technique requires very few assumptions,
in practice spec-z catalogues are almost never a complete, repre-
sentative sub-sample of contemporary shear catalogues. The other
main disadvantage of this method is that typical deep spec-zsurveys
cover less area than the photometric surveys they are supposed to
calibrate, such that sample variance becomes a concern.

A way to alleviate both problems has been suggested by Lima
et al. (2008). Using ak-nearest-neighbour search, the volume den-
sity of objects in multidimensional magnitude space is estimated
in both the photometric and spectroscopic catalogues. These es-
timates can then be used to upweight spec-z objects in regions
of magnitude space where the spec-z are underrepresented and to
downweight them where they are overrepresented. It is clear that
this method will be successful only if the spec-zcatalogue spans the
whole volume in magnitude space that is occupied by the photo-z
catalogue and samples this colour space densely enough. Another
requirement is that the dimensionality of the magnitude space is
high enough to allow a unique matching between colour and red-
shift. These two requirements certainly also imply that the spec-z
sample covers the whole redshift range of the photometric sample.
A �rst application of this method to a cosmic shear measurement is
presented in Bonnett et al. (2016).

Since the spectroscopic selection function is essentially removed
by the reweighting process, we can use any object with good mag-
nitude estimates as well as a secure redshift measurement. Thus,
we employ the full spec-z sample described in Section 3.1 for this
method.

When estimating the volume density in magnitude space of the
photometric sample, we incorporate thelensFIT weight into the es-
timate. Note that we use the full distribution oflensFIT weights in
the unblindedphotometric catalogue for this. Weights are differ-
ent for the different blindings, but we separate the data �ows for
calibration and further catalogue processing to prevent accidental
unblinding. By incorporating thelensFIT weight, we naturally ac-
count for the weighting of the shear catalogue without analysing
the VST imaging of the spec-z �elds with the lensFIT shear mea-
surement algorithm. This yields a more representative and robust
estimate of the weighted redshift distribution.

Special care has to be taken for objects that are not detected in all
four bands. Those occur in the photometric as well as in the spectro-
scopic sample but in different relative abundances. We treat these
objects as separate classes essentially reducing the dimensionality
of the magnitude space for each class and reweighting those sepa-
rately. After reweighting, the classes are properly combined taking
their relative abundances in the photometric and spectroscopic cat-
alogue into account. Errors are estimated from 1000 bootstrap sam-
ples drawn from the full spec-z training catalogue. These bootstrap
errors include shot noise but do not correct for residual effects of
sample variance, which can still play a role because of the discrete
sampling of magnitude space by the spec-zsample. Note though that

sample variance is strongly suppressed by the reweighting scheme
compared to an unweighted spec-z calibration since the density in
magnitude space is adjusted to the cosmic (or rather KiDS-450)
average. A discussion of the in�uence of sample variance in the
DIR redshift calibration can be found in Appendix C3.1.

A comparison of the resulting redshift distributions of the
weighted direct calibration and the stackedP(z) from BPZ (see Sec-
tion 2.4) for the four tomographic bins is shown in Fig.2 (blue line
with con�dence regions). Note that especially then(z) in the �rst
tomographic bin is strongly affected by ther > 20 cut introduced
by lensFIT, which skews the distribution to higher redshifts and in-
creases the relative amplitude of the high-z tail compared to the
low-z bump. This is also re�ected in the large difference between
the mean and median redshifts of this bin given in Table1. In Ap-
pendix C3.1, we discuss and test the assumptions and parameter
choices made for this method. Note that we determine the redshift
distributions up to the highest spectroscopic reshifts ofz � 4 but
only plot the range 0< z< 2 in Fig.2. There are no signi�cantz>
2 bumps in the DIR redshift distribution for these four tomographic
bins.

3.3 Calibration with cross-correlations (CC)

The use of angular cross-correlation functions between photometric
and spectroscopic galaxy samples for reconstructing photometric
redshift distributions was described in detail by Newman (2008).
This approach has the great advantage of being rather insensitive to
the spectroscopic selection function in terms of magnitude, galaxy
type, etc., as long as it spans the full redshift range of interest.
However, angular autocorrelation function measurements of the
spectroscopic as well as the photometric samples are needed, to
measure and correct for the – typically unknown – galaxy bias.
In order to estimate these autocorrelations, precise knowledge of
the angular selection function (i.e. the weighted footprint) of the
samples is required.

For the photometric catalogues, the angular selection functions
can be estimated from the masks mentioned in Section 2.2. We do
not correct for depth and seeing variations, as described in Morrison
& Hildebrandt (2015), since those are relatively unimportant on the
small spec-z�elds used here. Regarding the spectroscopic data sets,
DEEP2 provide maps of the angular selection function, allowing us
to calculate all correlation functions over the full 0.8 deg2 overlap
area with KiDS-like VST imaging. We do not have a similar spectro-
scopic selection function for COSMOS or CDF-S. Given the small
size and heterogeneity of the CDFS catalogue, we cannot use it
for the cross-correlation calibration; for COSMOS, we restrict our-
selves to the central 0.7 deg2 region covered very homogeneously
by zCOSMOS, and we assume a constant selection function outside
the masks of the KiDS data.9 We do not use spec-z measurements
from other surveys in the COSMOS �eld for the cross-correlations.
Both samples, DEEP2 and zCOSMOS, are analysed independently,
and only at the very end of the analysis, the redshift distributions
are averaged with inverse variance weighting.

We employ an advanced version of the original technique pro-
posed by Newman (2008) and Matthews & Newman (2010), which
is described in Ḿenard et al. (2013) and Schmidt et al. (2013).
Unlike Newman (2008), who proposed using only linear scales,

9 Using the KiDS masks here makes sense since photometric as well as
spectroscopic surveys are affected by, for example, bright stars, and typical
footprints often look quite similar.
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Figure 2. Comparison of the normalized redshift distributions for the four tomographic bins as estimated from the weighted direct calibration (DIR, blue with
errors), the calibration with cross-correlations (CC, red with errors), the recalibrated stackedPrecal(z) (BOR, purple with errors that are barely visible), and the
original stackedP(z) from BPZ (green). The grey-shaded regions indicate the target redshift range selected by cuts on the Bayesian photo-z zB. Errors shown
here do not include the effects of sample variance in the spec-z calibration sample.

Ménard et al. (2013) and Schmidt et al. (2013) advocate exploit-
ing the much higher S/N available on smaller non-linear scales,
even though this comes at the cost of more complicated galaxy
bias modelling. Additionally, they describe how preselection of the
photometric sample by photometric quantities can narrow down the
underlying redshift distribution and make the technique less sus-
ceptible to the galaxy bias correction (see also Rahman et al.2016).

A description of the full details and tests of our implementation
of this calibration method can be found in Appendix C3.2. We
summarize the steps here.

All correlation functions are estimated over a �xed range of
proper separation of 30–300 kpc. The conversion of angular to
proper scales requires a cosmological model. Here we assume a
WMAP5cosmology (Komatsu et al.2009), noting that the redshift
recovery is insensitive to this choice and therefore does not bias the
constraints given in Section 6. The autocorrelation functions of the
spec-zsamples are estimated with a coarse redshift binning to allow
for reliable power-law �ts with small errors. We assume a linear
relation between redshift and the power-law parametersr0 and�
and �t it to the results of all the redshift bins with 0< zspec< 1.2.
For zspec> 1.2, we �t a constantr0 and� .

The cross-correlation functions are estimated with a �ner binning
in spec-zin order to obtain redshift distributions for the tomographic
bins with a high resolution. The raw cross-correlations are corrected
for evolving galaxy bias with the recipe by Newman (2008) and

Matthews & Newman (2010). We estimate statistical uncertainties
from a bootstrap resampling of the spectroscopic training set (1000
bootstrap samples). The whole recalibration procedure, including
correlation function estimates and bias correction, is run for each
bootstrap sample.

Note that the cross-correlation function can attain negative val-
ues that would lead to unphysical negative amplitudes in then(z).
Nevertheless, it is important to allow for these negative values in the
estimation of the cross-correlation functions so as not to introduce
any bias. Such negative amplitudes can, for example, be caused
by local overdensities or underdensities in the spec-z catalogue, as
explained by Rahman et al. (2015). Only after the full redshift re-
covery process do we rebin the distributions with a coarser redshift
resolution to attain positive values forn(z) throughout.

The redshift distributions from this method, based on the combi-
nation of the DEEP2 and zCOSMOS results, are displayed in Fig.2
(red line with con�dence regions). Note that the uncertainties on the
redshift distributions from the cross-correlation technique are larger
than the uncertainties on the weighted direct calibration, owing to
the relatively small area of sky covered by the spec-z catalogues.
As will be shown in Section 6, propagating then(z) and associated
errors from the CC method into the cosmological analysis yields
cosmological parameters that are consistent with the ones that are
obtained when using the DIR redshift distributions, despite some
differences in the details of the redshift distributions.
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3.4 Recalibration of the photometricP(z) (BOR)

Many photo-z codes estimate a full redshift likelihood,L (z), for
each galaxy or a posterior probability distribution,P(z), in the case
of a Bayesian code likeBPZ. Bordoloi et al. (2010) suggested to
use a representative spectroscopic training sample and analyse the
properties of the photometric redshift likelihoods of those galaxies.

For each spectroscopic training object, the photometricP(z) is
integrated from zero tozspec, yielding the cumulative quantity:

P	 (zspec) =
� zspec

0
P(z
) dz
 . (1)

If the P(z) are a fair representation of the underlying probability
density, theP	 for the full training sample should be uniformly
distributed between zero and 1. If this distributionN(P	 ) is not �at,
its shape can be used to recalibrate the originalP(z), as explained
in Bordoloi et al. (2010).

One requirement for this approach to work is that the training
sample is completely representative of the photometric sample to
be calibrated. Since this is not the case for KiDS-450, we employ this
recalibration technique in combination with the reweighting proce-
dure in magnitude space, as described in Section 3.2. Some tests on
the performance of this method are described in Appendix C3.3.

We make use of the full spec-z sample, similar to the weighted
direct calibration mentioned above. The resulting recalibrated,
stackedPrecal(z) are also included in Fig.2 (purple lines). Errors are
estimated from 1000 bootstrap samples. The recalibration changes
very little between the bootstrap samples, which is re�ected in the
comparably small errors on the purple lines. This is due to the
fact that the BOR method uses theP(z) output fromBPZ directly,
whereas the DIR and CC methods are completely ignorant about
this information.

3.5 Discussion

The four sets of redshift distributions from the different techniques
displayed in Fig.2 show some differences, most prominently in the
�rst and fourth tomographic bins. While most of these differences
are not very signi�cant within the errors,10 it is clear that the result-
ing theoretical model will differ depending on which set is chosen.
This is particularly true for the �rst redshift bin, where the redshift
distribution obtained with the stackedP(z) from BPZ is quite dif-
ferent from the recalibrated distributions obtained by DIR and CC.
This is also re�ected in the different mean redshifts in this bin for
DIR andBPZreported in Table1. Due to the more pronounced high-z
tail in the DIR (and CC) distributions, the mean redshift in this �rst
bin is actually higher than the mean redshift in the second and third
bins in contrast to what is found forBPZ. The fact that both, DIR and
CC, independently recover this high-z tail with a similar amplitude
makes us con�dent that it is real. As discussed in Section 6, this
has profound consequences for the best-�tting intrinsic alignment
amplitude,AIA . Apart from these differences, it is encouraging to
see that some of the features that are not present in the stacked
BPZ P(z) are recovered by all three recalibration techniques, e.g. the
much lower amplitude for DIR, CC, and BOR compared toBPZ at a
very low redshift in the �rst tomographic bin.

Applying the calibrations determined from a few deep spectro-
scopic �elds to the full survey requires a consistent photometric
calibration. As brie�y mentioned above (Section 2.2) and described

10 Note that errors at different redshifts are correlated.

in more detail in Appendix B, we rely on SLR to achieve homoge-
neous photometry over the full survey area.

4 COSMOLOGICAL ANALYSIS

4.1 Shear two-point correlation functions

In this analysis, we measure the tomographic angular two-point
shear correlation function̂
 ij

± , which can be estimated from two
tomographic redshift binsi andj as


̂ ij
± (� ) =

�
ab wawb

�
� i

t (� a)� j
t (� b) ± � i

× (� a)� j
× (� b)

�

�
ab wawb

. (2)

Galaxy weightsw are included when the sum is taken over pairs of
galaxies with an angular separation|� a Š � b| within an interval��
around� . The tangential and cross components of the ellipticities
� t, × are measured with respect to the vector� a Š � b joining each
pair of objects (Bartelmann & Schneider2001). This estimator̂
 ±

can be related to the underlying matter power spectrumP� , via


 ij
± (� ) =

1
2�

�
d  P ij

� ( ) J0,4(� ) , (3)

whereJ0, 4(� ) is the zeroth-order (for
 + ) or fourth-order (for
 Š )
Bessel function of the �rst kind.P� ( ) is the convergence power
spectrum at an angular wavenumber . Using the Limber approxi-
mation, one �nds

P ij
� ( ) =

� � H

0
d�

qi (� )qj (� )
[f K (� )]2

P�

�


f K (� )
, �

�
, (4)

where � is the comoving radial distance and� H is the horizon
distance. The lensing ef�ciency functionq(� ) is given by

qi (� ) =
3H 2

0 � m

2c2

f K (� )
a(� )

� � H

�
d� 
 ni (� 
)

f K (� 
 Š � )
f K (� 
)

, (5)

wherea(� ) is the dimensionless scalefactor corresponding to the
comoving radial distance� , ni(� ) d� is the effective number of
galaxies in d� in redshift bini, normalized so that

	 � H
0 n(� ) d� = 1.

fK(� ) is the comoving angular diameter distance out to the comoving
radial distance� , H0 is the Hubble constant, and� m is the matter
density parameter atz = 0. Note that in this derivation we ignore
the difference between shear and reduced shear as it is completely
negligible for our analysis. For more details, see Bartelmann &
Schneider (2001), and references therein.

Cosmological parameters are directly constrained from KiDS-
450 measurements of the observed angular two-point shear corre-
lation function
 ± in Section 6. This base measurement could also
be used to derive a wide range of alternative statistics. Schneider
et al. (2002b) and Schneider, Ei�er & Krause (2010) discuss the
relationship between a number of different real-space two-point
statistics. Especially the COSEBIs (Complete Orthogonal Sets of
E-/B-Integrals; Schneider et al.2010) statistic yields a very useful
separation of E and B modes as well as an optimal data compres-
sion. We choose not to explore these alternatives in this analysis,
however, as Kilbinger et al. (2013) showed that they provide no
signi�cant additional cosmological information over the base
 ±

measurement. The real-space measurements of
 ± are also input
data for the two Fourier-mode conversion methods to extract the
power spectrum presented in Becker et al. (2016). This conver-
sion does not result in additional cosmological information over
the base
 ± measurement, however, if the observed shear �eld is
B-mode free.
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Direct power spectrum measurements that are not based on
 ±

with CFHTLenS were made by K̈ohlinger et al. (2016), who present
a measurement of the tomographic lensing power spectra using
a quadratic estimator, and Kitching et al. (2014, 2016) present a
full 3D power spectrum analysis. The bene�t of using these direct
power spectrum estimators is a cleaner separation of Fourier modes
which are blended in the
 ± measurement. Uncertainty in mod-
elling the high-k non-linear power spectrum can therefore be opti-
mally resolved by directly removing thesek-scales (see e.g. Kitching
et al.2014; Alsing et al.2016). The alternative for real-space estima-
tors is to remove small� scales. The conclusions reached by these
alternative and more conservative analyses, however, still broadly
agree with those from the base
 ± statistical analysis (Heymans
et al.2013; Joudaki et al.2016a).

Owing to these literature results, we have chosen to limit this �rst
cosmological analysis of KiDS-450 to the
 ± statistic, with a series
of future papers to investigate alternative statistics. In Appendix D6,
we also present an E/B-mode decomposition and analysis of KiDS-
450 using the
 E/ B statistic.

4.2 Modelling intrinsic galaxy alignments

The two-point shear correlation function estimator from equa-
tion (2) does not measure
 ± directly but is corrupted by the fol-
lowing terms:



̂ ±

�
= 
 ± + 
 II

± + 
 GI
± , (6)

where
 II
± measures correlations between the intrinsic ellipticities of

neighbouring galaxies (known as ‘II’) and
 GI
± measures correlations

between the intrinsic ellipticity of a foreground galaxy and the shear
experienced by a background galaxy (known as ‘GI’).

We account for the bias introduced by the presence of intrinsic
galaxy alignments by simultaneously modelling the cosmological
and intrinsic alignment contributions to the observed correlation
functions
̂ ± . We adopt the ‘non-linear–linear’ intrinsic alignment
model developed by Hirata & Seljak (2004), Bridle & King (2007),
and Joachimi et al. (2011). This model has been used in many
cosmic shear analyses (Kirk, Bridle & Schneider2010; Heymans
et al.2013; Abbott et al.2016; Joudaki et al.2016a) as it provides
a reasonable �t to both observations and simulations of intrinsic
galaxy alignments (see Joachimi et al.2015, and references therein).
In this model, the non-linear intrinsic alignment II and GI power
spectra are related to the non-linear matter power spectrum as

PII (k, z) = F 2(z)P� (k, z),

PGI(k, z) = F (z)P� (k, z) , (7)

where the redshift- and cosmology-dependent modi�cations to the
power spectrum are given by

F (z) = Š AIA C1� crit
� m

D+ (z)

�
1 + z
1 + z0

� � �
L̄
L 0

� �

. (8)

HereAIA is a free dimensionless amplitude parameter that multiplies
the �xed normalization constantC1 = 5 × 10Š14 hŠ2 MŠ1

� Mpc3,
� crit is the critical density atz = 0, andD+ (z) is the linear growth
factor normalized to unity today. The free parameters� and� al-
low for a redshift and luminosity dependence in the model around
arbitrary pivot valuesz0 andL0, andL̄ is the weighted average lu-
minosity of the source sample. The II and GI contributions to the

observed two-point correlation function in equation (6) are related
to the II and GI power spectra as


 ij
± (� )II ,GI =

1
2�

�
d  C ij

II ,GI( ) J0,4(� ) , (9)

with

Cij
II ( ) =

�
d�

ni (� )nj (� )
[f K (� )]2

PII

�


f K (� )
, �

�
, (10)

Cij
GI( ) =

�
d�

qi (� )nj (� ) + ni (� )qj (� )
[f K (� )]2

PGI

�


f K (� )
, �

�
,

(11)

where the projection takes into account the effective number of
galaxies in redshift bini, ni (� ), and, in the case of GI correlations,
the lensing ef�ciencyqi(� ) (see equation 5).

Late-type galaxies make up the majority of the KiDS-450 source
sample, and no signi�cant detection of intrinsic alignments for this
type of galaxy exists. A luminosity-dependent alignment signal has,
however, been measured in massive early-type galaxies with� �
1.2 ± 0.3, with no evidence for redshift dependence (Joachimi
et al.2011; Singh, Mandelbaum & More2015). We therefore deter-
mine the level of luminosity evolution with redshift for a sample of
galaxies similar to KiDS-450 using the ‘COSMOS2015’ catalogue
(Laigle et al.2016). We select galaxies with 20< mr < 24 and
compute the mean luminosity in ther band for two redshift bins,
0.1< z < 0.45 and 0.45< z < 0.9. We �nd the higher redshift bin
to be only 3 per cent more luminous, on average, than the lower
redshift bin. Any luminosity dependence of the intrinsic alignment
signal can therefore be safely ignored in this analysis, given the
very weak luminosity evolution across the galaxy sample and the
statistical power of the current data.

Joudaki et al. (2016a) present cosmological constraints from
CFHTLenS, which has a similar statistical power to KiDS-450,
using a range of priors for the model parametersAIA , � , and �
from equation (8) (see also Abbott et al.2016, who allowAIA and
� to vary, keeping� = 0). Using the Deviance Information Crite-
rion (DIC; see Section 7) to quantify the relative performance of
different models, they �nd that a �exible two-parameter (AIA , � )
or three-parameter (AIA , � , � ) intrinsic alignment model, with or
without informative priors, is disfavoured by the data, implying that
the CFHTLenS data are insensitive to any redshift or luminosity
dependence in the intrinsic alignment signal.

Taking all this information into account, we �x� = 0 and� = 0
for our mixed population of early- and late-type galaxies, and set a
non-informative prior on the amplitude of the signalAIA , allowing
it to vary in the range ofŠ6 < AIA < 6.

4.3 Modelling the matter power spectrum, including
baryon physics

Cosmological parameter constraints are derived from the compar-
ison of the measured shear correlation function with theoretical
models for the cosmic shear and intrinsic alignment contributions
(equation 6). One drawback to working with the
 ± real-space
statistic is that the theoretical models integrate the matter power
spectrumP� over a wide range ofk-scales (see e.g. equation 4). As
such we require an accurate model for the matter power spectrum
that retains its accuracy well into the non-linear regime.

The non-linear dark matter power spectrum model of Takahashi
et al. (2012) revised the ‘HALOFIT’ formalism of Smith et al. (2003).
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The free parameters in the �t were constrained using a suite ofN-
body simulations spanning 16 different� CDM cosmological mod-
els. This model has been shown to be accurate to� 5 per cent down
to k = 10hMpcŠ1 when compared with the wide range ofN-body
cosmological simulations from the ‘Coyote Universe’ (Heitmann
et al.2014). Where this model lacks �exibility, however, is when
we consider the impact that baryon physics could have on the small-
scale clustering of matter (van Daalen et al.2011).

In Semboloni et al. (2011), matter power spectra from the ‘Over-
whelmingly Large’ (OWLS) cosmological hydrodynamical sim-
ulations were used to quantify the biases introduced in cosmic
shear analyses that neglect baryon feedback. The impact ranged
from being insigni�cant to signi�cant, where the most extreme case
modelled the baryon feedback with a strong active galactic nucleus
(AGN) component. For the smallest angular scales (� � 0.5 arcmin)
used in this KiDS-450 cosmic shear analysis, in the AGN case
the amplitude of
 ± was found to decrease by up to 20 per cent,
relative to a gravity-only model. This decrement is the result of
changes in the total matter distribution by baryon physics, which
can be captured by adjusting the parameters in the halo model. This
provides a simple and suf�ciently �exible parametrization of this
effect, and we therefore favour this approach over alternatives that
include polynomial models and principal component analyses of
the hydrodynamical simulations (Ei�er et al.2015; Harnois-D́eraps
et al.2015).

In order to model the non-linear power spectrum of dark matter
and baryons, we adopt the effective halo model from Mead et al.
(2015) with its accompanying software HMCODE (Mead2015). In
comparison to cosmological simulations from the ‘Coyote Uni-
verse’, the HMCODE dark-matter-only power spectrum has been
shown to be as accurate as the Takahashi et al. (2012) model. As the
model is built directly from the properties of haloes, it has the �exi-
bility to vary the amplitude of the halo mass–concentration relation
B, and also includes a ‘halo bloating’ parameter� 0 (see equations 14
and 26 in Mead et al.2015). Allowing these two parameters to vary
when �tting data from the OWLS simulations results in a model
that is accurate to� 3 per cent down tok = 10hMpcŠ1 for all the
feedback scenarios presented in van Daalen et al. (2011). Mead
et al. (2015) show that these two parameters are degenerate, recom-
mending the use of a single free parameterB to model the impact
of baryon feedback on the matter power spectrum, �xing� 0 =
1.03Š 0.11B in the likelihood analysis. For this reason, we callB
the baryon feedback parameter in the following, noting that a pure
dark matter model does not correspond toB = 0 but toB = 3.13.
We choose to impose top-hat priors on the feedback parameter 2<
B < 4 given by the range of plausible feedback scenarios from the
OWLS simulations. Fig.9 of Mead et al. (2015) illustrates how this
range ofB broadens the theoretical expectation of
 ± (� ) by less
than a per cent for scales with� > 6 arcmin for
 + and � > 1

for 
 Š . We show in Section 6.5 that taking a conservative approach
by excluding small angular scales from our cosmological analysis
does not signi�cantly alter our conclusions.

We refer the reader to Joudaki et al. (2016a), who show that
there is no strong preference for or against including this addi-
tional degree of freedom in the model of the matter power spectrum
when analysing CFHTLenS. They also show that when consider-
ing a dark-matter-only power spectrum, the cosmological param-
eter constraints are insensitive to which power spectrum model is
chosen: either HMCODE with B = 3.13, the best-�tting value for
a dark-matter-only power spectrum, or Takahashi et al. (2012). In
the analysis that follows, whenever baryons are not included in the
analysis, the faster (in terms of CPU time) Takahashi et al. (2012)
model is used.

Mead et al. (2016) present an extension of the effective halo
model to produce accurate non-linear matter power spectra for
non-zero neutrino masses. This allows for a consistent treatment
of the impact of both baryon feedback and neutrinos, both of
which affect the power spectrum on small scales. We use this ex-
tension to verify that our cosmological parameter constraints are
insensitive to a change in the neutrino mass from a �xed	 m�

= 0.00 eV to a �xed 	 m� = 0.06 eV, the �ducial value used,
for example, by Planck Collaboration XIII (2016a). We therefore
choose to �x 	 m� = 0.00 eV in order to minimize CPU time
in the likelihood analysis. Whilst we are insensitive to a small
change of 0.06 eV in	 m� , KiDS-450 can set an upper limit on
the sum of the neutrino masses, and a full cosmological param-
eter analysis where	 m� varies as a free parameter will be pre-
sented in future work (Joudaki et al.,2016b; Köhlinger et al., in
preparation).

5 COVARIANCE MATRIX ESTIMATION

We �t the correlation functions
 + and 
 Š at seven and six an-
gular scales, respectively, and in four tomographic bins. With 10
possible autocorrelation and cross-correlation functions from the
tomographic bins, our data vector therefore has 130 elements.
We construct three different estimators of the covariance matrix
to model the correlations that exist between these measurements:
an analytical model, a numerical estimate from mock galaxy cat-
alogues, and a direct measurement from the data using a Jack-
knife approach. There are merits and drawbacks to each estimator,
which we discuss below. In the cosmological analysis that fol-
lows in Section 6, we use the analytical covariance matrix as the
default.

We neglect the dependence of the covariance matrix on cos-
mological parameters. According to Ei�er, Schneider & Hartlap
(2009) and Kilbinger et al. (2013), this is not expected to impact our
conclusions as the cosmological parameter constraints from KiDS-
450 data are consistent with the ‘WMAP9’ cosmology adopted for
both our numerical and analytical approaches, with� m = 0.2905,
� � = 0.7095, � b = 0.0473,h = 0.6898,� 8 = 0.826, andns =
0.969 (Hinshaw et al.2013).

5.1 Jackknife covariance matrix

The Jackknife approach to determine a covariance matrix is com-
pletely empirical and does not require any assumptions of a �ducial
background cosmology (see e.g. Heymans et al.2005; Friedrich
et al. 2016). We measureNJK = 454 Jackknife sample estimates
of 
 ± by removing a single KiDS-450 tile in turn. We then con-
struct a Jackknife covariance estimate from the variance between
the partial estimates (Wall & Jenkins2012). The main drawbacks
of the Jackknife approach are the high levels of noise in the mea-
surement of the covariance, which results in a biased inversion of
the matrix, the bias that results from measuring the covariance be-
tween correlated samples, and the fact that the Jackknife estimate
is only valid when the removed sub-samples are representative of
the data set (see e.g. Zehavi et al.2002). We therefore trust only our
Jackknife estimate for angular scales less than half the extent of the
excised Jackknife region, which in our analysis extends to 1 . With
the patchwork layout of KiDS-450 (see Fig.1), larger Jackknife re-
gions are currently impractical, such that we only use the Jackknife
estimate to verify the numerical and analytical estimators on scales
� < 30 arcmin.
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5.2 Numerical covariance matrix

The standard approach to computing the covariance matrix em-
ploys a set of mock catalogues created from a large suite ofN-
body simulations. With a suf�ciently high number of independent
simulations, the impact of noise on the measurement can be mini-
mized and any bias in the inversion can be corrected to good accu-
racy (Hartlap, Simon & Schneider2007; Taylor & Joachimi2014;
Sellentin & Heavens2016). The main bene�t of this approach is that
small-scale masks and observational effects can readily be applied
and accounted for with the mock catalogue. The major drawback
of this approach is that variations in the matter distribution that are
larger than the simulation box are absent from the mock catalogues.
As small-scale modes couple to these large-scale modes (known
as ‘super-sample covariance’ or SSC), numerical methods tend to
underestimate the covariance, particularly on large scales where
sample variance dominates. This could be compensated for by sim-
ply using larger-box simulations, but for a �xed number of particles,
the resulting lack of resolution then results in a reduction of power
on small scales. This dilemma accounts for the main drawback of
using mocks, which we address by taking an alternative analytical
approach that includes the SSC contribution to the total covariance
in Section 5.3.

Our methodology to construct a numerical covariance matrix fol-
lows that described in Heymans et al. (2013), which we brie�y
outline here. We produce mock galaxy catalogues using 930 sim-
ulations from the SLICS (Scinet LIght Cone Simulation) project
(Harnois-D́eraps et al.2015). Each simulation follows the non-
linear evolution of 15363 particles within a box of size 505hŠ1 Mpc.
The density �eld is output at 18 redshift snapshots in the range of
0 < z < 3. The gravitational lensing shear and convergence are
computed at these lens planes, and a survey cone spanning 60 deg2

with a pixel resolution of 4.6 arcsec is constructed. In contrast to
previous analyses, we have a suf�cient number of simulations such
that we do not need to divide boxes into sub-realizations to increase
the number of mocks.

We construct mock catalogues for the four tomographic bins
by Monte Carlo (MC) sampling sources from the density �eld to
match the mean DIR redshift distribution and effective number
density in each bin, from the values listed in Table1. Since thisn(z)
already includes thelensFIT weights, each mock source is assigned
a weightwi = 1. We assign two-component gravitational shears
to each source by linearly interpolating the mock shear �elds, and
apply shape noise components drawn from a Gaussian distribution
determined in each bin from the weighted ellipticity variance of the
data (see Table1). We apply representative small-scale masks to
each realization using a �xed mask pattern drawn from a section
of the real data. We hence produce 930 mock shear catalogues
matching the properties of the KiDS-450 survey, each covering
60 deg2.

We measure the cosmic shear statistics in the mock catalogue
using an identical setup to the measurement of the data. We de-
rive the covariance through area-scaling of the effective area of the
mock to match that of the effective area of the KiDS-450 data set,
accounting for regions lost through masking. Area-scaling correctly
determines the total shape noise contribution to the covariance. It is
only approximate, however, when scaling the cosmological Gaus-
sian and non-Gaussian terms. We use a lognormal approximation
(Hilbert, Hartlap & Schneider2011) to estimate the error introduced
by area-scaling the mock covariance. We calculate that for the typ-
ical area of each KiDS patch (� 100 deg2) relative to the area of
each mock catalogue (60 deg2), area-scaling introduces less than a

10 per cent error on the amplitude of the cosmological contributions
to the covariance.

5.3 Analytical covariance matrix

Our favoured approach to computing the correlation function co-
variance employs an analytical model. The model is composed of
three terms:

(i) a disconnected part that includes the Gaussian contribution
to sample variance, shape noise, as well as a mixed noise-sample
variance term;

(ii) a non-Gaussian contribution from in-survey modes that orig-
inates from the connected trispectrum of matter; and

(iii) a contribution due to the coupling of in-survey and super-
survey modes.

This approach is an advance over the numerical or Jackknife ap-
proach as it does not suffer from the effects of noise, no area-scaling
is required, and the model readily accounts for the coupling with
modes larger than the simulation box. It does, however, require ap-
proximations to model higher order correlations, survey geometry,
and pixel-level effects.

The �rst Gaussian term is calculated from the formula presented
in Joachimi, Schneider & Ei�er (2008), using the effective survey
area (to account for the loss of area due to masking), the effective
galaxy number density per redshift bin (to account for the impact of
thelensFIT weights), and the weighted intrinsic ellipticity dispersion
per redshift bin (see Table1). The underlying matter power spectrum
is calculated assuming the same cosmology as the SLICSN-body
simulations, using the transfer function by Eisenstein & Hu (1998)
and the non-linear corrections by Takahashi et al. (2012). Conver-
gence power spectra are then derived by a line-of-sight integration
over the DIR redshift distribution from Section 3.2.

To calculate the second, non-Gaussian ‘in-survey’ contribution,
we closely follow the formalism of Takada & Hu (2013). The re-
sulting convergence power spectrum covariance is transformed into
that of the correlation functions via the relations laid out in Kaiser
(1992). The connected trispectrum underlying this term is calcu-
lated via the halo model, using the halo mass function and halo
bias of Tinker et al. (2010). We assume a Navarro, Frenk & White
(1996) halo pro�le with the concentration–mass relation by Duffy
et al. (2008) and employ the analytical form of its Fourier transform
by Scoccimarro et al. (2001). The matter power spectra and line-
of-sight integrations are performed in the same manner as for the
Gaussian contribution. We do not account explicitly for the survey
footprint in the in-survey covariance contributions. This will lead
to a slight overestimation of the covariance of
 + on large scales
(Sato et al.2011).

The �nal SSC term was modelled by Takada & Hu (2013) as
the response of the matter power spectrum to a background density
composed of modes larger than the survey footprint. This response
can again be expressed in terms of the halo model. It comprises
contributions sometimes referred to as halo sample variance and
beat coupling, plus a dilation term identi�ed by Li, Hu & Takada
(2014). The coupling of super-survey modes into the survey is
caused by the �nite survey footprint, which therefore needs to be
modelled accurately. We account for this by creating anN_side =
1024 pixelHEALPIX map (Ǵorski et al.2005) of the current full KiDS
survey footprint and convert the part of the formalism by Takada &
Hu (2013) pertaining to survey geometry into spherical harmonics.
We refer the reader to Joachimi et al. (in preparation) for a detailed
description of our analytical model.
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Figure 3. Comparison between the analytical correlation matrix (lower
triangle) and the numerical correlation matrix (upper triangle). We order the

 ± values in the data vector by redshift bins (m, n) as labelled, with the
seven angular bins of
 + followed by the six angular bins of
 Š . In this
�gure, the covarianceCij is normalized by the diagonal

�
Cii Cjj to display

the correlation matrix.

5.4 Comparison of covariance estimators

In Fig. 3, we compare the correlation matrix of
 ij
± estimated using

the analytical approach (lower triangle) with that estimated using
the numerical approach (upper triangle) on the scales chosen for
this analysis (see Section 6). We see a broad agreement between
the two approaches that the
 + statistic is highly correlated across
angular scales and redshift bins, and that the correlation is less
pronounced for the
 Š statistic. The most striking result from this
visual comparison, however, is that, even though we have 930 mock
simulations, the noise on the numerical result is very pronounced.
As shown in Section 6.4, the differences highlighted by Fig.3,
on a point-by-point basis, do not, however, signi�cantly change
our cosmological parameter constraints. These differences will be
explored further in Joachimi et al. (in preparation).

Fig. 4 provides a quantitative comparison between the three co-
variance estimates, focusing on the ‘diagonal’ components and
showing the S/N. For a representative sample of 6 out of the 10
different tomographic bin combinations, we show the expected
S/N across the angular scales used in our analysis. The signal
is taken from a theoretical model using the same cosmology as
the SLICS simulations and the error is taken from the analytical
(solid), numerical (dotted), and Jackknife (dashed) estimators. We
�nd a good agreement between the three error estimates on scales
� < 30 arcmin, with the highest S/N measurement coming from

 + in the cross-correlated ‘3-4’ tomographic bin. On large scales,
we �nd that the numerical approach underestimates the variance
of 
 ± , in comparison to the analytical approach. This is expected
as the mock galaxy catalogues do not include SSC and are sub-
ject to �nite box effects which become signi�cant on large scales
(Harnois-D́eraps & van Waerbeke2015). Note that the Jackknife
errors are invalid on these scales and hence are not shown.

Based on this comparison, we conclude that the analytical method
provides a reliable (and quick) recipe for obtaining a noise-free
estimate of the covariance matrix that includes SSC. We therefore
use it as the default in our analysis. In Section 6.4, we run an
additional analysis with the numerical covariance matrix.

Figure 4. S/N estimates for the
 + (upper panel) and
 Š (lower panel)
statistics using three different error estimates: an analytical approach (solid),
N-body mock simulations (dotted), and Jackknife (dashed). A representative
selection of 6 out of the 10 different tomographic bin combinations are shown
with autocorrelations on the left-hand side (bins 1-1, 2-2, and 4-4) and cross-
correlations shown on the right-hand side (bins 1-2, 1-3, and 3-4). There is
a good agreement between the three error estimates on scales� < 30 arcmin
with the highest S/N measurement coming from
 + in the cross-correlated
3-4 bin. Note that the Jackknife errors are shown only for those scales for
which the method is valid.

5.5 Propagation of shear calibration uncertainty

As described in Section 2.5 and Appendix D3, we apply a cali-
bration correction factor of (1+ m)Š1 to our shear measurements.
The correction is at the per cent level: In the four tomographic
bins, we havem = Š 0.0131,Š0.0107,Š0.0087, andŠ0.0217. In
Appendix D3, we estimate the systematic uncertainty inm to be
� m = 0.01. We therefore allow for an additional overall scaling
of all shear values by a Gaussian random variablef of mean 1 and
standard deviation� m � 1 by modifying the data covariance matrix
C to

Ccal
ij = 4
 i 
 j � 2

m + Cij . (12)

[The factor 4 in the �rst term of equation (12) is due to the
 ±

scaling withf2, which has standard deviation� 2� m.]
We use the data to determine the additive calibration term, as

described in Appendix D4, where the uncertainty on this correction
is � c � 2 × 10Š4 per tomographic bin. On the angular scales used
in this analysis, the error (� c)2 on the additive correction to
 + is
negligible and is therefore not included in our error budget. No
additive correction is made to
 Š .

6 RESULTS

We measure the two-point shear-correlation functions
 ± with the
public ATHENA code,11 which implements the estimator from equa-
tion (2). The measured ellipticities are corrected for the multiplica-
tive and additive biases described in Appendices D3 and D4. In
order to be insensitive to residual uncertainties in the additive shear

11 http://www.cosmostat.org/software/athena/
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bias calibration, we limit our analysis to scales� < 72 arcmin for

 + . The angular range for
 Š is limited by the declination extent
of the KiDS patches to� < 5 . At small angular separations, the
uncertainties in the model at non-linear scales as well as the low
S/N lead us to impose lower limits of� > 0.5 arcmin for
 + and
� > 4.2 arcmin for
 Š . Overall, we use nine logarithmically spaced
bins spanning 0.5< � < 300 arcmin, of which the �rst seven are
used for
 + and the last six for
 Š .

The resulting correlation functions for all possible combinations
of the four tomographic bins are shown in Fig.5. The errors corre-
spond to the square root of the diagonal of the analytical covariance
matrix (Section 5.3) and are highly correlated, as shown in Fig.3.
Overplotted is the best-�tting cosmic shear and intrinsic galaxy
alignment model, as obtained from our primary analysis described
in Section 6.2.

Besides the
 ± correlation functions, we also estimate the de-
rived quantities
 E and
 B (where the theoretical background and
measurements are presented in Appendix D6). These statistics rep-
resent an approximate way to separate gradient modes (E) from curl
modes (B) in the shear �eld. The
 B correlation function is often
used as a null test for systematic errors. We �nd a small, but signif-
icant 
 B signal at the smallest angular scales with� < 4.2 arcmin.
In Section 6.5, we demonstrate that
 B has a negligible impact on
the cosmological constraints.

Cosmic shear is the most sensitive to a degenerate combina-
tion of the cosmological parameters� m and� 8 with the amplitude
of 
 ± roughly scaling withS2.5

8 , whereS8 � � 8
�

� m/ 0.3 (Jain &
Seljak1997). In the analysis presented in this section, we therefore
concentrate on these two parameters and, in particular, their com-
binationS8, by marginalizing over all other parameters within the
framework of a �at� CDM universe. In Appendix F, we review our
constraints within the full parameter space.

6.1 Parameters, priors, and information criterion

In order to arrive at meaningful cosmological constraints and to
avoid non-physical solutions, we include top-hat priors on sev-
eral cosmological parameters as well as the parameters that model
the astrophysical systematic errors, the amplitude of the intrinsic
alignment signal,AIA , and the baryon feedback parameterB. We
summarize the priors in Table3. In several cases, we expect these
to be informative (and this is borne out by the analysis), but the
choice is justi�ed because the majority of these parameters are
poorly constrained by current weak-lensing surveys, with the no-
table exception ofS8. We refer the reader to Joudaki et al. (2016a)
for a detailed analysis of how the choice of prior impacts upon the
resulting parameter constraints, showing that using progressively
more informative priors onh, ns, andAs truncates the extremes of
the� 8–� m degeneracy, but does not alter constraints onS8. When
comparing different weak-lensing surveys, analysed using different
priors, one should therefore be careful not to emphasize differences
between the tails of the� 8 and� m distributions, which could be
arti�cially truncated by the choice of prior.

In this analysis, we are interested in using KiDS-450 to explore
the reported tension in cosmological parameter constraints between
CFHTLenS andPlanck. We therefore ensure that any informative
priors that we use are motivated by non-CMB cosmological probes.
For our prior onh, we use distance-ladder constraints from Riess
et al. (2016), who �nd h= 0.730± 0.018. We choose to adopt a top-
hat prior with a conservative width± 5� such that 0.64< h < 0.82.
This prior is also consistent with the values ofh preferred by Planck
Collaboration XIII (2016a), who �nd h = 0.673± 0.007. Note that

h is completely degenerate with� MC. The COSMOMC code used here
and described in Section 6.2 samples in� MC for technical reasons,
and hence,h is a derived parameter in our analysis. However, we
choose the� MC prior to be so wide as to be effectively irrelevant
and add in any prior information throughh. This is necessary as
non-CMB analyses usually report constraints in terms ofh instead
of � MC.

For our top-hat prior on� bh2, we use big bang nucleosynthesis
constraints from Olive et al. (2014), again adopting a conservative
width of ± 5� such that 0.019< � bh2 < 0.026. Our other prior
choices are broad.

The best-�tting effective� 2 is de�ned as� 2
eff (�̂ ) = Š 2 lnL max,

where�̂ is the vector of the model parameters that yields the maxi-
mum likelihoodL max. For purposes of model selection, we use the
DIC (Spiegelhalter et al.2002, also see Joudaki et al.2016afor
further details):

DIC � � 2
eff (�̂ ) + 2pD , (13)

where pD = � 2
eff (� ) Š � 2

eff (�̂ ) is the Bayesian complexity, which
acts to penalize more complex models, where� 2

eff (� ) represents
� 2 averaged over the posterior distribution. The difference in DIC
values between two competing models is computationally less ex-
pensive to calculate than the Bayes factor (e.g. Trotta2008), an
alternative measure given by the evidence ratio of the two mod-
els. Furthermore, calculating the evidence is non-trivial due to our
particular approach for propagating the photometric redshift uncer-
tainties into the analysis. We take a DIC difference between two
models in excess of 10 to constitute a strong preference in favour
of the model with the lower DIC (corresponding to odds of 1 in 148
for two models with the same complexity).

6.2 Cosmological parameter constraints

We obtain cosmological parameter estimates from a Bayesian like-
lihood analysis using the COSMOMC software, includingCAMB

(Lewis, Challinor & Lasenby2000; Lewis & Bridle 2002). Our ex-
tended version uses a halo model recipe based on HMCODE (Mead
et al. 2015) to calculate the effect of baryons on the total matter
power spectrum and closely follows the Joudaki et al. (2016a) re-
analysis of the CFHTLenS data, with the exception of the handling
of photo-z errors. Our primary KiDS-450 analysis includes the full
modelling for intrinsic galaxy alignments (see Section 4.2) and
baryon feedback (see Section 4.3), the weighted direct calibration
(DIR) of the photometric redshift distribution with an error estimate
(see Section 3.2), and the analytic estimate of the covariance matrix
(see Section 5.3). Fig.6 shows the con�dence contours of the cos-
mologically most relevant parameters constrained,� m and� 8 (and
their combinationS8), in comparison to the CFHTLenS results, as
well as pre-PlanckCMB measurements (Calabrese et al.2013), and
Planck(Planck Collaboration XIII2016a). Note that the CFHTLenS
constraints use a somewhat more informative prior onAs, which arti-
�cially decreases the extent of the con�dence contours along the de-
generacy direction in comparison to the KiDS-450 constraints. The
measurements forS8 and the comparison to CMB measurements
are, however, unaffected by this informative prior. The con�dence
contours for all pairwise combinations of the model parameters are
presented in Fig.F1.

While the two lensing analyses (KiDS-450, CFHTLenS) and
the pre-Planck CMB results are consistent with each other, with
overlapping 1� contours, there is tension between the KiDS-450
andPlanckresults, similar to that found for CFHTLenS. The tension

MNRAS 465,1454–1498 (2017)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article-abstract/465/2/1454/2417034 by Liverpool John M
oores U

niversity user on 23 July 2020



1468 H. Hildebrandt et al.

Figure 5. Tomographic measurements of
 + (upper left-hand panels) and
 Š (lower right-hand panels) from the full KiDS-450 data set. The errors shown
here correspond to the diagonal of the analytical covariance matrix (Section 5.3). The theoretical model using the best-�tting cosmological parameters from
TableF1 is shown (solid), which is composed of a cosmic shear term (GG, dotted) and two intrinsic alignment terms (GI, dot–dashed, and II, dashed).

Table 3. Cosmological priors on{ � ch2, � bh2, � MC, As, ns, h, kpivot, 	 m� }
and astrophysical systematic priors on{ AIA , B} . � s denotes the angular size
of the sound horizon at the redshift of last scattering andkpivot corresponds
to the scale where the scalar spectrum has the amplitudeAs. Note thath is
closely tied to� MC, and we choose to add an informative prior onh only.

Parameter Symbol Prior

CDM density � ch2 [0.01, 0.99]
Baryon density � bh2 [0.019, 0.026]
100× approximation to� s 100� MC [0.5, 10]
Scalar spectrum amplitude ln (1010As) [1.7, 5.0]
Scalar spectral index ns [0.7, 1.3]
Hubble parameter h [0.64, 0.82]
Pivot scale (MpcŠ1) kpivot 0.05
Neutrino mass (eV) 	 m� 0.00
IA amplitude AIA [ Š 6, 6]
Feedback amplitude B [2, 4]

with respect toPlanckis signi�cant at the 2.3� level. We explore
concordance in the full parameter space in Section 6.9. Note that
a recent reanalysis of thePlanckdata (Planck Collaboration2016)
�nds slightly different values for� 8 and� m but essentially the same
S8. Hence, the tension with respect to this KiDS-450 study is not
affected.

We �nd that the KiDS-450 cosmic shear analysis is not partic-
ularly sensitive to the Hubble parameter so that constraints on this
parameter are relatively loose and dominated by the prior employed
in the analysis. The choice of the prior onh does not change the
results forS8: A change inh moves the constraints along the curved
degeneracy direction in the� m–� 8 plane, effectively keepingS8

and its error constant (see Fig.F2).
We chose to adopt the DIR method as our primary calibration

of the redshift distributions for the four tomographic bins because
arguably it gives the smallest systematic uncertainties (see Ap-
pendix C for a detailed discussion). We use bootstrap realizations to
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KiDS: cosmological parameters 1469

Figure 6. Marginalized posterior contours [inner 68 per cent con�dence level (CL), outer 95 per cent CL] in the� m–� 8 plane (left-hand panel) and� m–S8

plane (right-hand panel) from the present work (green), CFHTLenS (grey), pre-PlanckCMB measurements (blue), andPlanck2015 (orange). Note that the
horizontal extent of the con�dence contours of the lensing measurements is sensitive to the choice of the prior on the scalar spectrum amplitudeAs. The
CFHTLenS results are based on a more informative prior onAs arti�cially shortening the contour along the degeneracy direction.

Table 4. Setups for the different MCMC runs. The �rst column gives a short descriptive name to the setup, and the second and third columns refer the
reader to the section and �gure in which the setup is discussed. Columns 4–6 indicate which astrophysical systematics are marginalized over in each
run. Columns 7 and 8 report the choices for the redshift distribution and the covariance matrix, respectively. Columns 8, 9, and 10 indicate whether the
equation-of-state parameterw is varied, the KiDS results are combined withPlanck(TT + lowP), and 2× 
 B is subtracted from
 + . The last column
gives the angular scales used for
 + . For 
 Š we use scales of 4.2–300 arcmin for all setups.

Setup Section Figure Baryons IA Photo-z n(z) Covariance w Combined wit B-mode scales
error Planck subtraction 
 +

KiDS-450 6.2 6
� � �

DIR Analytical – – – 0.
5 – 72


DIR 6.3 7 –
� �

DIR Analytical – – – 0.
5 – 72


CC 6.3 7 –
� �

CC Analytical – – – 0.
5 – 72


BOR 6.3 7 –
�

– BOR Analytical – – – 0.
5 – 72


BPZ 6.3 7 –
�

– BPZ Analytical – – – 0.
5 – 72


No systematics 6.4 – – – – DIR Analytical – – – 0.
5 – 72


N-body 6.4 – – – – DIR N-body – – – 0.
5 – 72


DIR-no-error 6.5 8 –
�

– DIR Analytical – – – 0.
5 – 72


B mode 6.5 8 –
�

– DIR Analytical – –
�

0.
5 – 72



 + large scale 6.5 8 –
�

– DIR Analytical – – – 4.
2 – 72


wCDM 6.7 9
� � �

DIR Analytical
�

– – 0.
5 – 72


+Planck 7 –
� � �

DIR Analytical –
�

– 0.
5 – 72


model the uncertainties and to capture the correlations between the
different tomographic bins (we build the bootstrap sample from the
spec-z catalogue and run the whole DIR process for each sample).
We runN= 750 Monte Carlo Markov chains (MCMCs) varying the
input set of tomographic redshift distributions each time by picking
one bootstrap realization at a time. By combining allN chains, we
accurately marginalize over our full uncertainty on the photomet-
ric redshift distribution without having to resort to modelling the
photometric redshift error as an uncorrelated shift in the mean, as
in Joudaki et al. (2016a) and Abbott et al. (2016). The value ofN
= 750 was determined through convergence tests on the �nal com-
bined chain. We use a conservative criterion of (RŠ 1) < 2 × 10Š2,
whereR is de�ned as the variance of chain means divided by the
mean of chain variances (Gelman & Rubin1992). We have veri�ed
that our results are stable to further exploration in the tails of the
distribution.

In the following sections, we explore a series of restricted models
that allow us to test the impact of different effects on the resulting
cosmological parameters. The setups for the different analyses are

summarized in Table4, and the results are described in Sections 6.3–
6.7. A one-dimensional (1D) comparison of the constraints on the
combined cosmological parameterS8 for different setups of our
KiDS-450 analysis and different external data sets can be found in
Section 6.8.

6.3 Impact of photometric redshift uncertainty

In this section, we explore the sensitivity of the cosmological param-
eter constraints to the method with which the photometric redshift
distributions are determined. We consider the three cases discussed
in Section 3: the weighted direct calibration (DIR, Section 3.2),
the cross-correlation analysis (CC, Section 3.3), and the recalibra-
tion of the photometricP(z) (BOR, Section 3.4). We compare those
three recalibrations to the uncalibrated redshift distributions that are
based directly on the stackedP(z) from BPZ.

We use the same model and priors as for the primary analysis in
Section 6.2, with the exception of the baryon feedback amplitude,
which we set to zero. As discussed in Section 6.8, this astrophysical
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1470 H. Hildebrandt et al.

Figure 7. Marginalized posterior contours (inner 68 per cent CL, outer
95 per cent CL) in the� m–� 8 plane, examining the impact of photometric
redshift uncertainty and calibration methods. Shown are the constraints in
the� m–� 8 plane for the weighted direct calibration with errors (DIR, blue),
the calibration with cross-correlations with errors (CC, grey), the original
stackedP(z) from BPZ (green), and their recalibrated version (BOR, yellow).

systematic has only a small impact on the overall result, and since for
a sensitivity test we are more interested in parameter changes than in
actual values, we revert to a dark-matter-only power spectrum in this
comparison. This choice also enables us to switch from HMCODE

to the faster Takahashi et al. (2012) model for the non-linear power
spectrum.

For each of the three calibration methods (DIR, CC, BOR), we
estimate statistical errors from a bootstrap resampling of the spec-
troscopic calibration sample (see Section 6.2 for details of the imple-
mentation). Including those uncertainties will broaden the contours.
As can be seen in Fig.2, these bootstrap errors are very small for
the BOR method. This is due to the fact that a lot of information in
that technique is based on the photometricP(z) and the recalibra-
tion is more stable under bootstrap resampling of the spectroscopic
calibration sample than for the other two methods. Hence, to further
speed up the MCMC runs, we neglect the BOR errors in the fol-
lowing with no visible impact on the results. The uncertainties on
the DIR method – while larger than the BOR errors – are also neg-
ligible compared to the shot noise in the shear correlation function
(see Appendix C2). We nevertheless include these errors here (as
before) since DIR is our primary calibration method. The statistical
errors on the CC method are larger than for the two other methods,
owing to the as yet small area covered by the spectroscopic surveys
that we can cross-correlate with. More importantly, we estimate
that the limited available area also gives rise to a larger systematic
uncertainty on the CC method compared to the DIR technique. All
major requirements for the DIR technique are met in this analysis,
whereas the CC method will only realize its full potential when
larger deep spec-z surveys become available.

The resulting con�dence contours in the� m–� 8 plane for the
four cases are shown in Fig.7. All four cases give fully consistent
results, although there are some shifts in the contours with respect
to each other. However, with�� 2

eff � Š 10, we �nd that the DIR
and CC methods provide a better �t to the data as compared to the
BPZ and BOR methods. For future cosmic shear surveys, with con-
siderably larger data sets, it will be essential to reduce the statistical
uncertainty in the redshift calibration in order to not compromise
the statistical power of the shear measurement. For KiDS-450, the

uncertainty for our favoured DIR calibration scheme is still sub-
dominant.

In summary, we �nd that the four possible choices for the photo-
metric redshift calibration technique yield consistent cosmological
parameters.

6.4 Impact of analytical and numerical covariance matrices

For our primary analysis, we choose to adopt the analytical esti-
mate of the covariance matrix described in Section 5.3, as it yields
the most reliable estimate of large-scale sample variance (includ-
ing super-sample contributions), is free from noise, and is broadly
consistent with theN-body covariance (see Section 5.4). In this sec-
tion, we compare the cosmological parameter constraints obtained
with the analytical covariance matrix with the alternative numerical
estimate, as described in Section 5.2. For this test, we set all as-
trophysical and data-related systematics to zero: this applies to the
intrinsic alignment amplitude, the baryon feedback amplitude, the
errors on the shear calibration, and the errors on the redshift distri-
butions. Fixing these parameters allows us to focus on the effect of
the different covariance matrices on the cosmological parameters.

We correct for noise bias in the inverse of the numerical co-
variance matrix estimate using the method proposed by Sellentin
& Heavens (2016). As we have a signi�cant number ofN-body
simulations, however, we note that the constraints derived using
our numerical covariance matrix are unchanged if we use the less
precise but alternative Hartlap et al. (2007) bias correction scheme.

We �nd consistency between the results for the different covari-
ance matrices, given the statistical errors of KiDS-450. There is,
however, a shift in the central values of the best-�tting parameters;
the S8 constraint for the numerical covariance is 0.04 lower than
the constraint for the analytical covariance. This shift is equiva-
lent to the size of the 1� error onS8 when all systematic effects
are included in the analysis. We attribute these shifts to SSC terms
that are correctly included only in the analytical estimate (which is
also the reason why we adopt it as our preferred covariance). The
SSC reduces the signi�cance of the large angular
 ± measurements
(see Fig.4) where our measured signal is rather low in compari-
son to the best-�tting model (see Fig.5). The numerical covariance
incorrectly gives too much weight to the large-scale results, result-
ing in a shift to lowerS8 values when the numerical covariance is
used.

In this case, where we have neglected all systematic uncertainties,
the reduced� 2 when using the numerical covariance (� 2

red = 1.2)
is lower than the analytic covariance analysis (� 2

red = 1.5). This
difference can be understood from Fig.4, where the numerical
covariance predicts slightly larger errors for the angular scales
which carry the most information. This is particularly true for the

 Š statistic.

6.5 Impact of B modes

As detailed in Appendix D6, we �nd small but signi�cant B modes
in the KiDS-450 data on angular scales� < 4.2 arcmin. In order
to assess their importance, we tested two mitigation strategies: ex-
cluding the small-scale measurements and subtracting 2× 
 B from
our 
 + measurements. The latter correction is valid if the origin
of the systematic creates E modes with the same amplitude as the
B mode. Note that
 Š is not modi�ed under this assumption, as
explained in Appendix D6. Fig.8 shows the effect of these two
B-mode correction schemes on the constraints in the� m–� 8 plane.
The contours shift somewhat when the correction is applied, and
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Figure 8. Marginalized posterior contours (inner 68 per cent CL, outer
95 per cent CL) in the� m–� 8 plane, examining the impact of different
ways of handling the B modes. Shown are the primary constraints in the
� m–� 8 plane but neglecting baryon feedback and photo-z errors (red), an
analysis that subtracts 2× 
 B from 
 + (B mode; blue), and an analysis that
uses only large scales in
 + (grey).

grow when only large scales are used, but the changes are well
within the 1� con�dence region. It therefore appears that our anal-
ysis is not signi�cantly affected by B modes: In particular, the B
modes are not suf�cient to explain the tension with respect to the
Planck results. If anything, the B-mode correction increases the
tension. Applying the B-mode correction does, however, result in
an improvement in the goodness-of-�t, with the� 2

red reducing from
1.3 to 1.1.

6.6 Impact of intrinsic galaxy alignment and baryon
feedback modelling

In our primary analysis, we constrain the amplitude of the intrinsic
alignments toAIA = 1.10± 0.64. This is in contrast to the different
CFHTLenS analyses: From a combined analysis withWMAP7,
Heymans et al. (2013) �nd an overall negative amplitude withAIA =
Š1.18+ 0.96

Š1.17, and Joudaki et al. (2016a) �nd AIA = Š 3.6 ± 1.6
from lensing alone. Interestingly, if we switch from our preferred
n(z) (DIR, determined from the weighted direct calibration) to the
stackedP(z) estimated by the photo-z codeBPZ (see Section 6.3),
i.e. the redshift distribution methodology used for CFHTLenS, we
also �nd a negativeAIA for KiDS and a considerably worse� 2

(for details, see Appendix F and, in particular, TableF1). Since
then(z) for these two different cases differ signi�cantly in the �rst
tomographic bin, where the relative in�uence of intrinsic alignments
is greatest, we conclude that theBPZ distributions are particularly
biased in this bin, which is properly calibrated by our now favoured
DIR approach from Section 3.2. The inclusion of the IA parameter
gives� DIC = Š 2.7, such that it is slightly preferred by the data.

The KiDS-450 data do not strongly constrain the baryon feedback
amplitudeB, re�ecting that this astrophysical effect is relatively
unimportant for our study. Only future cosmic shear surveys with
higher S/N measurements and �ner binning in angle and redshift or
cross-correlations between lensing and baryonic probes will allow
B to be constrained to reasonable levels. Moreover, the inclusion
of baryon feedback improves the DIC by only 1.0, such that it is
neither favoured nor disfavoured by the data.

Figure 9. Marginalized posterior contours (inner 68 per cent CL, outer
95 per cent CL) in theS8–w plane from KiDS-450 (green) andPlanck2015
(pink).

6.7 wCDM cosmology

While a comprehensive analysis of KiDS-450 constraints on exten-
sions to the standard model of cosmology is beyond the scope of
this paper, we include one test of the effect of allowing the equation-
of-state parameterw of the dark energy to vary. Unlike the other
systematics tests described above, we allow all astrophysical param-
eters to vary for this test. These constraints and their dependence
on � m are shown in Fig.9 in comparison to thePlanckresults.

We �nd that the cosmic shear result of KiDS-450 by itself is
not able to yield constraints onw, as evidenced by the extended
contours in Fig.9. Within these large uncertainties onw, there is
no discrepancy with previous measurements, and no indication for
a deviation from a cosmological constant.

6.8 Comparison ofS8 values

In Fig.10, we compare the constraints onS8 for the different setups
listed in Table4 with our primary result, and also compare with
measurements from the literature.

We �nd that the different setups yield results consistent with the
primary analysis. Neglecting all systematic uncertainties shifts the
S8 value by one standard deviation and shrinks the error bars by
30 per cent. The impact of the joint inclusion of the systematic
uncertainties on the central value ofS8 is small because the separate
shifts partially cancel each other. The small, subdominant effect of
baryon feedback can be seen by comparing the ‘KiDS-450’ setup
with the ‘DIR (no baryons)’ setup. If, additionally, the photo-z
errors on the weighted direct calibration are ignored, the constraints
labelled ‘DIR-no-error’ are obtained. Comparing those two models
hence gives an indication of the importance of the statistical error
of the photo-z calibration for the total error budget. Since theS8

errors for those two cases are almost identical, this con�rms what
was already found above, namely that statistical photo-z errors are
subdominant in the KiDS-450 analysis.

Switching from the weighted direct calibration to the alterna-
tive n(z) estimates yields consistency with the primary results, in
agreement with the �ndings of Section 6.3. Extending the model
by allowing for a free equation-of-state parameterw increases the
error onS8 by about a factor of 2. The central value is still fully
consistent with the primary setup. The two different schemes for
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1472 H. Hildebrandt et al.

Figure 10. Constraints onS8 for the different runs considered in the KiDS-450 analysis as well as several literature measurements. The grey band indicates
the 1� constraints from our primary analysis. Note that most of the runs which test for systematic errors (blue data points) switch off some of the astrophysical
or redshift systematics. Hence, not all data points shown here are fully comparable. For numerical values of the plotted data points, see TableF1.

correcting for the B modes are consistent with the ‘no baryons, no
photo-zerr.’ case, as already seen in Section 6.5.

Comparing the KiDS-450 constraints with external data sets, we
�nd consistency with the reanalysis of CFHTLenS by Joudaki et al.
(2016a) and pre-PlanckCMB constraints by Calabrese et al. (2013).
The DES-SV tomographic cosmic shear constraints (Abbott et al.
2016) and theWMAPnine-year results (Hinshaw et al.2013) have
wider error bars that are also consistent with KiDS-450 but tend
towards higherS8 values. A mild discrepancy of� 1.5� is found
with the most recent cosmic shear results from the Deep Lens Survey
(Jee et al.2016), which are based on deeper, and hence harder
to calibrate, data. For a full overview of the constraints obtained
from older cosmic shear measurements, see Kilbinger (2015), and
references therein.

The greatest tension, at 2.3� , is found when comparing with
the2015Planckresults (Planck Collaboration XIII2016a), though
the tension is diminished in the Spergel et al. (2015) reanalysis of the
Planckdata. The uncertainty on the KiDS-450 result forS8 is about
a factor of 2 larger than the uncertainty fromPlanck and almost
identical to the uncertainty from the best pre-Planckanalyses and
CFHTLenS. Understanding the cause of the discordance between
the latest CMB and cosmic shear data sets is an important challenge
for observational cosmology.

It is interesting to compare with recent results based on alter-
native measurements that also constrain� 8 and� m. For instance,
the number density of massive clusters of galaxies as a function
of redshift is a sensitive probe of the large-scale structure growth
rate. New wide-area millimetre surveys that detect large numbers
of galaxy clusters with relatively well-de�ned selection functions
through the thermal Sunyaev–Zel’dovich effect (e.g. Hassel�eld

et al.2013; Bleem et al.2015; Planck Collaboration et al.2016c),
and improvements in the calibration of cluster masses (Applegate
et al. 2014; Hoekstra et al.2015), have resulted in constraints on
cosmological parameters of comparable power to the KiDS-450
cosmic shear results. Planck Collaboration XXIV (2016b) use a
sample of 439 clusters. Although the accuracy is still affected by
uncertainties in the mass calibration, they report values for� 8 that
are lower than the best-�tting values from the primary CMB but
agree well with our results. Similarly, de Haan et al. (2016) used
377 cluster candidates from the South Pole Telescope and found� 8

= 0.772± 0.029 (for� m = 0.3) in excellent agreement with our
results. Similar low values for� 8 are found in recent studies that
make use of a combination of galaxy–galaxy lensing (GGL) and
galaxy clustering (Cacciato et al.2013; Mandelbaum et al.2013;
More et al.2015). This complementary approach does not trace
the matter power spectrum directly but instead measures the mass
associated with galaxies as well as their linear density bias.

Measurements of redshift-space distortions, using large spec-
troscopic surveys, provide another interesting avenue to study the
growth rate. Planck Collaboration XIII (2016a) present a compi-
lation of constraints from redshift-space distortions as a function
of redshift, again indicating a preference for lower growth rates
compared to the predictions from the best-�tting� CDM model to
the CMB. For instance, Beutler et al. (2014) use the Baryon Os-
cillation Spectroscopic Survey (BOSS) CMASS DR11 sample, and
conversion of their results atzeff = 0.57 implies� 8 = 0.73± 0.05,
while Samushia et al. (2014) use the same data to �nd� 8 = 0.77
± 0.05. More recent analyses of the BOSS CMASS DR12 sample
(Gil-Mar�́n et al.2016a,b) con�rm these results with tighter error
bars. Generally, most redshift-space distortion results seem to be
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in agreement with our measurements, even if the degree of tension
with thePlanckresults varies from study to study.

6.9 Assessing concordance withPlanck

In Section 6.8, we compare measurements ofS8, but this does
not necessarily capture the overall level of dis/concordance be-
tweenPlanckand KiDS-450. In assessing the concordance between
CFHTLenS andPlanck, Joudaki et al. (2016a) found that concor-
dance tests grounded in the DIC (Section 6.1) and Bayesian evidence
largely agreed, with the former enjoying the bene�t of being more
readily obtained from existing MCMC chains. We therefore follow
this approach and assess the level of concordance between the two
data setsD1 andD2 by computing

I (D1, D 2) � exp{Š G(D1, D 2)/ 2}, (14)

where

G(D1, D 2) = DIC(D1 � D2) Š DIC(D1) Š DIC(D2), (15)

where DIC(D1� D2) is the DIC of the combined data set. Thus, logI
is constructed to be positive when the data sets are concordant and
negative when the data sets are discordant. The signi�cance of the
concordance test follows Jeffreys’ scale (Jeffreys1961), such that
logI values in excess of± 1/ 2 are ‘substantial’, in excess of± 1 are
‘strong’, and in excess of± 2 are ‘decisive’.

For our primary analysis, we �nd that logI = Š 0.79, which
translates into substantial discordance between KiDS-450 and
Planck. This is consistent with the level of discordance inferred
from the respectiveS8 constraints. Note that we use only thePlanck
‘TT + lowP’ data for these comparisons. If we includedPlanck
polarization data as well (‘TT + TE + EE + lowP’), the discordance
would be even more pronounced.

7 DISCUSSION

The KiDS-450 data set analysed here represents one of the most
powerful cosmic shear surveys to date. Its combination of area,
depth, and image quality is unprecedented, and this results in one
of the most accurate and precise cosmological constraints from
cosmic shear to date. In view of this precision, understanding sys-
tematic uncertainties becomes more important than in any previous
such analysis. The treatment of systematic errors in the shear and
photo-zmeasurements of KiDS-450 is based on the most advanced
methods described in the literature. After accounting for residual
uncertainties in these calibrations, KiDS-450 yields a constraining
power on cosmological parameters similar to CFHTLenS.

The results presented in Section 6 reveal a tension betweenPlanck
and KiDS-450 constraints on the matter density and the normaliza-
tion of the matter power spectrum. While the 2.3� level tension
in the combined parameterS8 is similar compared with previous
analyses like CFHTLenS, there is now less room for explaining
this tension with photometric redshift errors that were either unac-
counted for or not considered as rigorously in the past. The reduced
� 2 value of� 2

eff / dof = 1.3 for our primary analysis indicates that
our model is a reasonable �t. Traditionally, weak-lensing analyses
have focused on possible systematic errors in the shear measure-
ments, and there are now a number of techniques that are able
to achieve calibration uncertainties of the order of a per cent (see
Mandelbaum et al.2015for a recent compilation). This level of ac-
curacy is adequate for ground-based surveys like KiDS. Attention
is therefore shifting to the other main observable, the photometric
redshifts.

The calibration of the source redshift distribution remains one
of the main uncertainties in the analysis. In this work, we com-
pared three different calibration techniques and we found consistent
cosmological results. Our primary method (DIR) is conceptually
straightforward and statistically suf�ciently powerful for present
purposes but relies on available deep spectroscopic surveys that
span the full range of colours and magnitudes of KiDS galaxies –
something that is only beginning to be the case with current data.
For the alternative galaxy clustering based method (CC), the er-
rors on the calibration are so large that the tension withPlanck
disappears. However, we believe that this calibration technique is
currently the most problematic, both in terms of statistical power
and in terms of systematic errors. Hence, this apparent consistency
should not be overstressed. Estimating the cross-correlations from
a much larger area in the future will not only yield better statis-
tics, but also alleviate some of the systematic problems discussed
in Appendix C3.2. Interestingly, the best-�tting� 2

eff increases by
� 10 when switching from either the DIR or CC redshift distribu-
tions to the BOR orBPZ distributions (see TableF2). This could be
an indication that indeed the two recalibratedn(z) (DIR, CC) are
a better representation of the data compared with the two sets of
stackedP(z) (BOR, BPZ). All three recalibration approaches suf-
fer from sample variance in the spec-z calibration sample due
to its �nite size, which we do not explicitly take into account.
For KiDS-450, we estimate that this sample variance is subdom-
inant to other sources of error on the cosmological parameters
though.

We have found a small but signi�cant B-mode signal at small an-
gular scales. Its existence hints at some aspect of the data that is not
well understood, but ironically only the statistical power of KiDS
makes it possible to detect such a low-level B-mode signal. We
assessed the impact of the measured B modes on our cosmological
constraints by excluding the small angular scales from the analy-
sis and by subtracting them from the E-mode signal under certain
reasonable assumptions (Appendix D6). In both cases, we found
no signi�cant difference in the inferred cosmological parameters
compared with our primary measurements. Given the small ampli-
tude of the measured B modes, it seems unlikely that an improved
understanding would lead to full consistency with all external data
sets considered here.

It is interesting to compare our �ndings with several recent re-
analyses of thePlanck data and with results from earlier CMB
measurements. The general picture is that those reanalyses and in-
dependent measurements are more consistent with our �ndings than
thePlanck2015 results. As for whether the main systematic prob-
lems are on the side of the weak-lensing measurements or whether
some aspect of the (much higher S/N) CMB measurements have
to be revised remains a topic for further investigation. In order to
make our results compatible with thePlanck2015 constraints, one
would have to assume the unlikely scenario that strong systematic
errors have been overlooked. In particular, one would require a
multiplicative shear bias ofm � 0.16 or a photo-z bias of � z �
0.14, which have been left unaccounted for in this lensing analysis.
These numbers are signi�cantly larger than our estimated errors
on them correction and the DIR photo-z calibration. Even if we
had underestimated these errors, the main conclusions of this paper
would not signi�cantly change. For example, adopting a three-fold
increase in the error on our shear calibration correction� m would
increase our error onS8 only by � 15 per cent (see Section A4 and
Fig. A2), still resulting in a� 2� tension with respect toPlanck.
A similar argument holds for the residual sample variance in the
photo-z calibration.
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8 SUMMARY AND OUTLOOK

In this paper, we present the �rst tomographic cosmic shear anal-
ysis of the KiDS using almost one-third of the �nal data volume
(� 450 deg2). We make use of state-of-the-art data-analysis tools
like the THELI pipeline for image reduction of the lensing data, the
ASTRO-WISE system for multicolour reduction and measurements,
a new self-calibrating version oflensFIT for shear measurements,
and three different photo-zcalibration methods based on deep spec-
troscopic surveys. For the estimation of measurement errors and
sample variance, we employ a redundant approach by estimating
two independent covariance matrices for our data vector using an
analytical and numerical approach. Our theoretical model mitigates
the impact of astrophysical systematic effects related to intrinsic
galaxy alignments and baryon feedback. The analysis was fully
blinded with three different shear estimates in the catalogues. Un-
blinding occurred right before submission of this paper.

The high-level data products used in this paper are publicly avail-
able athttp://kids.strw.leidenuniv.nl/. This release includes the shear
correlation functions, the covariance matrices, redshift distributions
from the weighted direct calibration and their bootstrap realizations,
and the full MCMCs for the primary analysis.

Our �ndings are as follows:

(i) We �nd a best-�tting value forS8 � � 8
�

� m/ 0.3 = 0.745±
0.039 assuming a �at� CDM model using weak external priors.
The uncertainty on this parameter combination is within a factor of
2 of that derived fromPlanckalone, although constraints on� 8 and
� m separately are much tighter forPlanck. These �ndings are in
tension with thePlanck2015 results at the 2.3� level but consistent
with previous cosmic shear analyses and a number of other literature
measurements.

(ii) We use three different photo-z calibration methods, which
yield slightly different redshift distributions. When the uncertainty
in each calibration is included in the cosmological analysis, we �nd
consistent cosmological constraints.

(iii) For our primary results, we use the photo-z calibration
method which makes the fewest assumptions and hence is most
likely to have the best control of systematic errors. This direct cali-
bration technique has uncertainties that are subdominant compared
to the measurement errors. As an independent cross-check, we also
estimate cosmological constraints based on an alternative calibra-
tion technique that uses angular cross-correlations. The statistical
uncertainties resulting from this technique dominate the error bud-
get because of small areal coverage, resulting in weaker constraints
that are, however, compatible withPlanck, previous cosmic shear
analyses, and other literature measurements. Further checks using
the uncalibrated photo-z probability distributions, or a recalibrated
version, give results that do not differ signi�cantly from the primary
analysis.

(iv) The multiplicative shear calibration estimated from a suite of
dedicated end-to-end image simulations is of the order of 1 per cent
with a statistical error of 0.3 per cent and a systematic uncertainty
of 1 per cent. This calibration is a factor of 4 smaller than the one
applied to the CFHTLenS shear measurements, thanks to the new
self-calibrating version oflensFIT.

(v) The additive shear calibration estimated empirically from the
data by averaging galaxy ellipticities in the different KiDS patches
and redshift bins is, on average, a factor of 2 smaller than the one
derived for the CFHTLenS analysis. We calibrate each� 100 deg2

patch and each tomographic bin separately for this effect.
(vi) We use two independent covariance matrices, one estimated

analytically and the other one fromN-body simulations, and �nd

that they agree on small scales. On large scales, theN-body method
underestimates the covariance due to missing SSC terms. Thus,
we use the analytical estimate for the �nal results. This is the �rst
time that the full SSC contribution is calculated and used in an
observational cosmic shear analysis.

(vii) We measure signi�cant but low-level shear B modes on the
smallest angular scales used in our analysis. This hints at some
as yet uncorrected systematic error in the data. Making reasonable
assumptions about the behaviour of these B modes or restricting
the analysis to large scales with� � 4.2 arcmin, we show that
the cosmological conclusions, in particular the tension found with
Planck, are not affected.

(viii) We constrain the amplitude of the intrinsic alignments to
AIA = 1.10 ± 0.64 assuming no luminosity or redshift depen-
dence. The tension with the previously reported negative ampli-
tude AIA = Š 1.18+ 0.96

Š1.17 from a joint analysis of CFHTLenS with
WMAP7(see Heymans et al.2013) can be fully understood in terms
of our improved knowledge of the true redshift distribution for low
photometric redshift galaxies.

(ix) We extend our analysis towCDM models, varying the
equation-of-state parameterw. We �nd full consistency with a cos-
mological constant.

Data acquisition for the KiDS is ongoing, and we will revisit this
cosmic shear measurement with future data releases. The European
VIKING (VISTA Kilo-Degree Infrared Galaxy; Edge et al.2013)
survey complements KiDS in �ve near-infrared bands. Inclusion
of VIKING data will lead to better photo-z and allow us to ef�-
ciently use redshiftsz > 1. These better photo-z will also make
it possible to divide the source sample into more tomographic
bins giving a better resolution along the line of sight. The red-
shift calibration will bene�t as well since the mapping from 9D
magnitude space (ugriZYJHKs) to redshift is better de�ned, with
fewer colour–redshift degeneracies than in the 4D case presented
here.

As the survey grows and the statistical precision increases fur-
ther, it will become crucial to obtain a better understanding of
the small-scale B modes and derive a correction scheme. We
are currently investigating different hypotheses, but as the pres-
ence of small-scale B modes does not impact the conclusions
that we can draw from this KiDS-450 analysis, we leave a de-
tailed investigation of the source of the B modes to a subsequent
analysis.

Future progress in cosmic shear measurements will rely heav-
ily on external data sets, in particular deep spectroscopic calibra-
tion �elds. Ideally, the weighted direct calibration used here should
be carried out in a redundant way by using multiple independent
spectroscopic surveys from different instruments and telescopes as
well as from many different lines of sight. Filling up gaps in high-
dimensional magnitude space by using a technique as described in
Masters et al. (2015) will greatly help to reach the full potential
of cosmic shear measurements. In general, shallower and wider
surveys are easier to calibrate with this technique compared with
deeper, narrower surveys, which is an important constraint for future
observation plans.

If the tension between cosmological probes persists in the fu-
ture, despite increasingly accurate corrections for systematic er-
rors, modi�cation of the current concordance model will become
necessary (see e.g. Riess et al.2016). It is still too early to make
the case for such extended models based on the KiDS-450 data
alone, but in this cosmic shear study, we see no evidence that this
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tension can be attributed to systematic errors in the weak-lensing
results.
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APPENDIX A: REQUIREMENTS ON THE
SHEAR AND PHOTO- z CALIBRATIONS

Given the statistical power of KiDS-450, it is important to ask the
question how well we need to calibrate the shear and photo-z esti-
mates. We use a Fisher matrix formalism to get such an estimate of
the required calibration. As a �ducial model, the following analysis
adopts a standard� CDM cosmology with parameters� m = 0.2905,
� b = 0.0473,� 8 = 0.826,h = 0.69,ns = 0.969, and� � = 1 Š � m

from Hinshaw et al. (2013).

A1 Fisher matrix

As a general approach to the problem, we imagine a vectorx of
random data points which is �tted by a model with parameters
p = (p1, p2, . . . , p Np). Here we employ two �tting parametersp =
(� m, S8). The data are subject to random noisen as de�ned by

x = m( p) + n( p), (A1)

where m is the predicted model vector. The random noise van-
ishes on average,� n( p)� = 0, and the covariance of noise is
C( p) � � n( p)n( p)T� . Thus, for a Gaussian noise model, the covari-
anceC fully de�nes the noise properties. A perfect, non-degenerate
model reproduces the noise-free data vector for one particular set

of parametersptrue, such that� x� = m( ptrue). In the following, ptrue
denotes our �ducial cosmology.

From noisy data, we infer the parametersp up to a statistical
uncertainty� p determined by the data likelihoodL (x| p). The
Cram̀er–Rao lower bound provides a lower limit for the parameter
uncertainty,


(�p i )2

�
� [FŠ1]ii (A2)

through the Fisher matrixF, which for a Gaussian likelihood is
given by

Fij : = Š


� 2 ln L (x| p)
� pi � pj

� �
�
�
�
�

p= ptrue

=
1
2

tr
�

CŠ1 C,i CŠ1 C,j + CŠ1 �
m,i mT

,j + m,j mT
,i

� �
(A3)

for the matrix components ofF, where

C,i :=
� C( p)

� pi

�
�
�
�

p= ptrue

; m,i :=
� m( p)

� pi

�
�
�
�

p= ptrue

(A4)

(Taylor et al.2007). The diagonal elements [FŠ1]ii are the square
of the Fisher error ofpi , � (pi), whereas the off-diagonals [FŠ1]ij

quantify the covariance betweenpi andpj.
For KiDS-450, we expressm by a tomography of shear power

spectra, similar to Hu (2002), with 30 logarithmic bins covering
angular wavenumbers between 280 and 5000. For a model of
the noise covarianceC, we apply Joachimi et al. (2008) using
the effective number density and ellipticity dispersion as listed in
Table1. With this setup, we obtain Fisher errors of� (� m) = 0.104
and� (S8) = 0.033, as well as a Pearson correlation ofr = Š 0.91
between them. Note that these errors are in good agreement with
those obtained from our ‘no-systematics’ MCMC analysis but, pre-
dictably, are slightly smaller than what we �nd once we allow for
other uncertainties (see TableF2).

A2 Bias due to calibration errors

We imagine a modelm( p) which has a set of additional nuisance or
calibration parametersq = (q1, q2, . . . , qNq) which are constrained
by external information rather than by the datax. With nuisance
parameters included, both the model and the noise covariance are
also functions ofq, henceforth denoted bym( p|q) and C( p|q),
respectively. Byqtrue we denote the values of nuisance parameters
in the �ducial model.

If qtrue is known, nothing changes in comparison to the forego-
ing Fisher formalism; we just setm( p) = m( p|qtrue) andC( p) =
C( p|qtrue). If, on the other hand, we adopt biased calibration param-
etersq = qtrue + � q, then the (average) likelihood function will, to
linear order, be shifted by

� p = Š FŠ1( ptrue) G � q (A5)

(cf. the appendix of Taylor et al.2007). Here, we have introduced
the pseudo-Fisher matrixG, whose elementsGij are de�ned as in
equation (A3) but where the partial derivatives are with respect to
the nuisance parametersqi ,

C;i :=
� C( ptrue|q)

� qi

�
�
�
�
q= qtrue

; m;i :=
� m( ptrue|q)

� qi

�
�
�
�
q= qtrue

. (A6)

MNRAS 465,1454–1498 (2017)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article-abstract/465/2/1454/2417034 by Liverpool John M
oores U

niversity user on 23 July 2020



1478 H. Hildebrandt et al.

A3 Tolerance limits

For an accurate model �t, we require the typical bias� p =
ŠFŠ1 G� q to be small in comparison to the expected statistical
error� p. For the following assessment, we assume for� p a mul-
tivariate Gaussian probability density with covarianceFŠ1 and zero
mean. The probability density function (PDF) of� q shall also obey
Gaussian statistics, now with a variance of� 2

i for each component
� qi . As test statistics for the signi�cance of a� p relative to the
typical distribution of statistical errors� p, we use

�� 2(� q) := � pT F( ptrue) � p (A7)

= � qT �
GT FŠ1( ptrue) G

�
� q . (A8)

Given a PDF model for� q, the statistics�� 2(� q) follow a distri-
bution for which the 68th percentile�� 2

68, given by

P(�� 2(� q) � �� 2
68) = 0.68, (A9)

quanti�es the spread of values. We compute the values of�� 2
68 for

a range of models for� q which differ in � 2
i . For each model, we

then consider the impact of a bias� q negligible relative to statistical
errors� p if the corresponding value of�� 2

68 is small compared
to the distribution�� 2

0 := � pT F( ptrue)� p, or if the probability of
�� 2

0 � �� 2
68 is large. We assess this by computing numerically the

p-value

p68 = P
�
�� 2

0 � �� 2
68

�
(A10)

by doing MC realizations of�� 2
0 based on random values of� p. A

large value ofp68 thus indicates that statistical errors� p are large
in comparison to systematic errors� p: The bias is negligible.

For KiDS-450, we consider two types of calibration errors� q in
each of the four tomographic bins: a systematic shift of the redshift
distribution,z= ztrue(1+ � z), and a systematic error of shear values,
� = � true(1+ m). The photo-zerrors are slightly correlated between
the tomographic binsi andj according to the correlation matrix

[r]ij =

�

�
�
�

1 + 0.03 Š0.02 + 0.04
+ 0.03 1 Š0.03 + 0.01
Š0.02 Š0.03 1 + 0.08
+ 0.04 + 0.01 + 0.08 1

�

�
�
� , (A11)

which we determined by bootstrapping the data. The systematic
errors of shear, however, are strongly correlated. We adopt a corre-
lation coef�cient ofr = 0.99 between all bins throughout. This rep-
resents a worst case scenario in terms of deriving requirements for
the shear bias calibration uncertainty. We indeed expect a strong cor-
relation between the multiplicative biases in the four tomographic
bins, as they share very similar distributions in terms of S/N and
galaxy size, which are the main parameters used to characterize
the shear bias (see Appendix D). The resultingp-values as a func-
tion of uncertainty of calibration errors are shown in the top panel
of Fig. A1. Here we assume the photo-z error to be the same in
each bin as given by the value on they-axis. Thep-value drops
below 95 per cent for photo-zand shear calibration errors with rms
uncertainties� � z, � m � 1.5 per cent for all four bins.

In addition, we consider uncertainties which mimic our calibra-
tion precision in KiDS-450, wherein the uncertainties differ across
the tomographic bins. The correlations of errors are as before. The
systematic redshift error (taking the relative error of the mean from
column 8 in Table1) is { � � z, i } = { 4.8, 2.8, 1.4, 0.7} per cent, and
the shear bias is calibrated to a precision of either� m = 0.5 per cent
(optimistic) or� m = 1 per cent (pessimistic) in all bins. We �ndp68

Figure A1. The value ofp68, the bias in the cosmological parameters� m

andS8 if the error in the multiplicative shear calibration� mand the error in
the mean redshift of the tomographic bins� z are not corrected. The lower
panel zooms in on the relevant region of parameter space.

= 0.66(0.71) in the pessimistic (optimistic) scenario. This implies
that the low-level systematics which we have identi�ed and cali-
brated could bias our results such that we need to also marginalize
over our uncertainty in the measured calibration.

A4 Marginalizing calibration errors

We consider the possibility that the uncertainty of� q is directly ac-
counted for in the statistical errors of model parametersp. Thus, we
do not set the calibration parameters to a speci�c value but, instead,
marginalize over the uncertainty inq. For this discussion, we as-
sume that the PDF ofp is well approximated by a Gaussian density:
N ( ptrue, FŠ1); it has the meanptrue and the covarianceFŠ1( ptrue). In
addition, we de�ne a Gaussian prior PDF of the calibration error� q,
namelyN (0, Cq), with zero mean and covarianceCq = � � q � qT� .
The calibration uncertainty corresponds to the systematic error in
p space which has the covariance

Cp = � � p � pT� = FŠ1 G Cq GT FŠ1 (A12)

because� p = Š FŠ1 G� q. Marginalizing with respect to� p hence
adds extra uncertainty toN ( ptrue, FŠ1), which we obtain by con-
volving this PDF with the kernelN (0, Cq). This results in the
GaussianN ( ptrue, FŠ1

m ) with broadened covariance

FŠ1
m = Cp + FŠ1 = FŠ1 �

G Cq GT + F
�

FŠ1 . (A13)
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Figure A2. The percentage increase in the errors of the composite parame-
terS8 if the uncertainties in the multiplicative shear calibration,� m, and the
mean redshifts,� z, are marginalized over. The lower panel zooms in on the
relevant region of parameter space.

We utilize the marginal Fisher matrixFm to assess the relative
growth of the Fisher error of the composite parameterS8 due to
marginalization. For this, we plot the fractional increase� (S8)/� 0

Š 1 of � (S8) =
�

[FŠ1
m ]22 relative to� 0 =

�
[FŠ1]22.

The situation for KiDS-450 is shown in Fig.A2. It can be seen
that the errors on the relevant cosmological parameters increase by
� 2 per cent for shear and photo-z calibrations which are known to
� 1 per cent if those uncertainties are marginalized over. Again it is
assumed that the photo-z errors are the same in all bins.

For the calibration precision of KiDS-450, i.e. photo-z errors
of { � � z, i } = { 4.8, 2.8, 1.4, 0.7} per cent in the four bins and a
shear calibration error of� m = 0.5 per cent (optimistic) or� m

= 1 per cent (pessimistic), we �nd the corresponding values of
� 8.1 and� 8.7 per cent in the optimistic and pessimistic scenarios,
respectively. This error is dominated by the uncertainty of the photo-
zcalibration in the �rst tomographic bin. The actual increase in the
error onS8, which we �nd when switching from the ‘DIR-no-error’
case to the ‘DIR’ case (see Table4), is of the order of� 3 per cent.
This suggests that the linear model we are using here in this Fisher
analysis by shifting the redshift distribution coherently around is
too pessimistic compared to the complex changes in the shape of
the redshift distributions, especially for the �rst tomographic bin.
The results in this section can hence be understood as upper limits

on how much systematic errors in the shear and photo-zcalibration
compromise the statistical power of KiDS-450.

APPENDIX B: PHOTOMETRIC CALIBRATION
WITH STELLAR LOCUS REGRESSION

Photometric homogeneity is an important requirement for a large
imaging survey such as KiDS. It is dif�cult to attain because the ob-
servations consist of many separate tiles observed over a time span
of years, and in conditions which are not always fully photometric.
For this reason, KiDS tiles overlap slightly with their neighbours, so
that sources common to adjacent tiles can be used to cross-calibrate
the individual tiles’ photometric zero-points. However, as Fig.1
shows, the KiDS-450 data are still quite fragmented, especially out-
side the main contiguous areas in G9, G12, G15, G23, and GS,
and therefore tile overlaps are inadequate to obtain homogeneous
photometry across the full data set. The results of the tile-by-tile
KiDS photometric calibration described in Section 2.2 and de Jong
et al. (2015) are reported in TableB1, �nding a scatter in the (u
Š r, g Š r, r Š i) colours of (0.04, 0.04, 0.06) with respect to
the SDSS DR9 photometry, as well as an average offset of (0.005,
0.005, 0.015) mag. In addition, we �nd that some outlier tiles can
display magnitude residuals up to 0.1 ing, r, andi and up to 0.2 in
u (de Jong et al.2015).

In order to improve the photometric calibration, particularly in
KiDS-S, wherein there is no overlap with SDSS photometry, we
make use of the fact that the majority of stars display a well-de�ned
photometric ‘stellar locus’: a tight relation in colour–colour space
which varies little across the sky outside the Galactic plane (Ivezić
et al.2004; High et al.2009). Matching the observed loci to the �du-
cial intrinsic locus therefore offers the possibility to achieve colour
homogeneity for the KiDS-450 tiles without using the photometry
of objects in the overlap regions of different exposures. We follow
the usual nomenclature and refer to this approach as stellar locus
regression (SLR).

B1 Implementation and results

We apply the SLR to the KiDSGAAP (Gaussian Aperture and Pho-
tometry; Kuijken2008) photometry. The �rst step is to determine
‘principal colours’: linear combinations ofu Š g, g Š r, andr Š i
which align with the characteristic straight regions of each stellar
locus in colour–colour space. Following the approach of Ivezić et al.
(2004), we de�ne four principal colours (see TableB2 for the �tting
coef�cients which are taken from Ivezić et al.2004):

(i) s (straight region inu Š g, g Š r);
(ii) x (straight red region ing Š r, r Š i);
(iii) w (straight blue region ing Š r, r Š i);
(iv) k (straight region inu Š r , r Š i).

For each principal colourc, P1c andP2c denote the colour pro-
jected along/perpendicular to the stellar locus, respectively. Any
deviation from the �ducial stellar locus reveals itself as a non-zero
P2 colour. Since there are only three independent colours in the data
set, we choose to line up the stellar loci by perturbing only theu
Š r, g Š r, andr Š i colours in each tile, and to leave ther-band
zero-points unchanged. Indeed, analysis of the per-tile calibration
residuals shows ther band to be the most homogeneous (de Jong
et al.2015).

Given the small differences between the KiDS and SDSS pho-
tometric systems (de Jong et al.2015), we use the same intrinsic
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1480 H. Hildebrandt et al.

Table B1. Main results from the SLR applied to the KiDSGAAP photometry. Comparisons to SDSS use its DR9 PSF photometry (Ahn
et al.2012). Column 2: indicator of achieved colour homogeneity prior to applying SLR. Listed are the mean and standard deviation of
the colour residual per tile when subtracting the SDSS and KiDS stellar photometry. Column 3: derived SLR corrections. Column 4:
same as Column 2 but now after SLR has been applied. For comparison and to judge the intrinsic scatter of the method, we also apply
SLR to the SDSS photometry and then compare with the original SDSS photometry in Column 5.

Colour KiDSŠ SDSS before SLR SLR offset KiDSŠSDSS after SLR (SDSS+ SLR) ŠSDSS
(mmag) (mmag) (mmag) (mmag)

d(u Š r) 4 ± 42 71± 87 80± 64 26± 38
d(g Š r) 6 ± 38 14± 75 9± 12 11± 10
dr 11± 28 Š 11± 28 NA
d(r Š i) Š16± 56 Š21± 60 Š6 ± 11 4± 6

Table B2. Coef�cients from Ivezíc et al. (2004) which de�ne the principal
colourss, x, w, andk. Listed are the coef�cients de�ning the principal colour
perpendicular to the straight locus. For example,P2s= Š 0.249u + 0.794g
Š 0.555r + 0.234.

Principal u g r i Constant
colour

P2s Š0.249 0.794 Š0.555 0.234
P2x 0.707 Š0.707 Š0.988
P2w Š0.227 0.792 Š0.567 0.050
P2k 0.114 Š1.107 0.994 Š0.0420

locations fors, x, andw as Ivezíc et al. (2004). The fourth, redun-
dant principal colourk is used as an additional guard for �tting
robustness.

In each tile, we select bright point sources withr < 19.0 on the
Gaussianized co-adds using the following criteria:

(i) 2 < FWHM< 4 pixels
(ii) Flag_r = 0
(iii) IMAFLAGS_ISO_r = 0

The �rst criterion selects point-like objects, and the second and
third remove sources with compromised photometry (see de Jong
et al.2015for precise de�nitions). For each point source, theGAAP

magnitude is corrected for Galactic extinction using theE(B Š V)
colour excess from Schlegel et al. (1998) in combination with a
standardRV = 3.1 Galactic extinction curve. This assumes that
most of the stars used for calibration are outside the dust disc of
the Milky Way. For each principal colour, we then compute the
P1 and P2 components of these sources, as shown in Fig.B1.
We identify sources near the straight region of the stellar locus by
setting a �xed range around the medianP1 and requiring|P2 Š
median(P2)| � 200 mmag. Per tile the medianP2 values of these
sources are �nally converted into three colour offsets d(u Š r),
d(g Š r), and d(r Š i), and applied to the KiDSGAAP magnitudes
before they are fed to the photo-z code. Column 3 of TableB1
lists the distribution of the resulting offsets, which are also shown
in Fig. B2. For comparison and to judge the intrinsic scatter of
the method, we also apply SLR to the SDSS photometry and then
compare with the original photometry. Those �ndings are reported
in the last column of TableB1.

We �nd that SLR on KiDSGAAP photometry signi�cantly im-
proves the photometric stability over the survey area in thegŠ r and
r Š i colours. The �uctuations with respect to SDSS decrease from
� 0.04 and� 0.06 mag ing Š r andr Š i, respectively, to roughly
0.01 mag in both colours. The calibration of theu Š r colour, how-
ever, does not improve: the scatter after SLR (� 0.06 mag) is slightly
larger than before SLR (� 0.04 mag). Also a signi�cant offset of

Figure B1. Principal colourss, w, x, andkfor the pointing KiDS_3.6_-34.1.
The initial selection of stars (all points) is identical fors, w, x, andk. From
this parent sample, the stars on the locus are selected (black). The inferred
medianP2 offsets, its formal error and the standard deviation of the locus
point sources are shown above each panel.

� 0.08 mag is introduced. We attribute these problems to metallicity
variations in the stellar sample, which results in a variable stellar
locus, making this technique fundamentally problematic for near-
ultraviolet data (similar �ndings are reported by High et al.2009).
In the �nal column of TableB1, we see that applying SLR to the
actual SDSS data also degrades the calibration of theu Š r colour.

We argue that the photo-z calibration (Section 3) is in no way
compromised by theoffsetin theu Š r calibration since the spec-
troscopic calibration �elds are also calibrated with SLR and hence
share this offset. The� 0.06 magßuctuationof theuŠ r photometry
leads to a tile-to-tile difference in the photo-zbias, and hence in the
redshift distribution. The redshift distributions estimated from the
four calibration deep spec-z �elds are still applicable, on average,
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Figure B2. The offsets in theu Š r, g Š r, andr Š i colours predicted by
SLR versus the predictions from a direct comparison with SDSS. The mean
and standard deviation of the distributions are listed in TableB1.

if the �uctuations between those four �elds are comparable to the
full survey. Also given the relatively large errors of the individual
u-band measurements, we do not expect this 0.06 mag �uctuation
in u Š r to have any major consequences for the applicability of the
redshift calibration.

APPENDIX C: PHOTO- z CALIBRATION
ANALYSIS

C1 VST imaging of deep spec-zÞelds

We calibrate the KiDS-450 tomographic redshift distributions
through the analysis of deep spectroscopic data sets from the liter-
ature. In order to extend our spectroscopic overlap, we incorporate
VST observations of a number of deep spectroscopic �elds which
fall outside the main KiDS survey footprint (TableC1). The DIR
calibration procedure described in Section 3.2 reweights the spec-z
catalogue such that it represents the colour and magnitude proper-
ties of the photometric catalogue. Magnitudeerrorswill inevitably
be affected by noise variations across the survey area caused by
variations in seeing, exposure time, atmospheric extinction, moon
phase, and distance, among others. It is therefore important that
the observing setup and conditions of the imaging observations in
the deep spectroscopic �elds are representative of the main KiDS
survey observations such that the reweighting scheme, determined
from the spec-z�elds, is valid in its application to the full KiDS-450
area.

TableC1summarizes the observing conditions in the four �elds,
in comparison to the mean observing conditions in KiDS-450. It
demonstrates that these data are indeed typical in terms of exposure
time and seeing. The PSF ellipticity and size variations between the
observations are taken care of by our galaxy photometry pipeline.

C2 Statistical errors in DIR and CC calibrations

Given the importance of the photometric redshifts for the interpre-
tation of the tomographic cosmic shear measurements, we present
an assessment of how the uncertainty in then(z) which we estimate
from the KiDS-450 data propagates into errors on our theoretical
model of the shear correlation function
 ± . Statistical errors on both
the weighted direct photo-z calibration and the cross-correlation

Table C1. Observing conditions in the spec-z �elds compared to the main
KiDS-450 survey. Central coordinates of the 1-deg2 VST observations for
each �eld are listed under the names of the �elds.

Field Band Seeing FWHM Exposure time
(arcsec) (s)

KiDS-450 mean u 1.01 1000
g 0.87 900
r 0.70 1800
i 0.83 1200

COSMOSa u 0.74 1000
(150.08, 2.20) g 1.05 900

r 0.57 1800
i 1.04 1200

CDFSb u 1.09 1200
(53.40,Š27.56) g 0.56 1080

r 0.55 1800
i 0.93 1200

DEEP2-2hc u 0.92 1000
(37.16, 0.50) g 0.91 900

r 0.72 1800
i 0.70 1200

DEEP2-23hc u 1.08 1000
(352.00, 0.00) g 0.96 900

r 0.64 1800
i 0.73 1200

Notes.aThe COSMOS �eld is observed as part of the KiDS survey.
bData from the VOICE project (Vaccari et al.2012).
cData taken during OmegaCAM guaranteed time (2015 November).

photo-zcalibration are estimated using 1000 bootstrap samples cre-
ated from the full spec-z catalogue of 23 088 objects. For each
bootstrap realization of the tomographic redshift distributions, we
calculate a theoretical model for
 ± for a �xed �ducial cosmology.
The variance between the resulting models provides an estimate of
the uncertainty on
 ± , denoted by� nz, which arises purely from
our uncertainty in then(z). Fig. C1 shows the S/N of
 ± , with the
noise given by� nz, for a selection of 6 out of the 10 tomographic
bin combinations used in our analysis. The statistical noise from
the weighted direct calibration estimate (DIR, solid line) is signif-
icantly lower than the statistical noise from the cross-correlation
calibration (CC, dotted line), re�ecting the lower precision of the
latter technique, given the small-area spectroscopic surveys which
we can cross-correlate with.

Fig.C1can be compared with the actual S/N of measurements of

 ± , presented in Fig.4 for the same sample of tomographic bins. For
the DIR calibration, we see that the� nzstatistical errors are subdom-
inant to the noise in the shear correlation function measurements on
all scales. For the CC calibration, however, the� nz statistical errors
are greater than the shot noise and sample variance in the data. The
uncertainty on the CC calibratedn(z) therefore signi�cantly lim-
its the cosmological information which can be extracted from the
cosmic shear analysis, as shown in Fig.7. We note that the spec-z
catalogues used here are amongst the deepest and most complete
surveys which are currently available. In the absence of new deeper
spectroscopic surveys, Fig.C1 represents a limit on the precision
of all lensing surveys, not just KiDS-450.

C3 Systematic error analysis

C3.1 Weighted direct calibration (DIR)

In principle, the weighted direct calibration method should be
relatively free from systematic errors, provided the magnitude
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Figure C1. Redshift distribution uncertainty: S/N estimates of
 + (upper
panel) and
 Š (lower panel) considering only the statistical noise� nz that
arises from the uncertainty in then(z) as measured by the weighted direct
calibration (DIR, solid line) and by the cross-correlation calibration (CC,
dotted line). This can be compared with the actual S/N on measurements of

 ± in the KiDS-450 data that are presented in Fig.4 for the same sample of
tomographic bins, labelled ‘i–j’, wherei, j = 1, . . . , 4.

measurements and spectroscopic redshifts are accurate. The only
requirement is that the spec-z sample spans the full extent of the
magnitude space which is covered by the photometric sample, and
that the mapping from magnitude space to redshift is unique. In the
following, we describe the tests which we have undertaken to verify
that we have met these requirements.

In KiDS-450, we work in 4D (u, g, r, i) magnitude space. Fig.C2
shows the distribution of photometric and spectroscopic objects
in different projections of this colour space. The spec-z sample
is shown before and after reweighting. Any signi�cant mismatch
between the reweighted distribution of spec-z objects and the pho-
tometric objects would indicate a violation of the �rst requirement
that the spec-zsample must span the extent of the phot-zsample. No
obvious deviations are found if the full spec-z sample is used. In-
terestingly, if we run the reweighting algorithm with the COSMOS
spec-z catalogue only, there is a very signi�cant mismatch at faint
magnitudes. This suggests that there are not enough faint high-z
galaxies in the z-COSMOS catalogue which could be upweighted
to match the distribution of the photometric catalogue. Including
the DEEP2 and CDF-S catalogues cures this problem and leads to
the distributions shown in Fig.C2. We rerun the same test for the
four tomographic bins individually, �nding a good match for all
bins in all bands.

The requirement of a unique mapping from magnitude space to
redshift cannot be tested easily. Given that we are working with
four bands only, there is certainly some concern that this require-
ment is not completely ful�lled. If this was the case, there would
be regions in magnitude space which correspond to several very
different redshift ranges. These phenomena are also called colour–
redshift degeneracies (see e.g. Ben�́tez 2000). This is one of the
reasons why we limit the cosmic shear analysis to photometric red-
shifts in the range of 0.1< zB � 0.9. As indicated in �g. 12 of
Kuijken et al. (2015), the outlier rate of our photo-z is very low in
this photometric redshift range. While this could also be caused by

spectroscopic incompleteness, this result is con�rmed by analysing
simulated mock KiDS photometry catalogues. Given these results,
we are con�dent that the combination of a highly complete spec-
z sample (as indicated by Fig.C2), and a conservative photo-z
range means that we meet the requirements for the weighted direct
calibration.

Another possible source of systematic error in the DIR cali-
bration is sample variance due to the �nite size of the spectro-
scopic training sample. Then(z) are clearly affected by this sample
variance as can be seen from their non-smooth shape in Fig.2.
However, the relevant question is whether this sample variance in
the photo-z calibration contributes signi�cantly to the total error
budget of the cosmological parameters of interest. Cunha et al.
(2012) estimate the effect of sample variance in the redshift cal-
ibration for DES from simulations. Their results are not directly
applicable to KiDS-450 as their simulated survey covers an area
of 5000 deg2, goes deeper (neff = 12 arcminŠ2), reaches out toz
= 1.35, and employs 20 tomographic bins. They also concentrate
on the equation-of-state parameterw instead ofS8. They �nd that
the uncertainty inw due to photo-z calibration is larger than their
statistical error (� w = 0.035) by a factor of� 4 if they use the same
magnitude weighting technique as our DIR method [calledp(z)w

in their paper] and train this technique with a spec-z survey cov-
ering a single square degree and� 104 training galaxies (see their
table 2). TheS8 parameter is somewhat more sensitive (within a
factor of � 2) to redshift errors thanw (see Huterer et al.2006).
However, given the more modest statistical power of KiDS-450
(compare their� w = 0.035 with our� w � 1) and our larger spec-
z calibration sample which originates from four widely separated
�elds, we estimate that any leakage from the spec-z sample vari-
ance into our photo-z calibration is subdominant to our statistical
uncertainties.

Similar conclusions can be reached by looking at the results
of Van Waerbeke et al. (2006). They look at the more pes-
simistic case of direct photo-z calibration with spec-z but with-
out magnitude weighting. For a cosmic shear survey of area
200 deg2, neff = 20, zmax � 2, and a spec-z calibration sample
from 4 deg2, they �nd that for angular scales� > 10 arcmin,
the errors on the shear measurement (from shape noise and sur-
vey sample variance) dominate over the errors from the redshift
calibration.

In order to further reduce sample variance in the redshift cali-
bration, we plan to observe additional calibration �elds which are
covered by deep, public spectroscopic surveys. This will be neces-
sary to keep pace with the growing KiDS survey and the shrinking
statistical uncertainties.

C3.2 Calibration from cross-correlations (CC)

Calibrating the redshift distributions in the different tomographic
bins with the help of angular cross-correlations has the great bene�t
that it does not require a representative sample of objects with spec-
troscopic redshifts. However, there are several systematic errors
which can affect such a clustering redshift recovery. The cross-
correlations are relatively robust against an angular selection func-
tion in one of the two samples (i.e. the photometric and spectro-
scopic samples) as long as the angular selection functions of both
samples are not correlated themselves, e.g. because both mask out
true structures like stars. The autocorrelation functions, which are
needed to calibrate the typically unknown galaxy bias, are, how-
ever, heavily affected. One can therefore use only samples where

MNRAS 465,1454–1498 (2017)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article-abstract/465/2/1454/2417034 by Liverpool John M
oores U

niversity user on 23 July 2020


































