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Abstract

Over the past few decades numerical simulations with collisionless dynamics have

reached a consensus about the form of the internal structure of dark matter (DM)

haloes. However, the theoretical origin of these is still poorly understood. In this thesis

I focus on studying the link between the initial primordial power density fluctuations

and the internal structure of collapsed DM haloes today. This is the main focus of this

thesis, and is split into three main parts; in the first chapter I study the dependence

of the internal properties of DM haloes, primarily the mass density and pseudo phase

space density (PPSD) profiles, on initial density fluctuation by systematically varying

both the amplitude and slope of the linear power spectrum. It is observed that a number

of previously assumed universal results break down when the initial power spectrum

deviates from the CMB normalised case with the density profiled deviating strongly

from an NFW form, with steeper slopes than −3, and the PPSD power law slope now

exhibiting a clear cosmological dependence. In the second part of this thesis the simu-

lations introduced in the first section are used to develop a model to predict the density

profiles of DM haloes for a general mass, redshift and cosmology. To fully describe the

density profiles observed in simulations two parameters are required: concentration, c,

and an additional ‘shape’ parameter, α. I demonstrate that these two parameters can be

expressed as a single, universal function of peak height using an appropriately chosen

window function, allowing for a simple model to be developed. In the final section of

this thesis I explore the joint effects of warm dark matter (WDM) and baryonic effects

on the satellite populations of Milky Way mass systems. Here it is found that there

is a strong degeneracy between the feedback (subgrid) parameters and the assumed

WDM strength that should be taken into account when placing constraints on WDM
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and similar cosmological extensions.
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Chapter 1

Cosmology Introduction

Over the past few decades numerical simulations of collisionless universes have arrived

at a number of key results that appear to be universal. Particularly interesting and

important is the form of the density profiles of the dark matter haloes, that are well fit by

a simple empirical form, the NFW profile. Similarly, the pseudo phase space density,

defined as the ratio of the density to velocity dispersion cubed, is observed to take on a

simple power law behaviour with a constant slope. It is somewhat surprising that such

simple forms for the internal structure of DM haloes arise from the complexities of

structure collapse and virialisation. As such, the theoretical origin of these empirical

results is poorly understood. Trying to understand the link between these results and

the underlying cosmology is the focus of much of this thesis.

With this general topic in mind the thesis is organised as follows. In this chapter

I review some of the basic concepts within modern cosmology and cover some of the

key analytic theories for the formation and evolution of collapsed objects, particularly

how to link them to the initial density fluctuations of our Universe. In Chapter 2 I cover

the key techniques involved in numerical simulations of structure formation, which are

used extensively throughout this thesis. In Chapter 3 I look to study the link between

the primordial power spectrum and the internal properties of DM haloes. This is done

by systematically varying the slope and amplitude of the initial power spectrum to test

if the ‘universal’ results discussed above generalise to cosmologies with significantly

1



1.1: Cosmological overview 2

different initial conditions than our own Universe. Based on results from this chapter

a model to link the density profiles of DM haloes, described through the concentration

and shape parameters, to the linear power spectrum is developed in Chapter 4. This

link is quantitatively described through a generalisation of the peak height definition.

Finally, in Chapter 5 I present ongoing work studying the interplay between baryonic

feedback and the effects of WDM. This is studied in the context of Milky Way mass

systems and their satellite populations.

1.1 Cosmological overview

It is currently believed that our Universe is made of three key components: dark en-

ergy, dark matter (DM) and ‘normal’ baryonic matter, which, respectively, make up

approximately 70%, 25% and 5% of the present day energy budget. Currently there

is no agreed upon theory for the origin of both dark energy and DM, with no direct

observations of either component. We are therefore in an uneasy position where we

believe that our Universe is dominated by components that we do not yet understand.

Although the theoretical origin and nature of these dark components is currently

unknown we do have strong evidence for their existence.

Some of the strongest evidence for dark matter comes from measuring the total

mass of objects and comparing this to the observed mass in stars and gas. Here it is

ubiquitously observed that the total amount of matter is significantly larger than the

baryonic component, across systems of vastly differently scales, from galaxy clusters

to dwarf galaxies. The total mass of systems can be inferred by applying the virial the-

orem to the observed velocity dispersion (e.g. Zwicky, 1933; Faber, Jackson, 1976),

measuring the stellar rotation curves of spiral galaxies (e.g. Schmidt, 1957; Corbelli,

Salucci, 2000), and from the strong or weak lensing of background galaxies (e.g. Tay-

lor et al., 1998; Natarajan et al., 2017). Another compelling piece of evidence for DM

is the bullet cluster (Clowe et al., 2006), which is a system of two merging clusters.

Here it is observed that the visible gaseous component is distinctly offset from the
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gravitational potential. A result that is naturally explained if both clusters contained a

significant amount of matter that only interacts by gravity (i.e. DM).

There are three key pieces of evidence for the existence of dark energy. The

first piece of evidence is the current most direct detection. Using type 1a supernovae

as standard candles it is observed that the expansion of our universe is accelerating

(Riess et al., 1998). This acceleration is then directly associated with dark energy.

The second important piece of evidence is from combining measurement of CMB, to

constrain the total amount of matter, with local measurements of the Hubble constant.

Here, if no dark energy is assumed then the prediction for the Hubble constant from fit-

ting the CMB is in significant tension with what is measured (e.g. Smoot et al., 1992).

Introducing some form of late time acceleration, typically described as a cosmologi-

cal constant, resolves this tension and allows the amount of dark energy to be inferred.

The final piece of evidence is more subtle; a universe without some form of accelerated

expansion today, but with the same current expansion rate observed in our Universe,

does not form as much structure as we observe (e.g. White et al., 1993). Similar to

the second piece of evidence this discrepancy can be resolved by introducing a cos-

mological constant that causes this late time expansion. This results in the ‘standard’

concordance cosmological model of ΛCDM (see Section 1.3).

An additional very powerful probe of cosmology is studying structure formation.

While geometric probes (such as CMB anisotropies and the local expansion rate) can

put tight constraints on the abundance of DM and dark energy they cannot differentiate

between physical models of DM and dark energy, or theories of modified gravity. By

combining both geometric probes, that sample the expansion of the universe, with

structure formation, that probes the effect of gravity on, comparably, small scales, these

degeneracies can be broken and strong constraints can be placed on various models for

the nature of DM and dark energy.

In this chapter I will review some of the most fundamental concepts and equa-

tions for the origin and growth of structures within our Universe. In section 1.2 I

review how to formulate and describe the evolution of expansion of our Universe, as

described by the Friedmann equations. In section 1.4.1 I will describe the form of the
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initial density fluctuations in the early universe and how these initially, before finally

discussing the link between the initially small density fluctuations and the collapsed

structure known as DM haloes that we expect to host galaxies in our own Universe in

section 1.4.

1.2 An expanding universe

The field of cosmology arguably began with the seminal work of Hubble (1929) who

demonstrated that galaxies outside our own Milky Way (originally referred to as ex-

tragalactic Nebulae) are observed to be predominantly redshifted, and hence moving

away from us. Furthermore, it was observed that the recession velocity of a given

galaxy was proportional to the distance of the object, with further away galaxies re-

ceding at higher velocities. This relation is characterised as ‘Hubble’s Law’,

v = H0D. (1.1)

Where v is the recession velocity, D is the distance to the galaxy and H0 is Hubble’s

constant.

This result leads to the rather profound conclusion that we live in a dynamic uni-

verse, implying a start, and potential, end to our Universe. Hubble’s constant therefore

quantifies the current rate of expansion of our Universe. A natural question to ask is

then what is the previous and future expansion rate of the universe? Will it expand

forever, or is there some maximum size it will reach before contracting under the force

of gravity? In this section I will present how general relativity, and the Friedmann

equations, quantitatively describe this evolution.

1.2.1 Comoving coordinates and Friedmann equations

When considering a universe that is constantly expanding it is useful to work in so-

called ‘comoving coordinates’. In this coordinate system the distance between points
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is independent of time. The comoving position, x⃗, is related to the proper physical

position, r⃗, via

r⃗(t) = a(t)x⃗(t). (1.2)

Where we have introduced the scale factor, a that quantifies the ‘size’ of the Universe

at a given time. Typically, a is normalised to unity today.

Taking the derivative of the above equation with respect to time,

˙⃗r =
ȧ

a
r⃗ + a ˙⃗x. 1 (1.3)

Comparing this expression to Eqn. 1.1 we see that this is the same form as Hubble’s

law, with an additional peculiar velocity component. This naturally leads to the fol-

lowing definition of the Hubble parameter,

H =
ȧ

a
. (1.4)

This definition of H can then be applied to any cosmology with an arbitrary evolution

of scale factor. The current value of H observed today in our own Universe is known

as the Hubble constant, H0.

The evolution of the Hubble parameter and scale factor can be predicted from

general relativity. For a universe that is isotropic and homogeneous the evolution is

described by the Friedmann–Lemaı̂tre–Robertson–Walker (FLRW) metric. In this case

the solution to Einstein’s field equations are the Friedmann equations,

H2(a) ≡
(
ȧ

a

)2

=
8πG

3
ρ(a)−

(
c

a

)2

k +
Λc2

3
(1.5)

and
ä

a
= −4πG

3

(
ρ(a) +

3p(a)

c2

)
+

Λc2

3
. (1.6)

Here ρ is the average density of the universe and p the pressure of the fluid. k and Λ are

constants and represent the spatial curvature and cosmological constant respectively,

1Here ṙ ≡ dr
dt .
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while G is the gravitational constant.

In the above I have described the evolution using the scale factor. However, that

is not what is observed. Typically, what is observed is the redshift of galaxies due to

this expansion. For a FLRW universe the scale factor and redshift are related by

a =
1

1 + z
. (1.7)

As such I will use the scale factor, a, and redshift, z, interchangeably to describe the

universe at a given time.

Eqn. 1.5 and 1.6 therefore relate the rate of expansion, as described by the scale

factor, to the density and pressure of the constituent matter in the universe as well as

the intrinsic curvature of our Universe. For a cosmology without a cosmological con-

stant the first Friedmann equation indicated that in an expanding universe the dominant

contribution will always be the curvature term at late times. We would therefore ex-

pect that a universe with positive curvature to eventually stop expanding and eventually

collapse, while a universe with negative curvature will continue to expand indefinitely,

hence we refer to these two scenarios as closed and open universes respectively. Al-

ternatively a universe could have no contribution due to the curvature and expand only

due to its constituent parts, from the first Friedmann equation we can see that such a

universe would have to have a very specific density, referred to as the critical density,

ρc = 3H2

8πG
. Notably, for a cosmology with a cosmological constant this term will be

dominant at late times and cause an accelerated expansion.

There are a number of interesting limiting solutions to these equations. Assum-

ing a single perfect fluid with equation of state p = wρc2 dominates (i.e. k = Λ = 0)

we have the following solutions,

a(t) =

a0t
2/3, matter dominated, w = 0

a0t
1/2, radiation dominated, w = 1/3.

(1.8)

Due to these different dependences on the age of the Universe, as well as ρ ∝ a−3 and
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ρ ∝ a−4 for matter and radiation domination, respectively, we can infer that the very

early universe must have been dominated by radiation before subsequently cooling and

going through a transition to matter domination.

For a universe that is made up of non interacting perfect fluids the solutions

to the Friedmann equations can be expressed as a linear combination of its various

components. It is therefore common to write the first Friedmann equation as such a

linear combination with the relative contributions normalised to today’s values,

H(z)2 = Ωr,0a
−4 + Ωm,0a

−3 + Ωk,0a
−2 + ΩΛ. (1.9)

Here Ω = ρ/ρc. It is these values, Ωr/m/k/Λ,0 that are then constrained by cosmological

observations (this is discussed in more detail in Section 1.3).

1.3 The ΛCDM model

So far we have discussed the evolution of a universe in a relatively general context

with minimal assumptions. However, for certain cosmological models we can reduce

the number of free parameters needed to describe our Universe by making key assump-

tions. One such model, currently treated as the standard cosmological model, is that of

ΛCDM.

In the ΛCDM model the Universe is assumed to be made of three key elements:

dark matter (Ωc), baryons (Ωb) and a cosmological constant (ΩΛ). The universe is also

assumed to be flat (i.e. Ωk = 0), as such the current amount of matter and dark energy

is given by

Ωm,0 + ΩΛ,0 = 1. (1.10)

Where Ωm,0 is the total matter, Ωm,0 = Ωc,0 + Ωb,0.2

There are also a number of assumptions about the nature of DM: (i) It is non-

2Strictly, these relations should include terms for the radiation component and neutrinos, which act
like radiation at early times and matter at late times. However, these components do not dominate the
energy budget
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baryonic, meaning that it consists of some form of currently unidentified matter not in

the standard model of particle physics. (ii) It is cold and non-relativistic at the time

of recombination. (iii) It is dissipationless, it cannot cool by radiating photons. (iv) It

is collisionless, it interacts with itself and other forms of matter only through gravity.

These assumptions are the simplest model that is consistent with the data and account

for there yet to be a direct detection of a DM candidate. As such, any form of DM

must not interact strongly (other than through gravity) with other forms of matter, or

strongly emit observable radiation.

It is also assumed that dark energy takes the form of a cosmological constant,

that is temporally and spatially uniform.

The final key assumption is about the nature of the density perturbations imme-

diately after the period of inflation. It is assumed that the power spectrum3 takes the

form of a perfect power,

P (k) = As

(
k

kpivot

)ns

. (1.11)

Here ns is known as the scalar spectral index, corresponding to the slope of the power

law, and As represents the amplitude of these fluctuations. Note that As is defined to

be the amplitude at kpivot. Although there are three parameters defined above there are

only two free parameters. Typically, kpivot is held fixed and chosen to be a scaled well

sampled by the given observation, As and ns are then varied and constrained.

Due to these key assumptions the temperature fluctuations in the cosmic mi-

crowave background (CMB) can be well fit using only 6 free parameters: Ωch
2, Ωbh

2,

ns, As, the angular size of the baryon acoustic oscillations, θMC, and the Thompson

optical depth at reionisation. In general the ΛCDM model fits all observations data ex-

tremely well (though a number of tensions do exist as we will discuss later), suggesting

that with only these 6 parameters we can describe the complete evolution of our Uni-

verse. These represent all of the independent parameters in the ΛCDM model, however

there are a number of other useful cosmological parameters that can be derived, most

notably the Hubble constant. A list of the free parameters and important derived pa-

3The power spectrum is a way of characterising the initial density fluctuations. This is defined and
discussed in detail in section 1.4.1
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Table 1.1: List of the best fit parameters, with errors, from the Plank 2018 results. The top
section are the fitted, independent, parameters while the bottom section represents the derived
parameters for a ΛCDM cosmology.

Parameter Plank best fit value
Ωbh

2 0.02233± 0.00015
Ωch

2 0.1198± 0.0012
100θMC 1.04089± 0.0031
τ 0.0540± 0.0074
ln(1010As) 3.043± 0.014
ns 0.9652± 0.0042
Ωm 0.3147± 0.0011
tage [Gyr] 13.801± 0.024
H0 [km s−1 Mpc −1] 67.37± 0.54
σ8 0.8101± 0.061

rameters with the best fit parameters from Planck 2018 results (Planck Collaboration

et al., 2020), is given in Table 1.1.

It is primarily from these observations of the CMB that we get the key results for

the age and contents of our Universe. Primarily, the results that we live in a universe

currently dominated by dark energy with ΩΛ ∼ 0.7, the abundance of matter is domi-

nated by dark matter with normal baryonic matter making up around ∼ 15% and that

our Universe is roughly 13.8 Gyr old.

1.3.1 Extensions to ΛCDM

Although ΛCDM is our current standard cosmological model it makes a number of key

assumptions, as well as not providing an explanation for the physical origin of its two

main components, dark matter and dark energy. As such there is significant interest in

possible deviations from ΛCDM, requiring extensions to the model.

Typically, extensions to ΛCDM challenge one of the key assumptions previously

mentioned and fall into two broad categories; those that affect the expansion of the

Universe, and those that change the nature or form of dark matter.

For instance, one can no longer force the universe to be flat and instead allow a

non-negligible amount of curvature, Ωk,0. The equation of state for dark energy can no
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longer be fixed to w = −1 but rather be some other constant, and therefore no longer

represent a cosmological constant, or it is possible to go further and let the equation

of state be redshift dependent, known as dynamical dark energy (e.g. Ratra, Peebles,

1988; Linder, 2003; Pfeifer et al., 2020).

A number of notable extensions that do not affect the background expansion

but instead change the initial density fluctuations or the equations of motion of DM

and effect only the small scales are warm dark matter (WDM), self-interacting dark

matter (SIDM) and a running of the scalar spectral index. WDM posits that DM has a

non-negligible thermal velocity during the period of recombination and results in the

suppression of density fluctuations on small scales. A running of the scalar spectral

index also changes the form of the initial linear power spectrum, by no longer assuming

the primordial power spectrum is a perfect power law but instead has a more complex

form, i.e. a running. SIDM on the other hand makes no changes to the initial linear

power spectrum but instead allows for self interactions between dark matter particles,

and hence changes the equations of motion for DM.

The above list is by no means exhaustive and highlights just a few notable ex-

tensions to ΛCDM. Although there exists many possible extensions it is worth noting

that we currently have no compelling evidence for the existence of deviations from the

standard ΛCDM model. Though, there are a number of recent, and ongoing, tensions

that hint at some problems with the model.

On large scales there currently exist a few tensions between late and early time

measurements, the most famous being the H0 tensions. The prediction for H0 using

the ΛCDM fitted to measurements of the CMB infer H0 = 67.37± 0.54 (Planck Col-

laboration et al., 2020), while the most recent value using more direct measurements

of typa 1a supernovae infer H0 = 73.04 ± 1.04 (Riess et al., 2021). Where these ob-

servations have recently reached a statistical significance > 5σ. It is still unclear if

this tension is due to missing physics or unaccounted for systematics in either CMB

measurements or in the calibration of type 1a using the distance ladder.

Another tension currently exists in the observed amount of structure from large
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scale structure (LSS) measurements such as weak lensing and galaxy clustering (e.g.

Heymans et al., 2021; Abbott et al., 2022). The amount of structure is typically de-

scribed through the σ8, or related S8 ≡ σ8
√

Ωm/0.3, parameter. Here it is found that

the amount of observed structure is lower than that inferred from the CMB, with the

majority of LSS measurements being lower than the Plank value. The current tension

is not as significant as the H0 value and is currently ∼ 3σ.

As well as the tensions on large scales, there are also a number of small scale

tensions that potentially hint at the nature of DM being different than that assumed in

ΛCDM. We discuss these in more detail in section 2.6.2.

1.4 Analytic models for structure collapse

So far we have only discussed the behaviour of a universe that is perfectly homoge-

neous and isotropic. Although this is observed to be true on the largest scales, i.e. the

cosmological principle, there are small but clear fluctuations in the CMB. These small

fluctuations in the CMB background correspond to small fluctuations in the initial den-

sity field of our universe. It is these initial density perturbations that then give rise to

the observed structures on the Universe today. The force of Gravity causes the collapse

and clustering of objects from the smallest of dwarf galaxies to giant galaxy clusters

and massive voids.

In this section I overview some of the key analytic models that describe the

evolution of these perturbations. Particularly focusing on how the form of these initial

perturbations links to the origin and evolution of collapsed objects, such as galaxies

and DM haloes.

1.4.1 Overdensities & Gaussian random fields

Rather than describing the evolution of the density field, ρ(x⃗), directly it is useful to

remove the dependence on the background expansion and instead describe the over-
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density,

δ(x⃗, t) =
ρ(x⃗, t)− ρm(t)

ρm(t)
. (1.12)

δ(x⃗) therefore describes the perturbations from the mean density. δ(x⃗) = 0 therefore

corresponds to a cosmology with no fluctuations or structure and would evolve exactly

as described by the Friedmann equations, as discussed in the previous section.

For density fluctuations generated by quantum fluctuations it is expected that the

initial density fluctuations take the form of a Gaussian random field. This is also what

is observed in the CMB, with the temperature anisotropies matching those expected

from a Gaussian random field. It is often useful to work with the Fourier transform of

the overdensity field, δ̃(k⃗). From this we can define can define the power spectrum,

< δ̃2
(
k⃗
)
>= (2π)3P (k). (1.13)

Here the triangular brackets represent averaging over all k-modes with the same mag-

nitude (k ≡ |⃗k|). For a random Gaussian field, where the phases are uniformly dis-

tributed and uncorrelated, the power spectrum, P (k), (or its real space analogue, the

autocorrelation function) fully and completely describe the density distribution. This

means that we can work exclusively with the power spectrum, allowing us to reduce a

three dimensional scalar field to a single one dimensional function, P (k). The initial

density field, i.e. post recombination, is measured to be close to, and in the ΛCDM

model assumed to be exactly, a Gaussian random field. As such, the initial conditions

for structure collapse can be treated this way, however structure collapse itself causes

the field to become non-Gaussian over time, as discussed later in this chapter.

P (k) has the units of length−3. Therefore, it is common to instead discuss the

dimensionless power spectrum, defined as

∆2(k) =
k3P (k)

2π2
. (1.14)
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1.4.2 Linear evolution

Having just discussed how one can describe the initial, small density perturbations.

The natural next question to ask is then how do these perturbations evolve with time?

For simplicity we will consider the evolution of a universe dominated by a collisionless

fluid (i.e. DM), a good approximation of our own universe today.

In such a universe the evolution of matter can be modelled as a perfect Newtonian

fluid.4 The density perturbations evolve according to the following set of coupled

differential equations.
∂δ

∂t
+

1 + δ

a
∇⃗ · v⃗ = 0, (1.15)

∂v⃗

∂t
+

1

a

(
v⃗ · ∇

)
v⃗ +

ȧ

a
v⃗ = −1

a
∇⃗ϕ, (1.16)

∇2ϕ = 4πGa2ρm,0δ. (1.17)

The above equations represent the continuity, Euler and Poissons equations, respec-

tively, in a comoving reference frame. Here we have also introduced the velocity com-

ponent of the fluid, v⃗, and the gravitational potential, ϕ. In general δ and v⃗ will depend

on both time and spatial position. The above equations describe how the density and

velocity perturbation couple both to each other as well as the background expansion of

the Universe, as described through the scale factor.

Due to the non-linear nature of the above equations there is, in general, no ana-

lytic solutions. However, a useful limit is when we consider the density and velocity

perturbations to be small. In this case higher order terms of δ and v⃗ can be dropped.

From the above equations we can then derive a single equation for the time evolution

of δ in the small perturbation limit,

∂2δ

∂t2
+ 2

ȧ

a

∂δ

∂t
=

3

2
Ωm,0H

2
0a

−3δ. (1.18)

One of the key things to note in the above equation is that we have simplified the

previous nonlinear system of coupled differential equations to a single, linear partial

4A good approximation as long as the matter is non-relativistic, as is assumed in the Λ model.
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differential equation. This then implies that the perturbations can be expressed as a

separable equation where we can write5

δ(x⃗, t) = D(t)δ(x⃗, t = t0). (1.19)

D(t) is known as the growth factor. In the above expression we have used the stan-

dard convention D(t0) = 1. Therefore, when the perturbations are small (commonly

referred to as the linear regime) they grow independently of one another and their spa-

tial configuration is fixed. The only evolution is an increase in the amplitude that is

governed by the background expansion and expressed through the growth factor.

D(t) obeys the following second order linear differential equation,

d2D

dt2
+ 2

ȧ

a

dD

∂t
=

3

2
Ωm,0H

2
0a

−3D. (1.20)

It is common to express the growth factor as a function of redshift, or scale factor,

rather than time. Using the Friedmann equations (see Section 1.2.1) the solution for

the growth factor can be written as

D(z) =
5Ωm,0H

2
0

2
H(z)

∞∫
z

1 + z′

H3(z′)
dz′. (1.21)

In general this integral cannot be expressed analytically for a cosmology dominated by

matter and a cosmological constant, however it is easily numerically evaluated (alter-

natively there exist multiple analytic fitting functions).

As discussed previously it is often useful to work with the power spectrum, P (k),

as opposed to δ. As the evolution of density perturbations in this regime does not

change the spatial configuration this separable solution also applies to the power spec-

trum, where

P (k, z) = D2(z)P (k, z = 0). (1.22)

5The general solution will be a sum of two growth functions, i.e. δ = D1(t)δ1(x⃗) + D2(t)δ2(x⃗).
Typically, one solution is a growing mode and the other a decaying one, as such the growing mode will
always dominate and we can safely ignore the decaying solution.
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Here the growth factor is squared as the amplitude of P (k) ∝ δ2. The above equation

then describes what is known as the linear power spectrum, a fundamental quantity

used in modern cosmology. Although it is only accurate in regimes where δ ≪ 1 it

is still useful for a number of reasons. (i) One can always find large scales where the

linear approximation holds, and as such accurately describes the density fluctuations

on the largest scales (in our own Universe ≳ 100 Mpc), a fact that is particularly useful

for clustering of galaxies and clusters. (ii) The fluctuations in the CMB are observed to

be in this regime at all scales, as such the initial evolution of the power spectrum after

recombination will evolve linearly. The linear power spectrum can therefore be viewed

as the initial conditions for the later collapse of individual objects, such as galaxies and

clusters. For this reason P (k) is used extensively throughout this thesis.

1.4.3 Spherical Collapse Model

I have yet to describe how individual objects collapse and for the galaxies we observe

in our own galaxy. It is clear that linear theory is insufficient to describe these processes

on its own, primarily as it is limited to the regime δ ≪ 1. As mentioned previously,

general analytic solutions for δ(x⃗, t) do not exist. However, some useful insight can

be discerned by considering simplified systems. One particularly useful scenario is the

spherical collapse model, and is described in this section.

For transparency the results derived here will assume an Einstein de Sitter cos-

mology (ΩΛ = 0) and consider the evolution of collisionless matter, though many of

the key results and concepts will apply to any universe. Where appropriate I will also

provide the corrections, or differences, for a ΛCDM universe.

The spherical collapse model begins by considering an initial top hat perturbation

in an otherwise homogeneous expanding universe, with a initial density ρ̄i = ρm,i(1 +

δ). Here, the subscript i is used to denote some initial time and configuration. Hence,

the mass enclosed within a shell of radius r, that is within the overdensity, will take the

form,

M(< r) =
4

3
πr3i ρm,i(1 + δi). (1.23)
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By spherical symmetry the mass enclosed within that spherical shell will be conserved

during the initial collapse, though this assumption breaks down once shell crossing

occurs.

The evolution of each shell then follows Newton’s equation and we can express

the conservation of energy as

1

2

(
dr

dt

)2

− GM

r
= E, (1.24)

whereE is the specific energy of each shell. As we are interested in the cases where the

system eventually collapses, and is therefore gravitationally bound, we want E < 0.

In this case the solution to the above equation can then be written in parametric form

as

r =
GM

2|E|
(1− cos θ), (1.25)

t =
GM

(2|E|)3/2
(θ − sin θ), (1.26)

where θ is between 0 and 2π. From the first equation we see that the radius of each

shell initially grows before reaching a maximum at θ = π and subsequently collapsing

to r = 0 at θ = 2π. The maximum radius reached is known as the turn around radius

and is the point at which the overdensity begins to collapse. It is find that rta = GM
2|E|

and tta =
GM(π−1)

(2|E|)3/2 .

It is useful to express the evolution of the overdensity of the perturbation rather

than just the evolution of the radius. From the above equations, and using the evolution

of the background density for a EdS cosmology, we find

δ + 1 =
9(θ − sin θ)2

2(1− cos θ)3
. (1.27)

The overdensity at the turn around radius is therefore δ = 9π2

16
≈ 5.55.

It is useful to compare the spherical collapse model to the predictions from linear

theory. Clearly, the predictions from linear theory will not be accurate in this regime

as δ > 1. However, by comparing the linear prediction to the spherical collapse model,
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objects, or scales, that should have already collapsed can be identified from the linear

extrapolation. From Eqn. (1.25) & (1.25) we can derive the linear (corresponding to

θ ≪ 1) evolution to be

δlin =
3

20
(6π)2/3

(
t

tta

)2/3

. (1.28)

Here we can see that δlin(t = tta) = 3
20
(6π)2/3 ≈ 1.062 and at the time of collapse

δlin(t = tcollapse) = 3
5

(
3π
2

)2/3 ≈ 1.686. Where the spherical collapse model would

predict δ ≈ 5.55 and δ = ∞, respectively. Therefore, the prediction of the spherical

collapse model is that any overdensities that reach δ = 1.686 should have already

collapsed. This is a useful quantity used extensively in the Press-Schechter formalism

(see later in Section 1.4.5). This is then referred to as the critical density, denoted δc.

The final key prediction of the spherical collapse model discussed here is the

overdensity of the final object that forms after collapse. Directly using the above rela-

tion predicts an infinite final overdensity. However, during this final stage of collapse

shell crossing will occur and the assumptions in the spherical collapse model break

down. To find the final overdensity one can assume that the matter will undergo some

period of violent relaxation, ending in a virialised system. Enforcing the virial theo-

rem (2K + P = 0) and using energy conservation we find that the radius at which the

system virialises is rvir = rta/2. The density enclosed by the shell is therefore 8 times

larger than at the turn around radius. By approximating the time of virialisation to be

the collapse time (tcoll = 2tta) we can derive the final overdensity to be

∆vir ≡ δvir = 18π2 ≈ 178. (1.29)

Therefore, any objects in our own Universe that are observed to have an overdensity

greater than or equal to 178 should be in virial equilibrium.

As mentioned previously, the above discussion and derivations correspond to

an EdS universe and therefore not one with a cosmological constant such as ΛCDM.

However, a correction for ΛCDM can be derived. Two of the key quantities that come

out of the spherical collapse model are the critical density, δc, and the virial overdensity,

∆vir. In a cosmology with a cosmological constant δc = 1.686Ω0.055
m (tcoll). There is



1.4: Analytic models for structure collapse 18

therefore only a very mild cosmological dependence, and to a good approximation δc is

simply a constant equal to the value predicted for an EdS cosmology. Similarly, there is

also a cosmological dependence introduced to ∆vir for a universe with a cosmological

constant. ∆vir is well approximated as

∆vir = (18π2 + 82(1 + Ωm)− 39(1 + Ωm)
2)/Ωm, (1.30)

where Ωm is the matter density at the time of virialisation (Bryan, Norman, 1998).

Here we can see that the cosmological effect on ∆vir is much stronger. For example,

consider a universe close to our own with Ωm,0 = 0.3, in such a universe the prediction

is that ∆vir ≈ 218. Typically, the changes to ∆vir are ∼ 20%, as opposed to the ∼ 1%

expected for δc.

∆vir is a key quantity used extensively throughout this thesis. It is common to

elevate the virial radius corresponding to given overdensity from a prediction to a def-

inition of the size and mass of galaxies and DM haloes, both in numerical simulations

and observations. Typically, the mass is defined so that the spherically averaged den-

sity is ∆6 times larger than some reference density, typically using either the mean

or critical density. The prediction from the spherical collapse model, for a ΛCDM

cosmology, would be the previous relation where ∆ is redshift dependent. However,

there is not a consensus on the ‘correct’ mass definition. Common choices include the

Bryan, Norman (1998) relation given above, ∆ = 200 or 500 with respect to either the

mean and critical density. Throughout this work we primarily use the mass definition

of ∆ = 200 with respect to the critical density, the corresponding mass and radius are

then denoted M200c and R200c, respectively.

1.4.4 Secondary infall models

The spherical collapse model described above gives key insights into the initial col-

lapse and formation of DM haloes from the linear regime, as well as motivating many

6It is common to drop the subscript when using ∆ as a mass definition and simply quote the value
used
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of the mass definitions currently used. However, the theory cannot describe the evolu-

tion of objects after shell crossing. As such a key property not predicted in the spherical

collapse model is the expected density profile of the resulting virialised object. In this

section we describe so-called secondary infall models, that aim to model the evolution

after shell crossing and make predictions for the resulting density profile. We will fo-

cus on how results from this theory continue to inform our current understanding of

the formation and evolution of collapsed structure. We specifically focus on the results

of Fillmore, Goldreich (1984) and Bertschinger (1985).

The key difficulty in modelling the evolution after shell crossing is that the mass

contained within a given shell is no longer conserved. The mass, and therefore poten-

tial, for a given shell is time dependent, and therefore the energy of individual shells is

no longer a conserved quantity.

As discussed in Bertschinger (1985) it is useful to work in dimensionless quan-

tities. Here we define

λ ≡ r

rta(t)
(1.31)

and

ξ ≡ ln

(
t

tta

)
. (1.32)

Where rta is the radius of the current shell undergoing its first turn around and not the

turn around radius of the particular shell being considered. In these units the equation

of motion for the shell becomes

d2λ

dξ2
+

7

9

dλ

dξ
− 8

81
λ = −2

9

M(λ)

λ2
, (1.33)

subject to the boundary condition

λ = 1,
dλ

dξ
= −8

9
at ξ = 0. (1.34)

From the above equation we can see that, in these units, the potential only depends on

one variable,M(λ), reducing the problem to a linear second order differential equation.

We can see that the general form of the equation is to describe a damped system subject
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Figure 1.1: Results from the secondary infall model. Here is shown the resulting particle
trajectories, as expressed in the dimensionless quantities λ and ϵ. This result can either be
interpreted as the trajectory of an individual particle, or as a snapshot of particle positions.

to a modified potential. Unfortunately, Eqn. 1.33 cannot be solved analytically, but an

accurate solution can be obtained numerically.

Fig. 1.1 shows the numerical solution for λ as a function of ξ.7 λ(ξ) can be

viewed as either the trajectory of a given shell, or alternatively the radius of different

shells at a given snapshot. Initially, the shell falls into the halo from rta (λ = 1,

ξ = 0) before passing though the centre and subsequently turning around again and

continuing to oscillate about the centre. Over time the maxima, or apocentre of the

orbit, decreases due to energy being dissipated, leading the shell to sink further and

further into the centre of the halo.

The mass contained within the radius λ is shown in Fig. 1.2. The non dimen-

7The data for Fig. 1.1, 1.3 and 1.2 are all taken directly from Bertschinger (1985)
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Figure 1.2: Results from the secondary infall model. Here is shown the contained mass within
the dimensionless radius λ. From this plot the density profile ρ ∝ r−2.25 can be inferred.

sional density, analogues to the mass density, can be defined as

D(λ) ∝ 1

λ2
dM

dλ
, (1.35)

and is shown in Fig. 1.3. Here it is seen that the secondary and higher turn around

radii have noticeable imprints on density profile, where there are sharp discontinuities

corresponding to the apocenter of the orbiting shells that occur at fixed fractions of the

first turn around radius. These features are also visible in the mass profiles, though

are not as dramatic as the density profiles. From the mass profiles we arrive at the

prediction that ρ ∝ r−2.25, though with the additional prediction of multiple caustics

imprinted in the density profile, due to the specific scale imposed by the turn around

radius.

There are a number of key limitations of the secondary infall model discussed

above. A key assumption in the above derivation is that the initial overdensity is spher-
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Figure 1.3: Results from the secondary infall model. Here is shown the (analogous) density D
as a function of the dimensionless radius λ. Here the features imprinted on the density profile
by the specific scale of the turn around radius can be seen.

ically symmetric and there are initially no peculiar velocities (i.e. everything starts in

the Hubble flow). As such, the solution is also spherically symmetric with particles

only having a radial velocity. Whereas, it is expected that the initial overdensity from

the Gaussian field to not be spherically symmetric and for gravity to enhance any initial

deviations from spherical symmetry (e.g. Zel’dovich, 1970). As it is expected for the

initial collapse to be ellipsoidal and the subsequent dynamics to be close to isothermal,

as opposed to purely radial orbits. Additionally, the assumption of spherical symme-

try leads to purely ‘smooth’ accretion and does not model the evolution of hierarchical

growth through many mergers that is at the heart of our current cosmological paradigm.

Even though the predictions of secondary infall models break down in detail

there are two qualitative predictions that are of use and appear in more realistic numer-

ical simulations. The first is the idea that the growth of haloes, and similarly galaxies,

is an inside out process with matter at the very centre corresponding to that which
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was accreted much earlier, and vice versa. The second is the features in the density

profile associated with the apocentre of the orbits. Although the majority of these are

smoothed out due to phase mixing the second turn around radius is observed in the

density profiles of numerical simulations (e.g. Diemer, Kravtsov, 2014a; More et al.,

2015). This feature is often referred to as the splashback radius and can be used to

demarcate material that is being accreted for the first time from that that has already

passed through the halo.

1.4.5 Press-Schechter and peak height

When discussing the formation and evolution of collapsed objects we have, notably,

yet to consider the role of the linear (or nonlinear) power spectrum. As the linear

power spectrum represents the form of the initial density field, and can be viewed as

the initial conditions, we expect it to play a key role in the form and evolution of

collapsed objects.

From the spherical collapse model we know that any overdensities in the lin-

ear power spectrum with δlin(x⃗, t0) > δc/D(t) will have already collapsed today. A

schematic of this is shown in Fig. 1.4. Here is shown a one-dimensional Gaussian

random field with an arbitrary normalised critical density. The evolution of this is for

the perturbation to grow with time, or alternately to fix the perturbation but evolve the

critical density with time, resulting in the collapse of more and more structure.

From inspecting Fig. 1.4 we can see that for this particular configuration there

are four distinct regions above the critical density, resulting in the formation of four

DM haloes. This then naturally leads to the question of how do we identify given

regions as belonging to an individual halo and how do we assign a given mass to that

halo. One approach, as proposed by Bardeen et al. (1986), is to consider filtering the

density field with a given window function to produce a smoothed density field,

δsm(x⃗;R) ≡
∫
δ(x⃗)W (x⃗− x⃗′;R)d3x⃗. (1.36)
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Figure 1.4: Schematic one-dimensional depiction of how individual regions can be identified in
the linear Gaussian field that will collapse into individual haloes. Here is shown an arbitrarily
normalised one-dimensional Gaussian random field and corresponding critical density. In this
example we would expect 4 haloes would be expected to form from the corresponding regions
where δlin > δc.
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Where W (x⃗;R) is the window function, with a few common choices, though here we

will only consider the window function to represent a spherical top hat function in real

space. Specifically

W (x⃗;R) =


3

4πR3 r ≤ R

0 r > R,

(1.37)

with the corresponding Fourier transform,

W̃ (kR) =
3

(kR)3
(sin(kR)− (kR) cos(kR)). (1.38)

The average mass contained within a sphere of radius R will be

M =
4π

3
R3ρm,0. (1.39)

This then allows us to associate a given smoothing of the overdensity field to a given

halo mass.

δsm(x⃗;R) is itself a Gaussian random field with a mean of 0, the same as the

unsmoothed field. However, it will have a different variance that depends on both the

window function and the power spectra of the unsmoothed density field. The variance

of the smoothed field can be written as

σ2(R) =
1

2π2

∫
k2P (k)W̃ 2(kR)dk. (1.40)

This is where the cosmological parameter σ8 comes from, it is defined to be σ8 ≡

σ(R = 8h−1 Mpc, z = 0). Where it then follows that σ8 corresponds to a measure of

the amount of structure present for the given cosmology at roughly cluster scales.8

We can now think of each peak above δc in the smoothed density field, δsm(x⃗;R),

as belonging to a halo of corresponding mass or larger. Under such an assumption the

number of peaks greater than δc will equal the number of haloes above that associated

mass, and can therefore predict the number density of dark matter haloes as a function

8For example, a ΛCDM cosmology with Ωm,0 = 0.3 and h = 0.7 σ8 corresponds to a mass scale of
M ∼ 1013 M⊙.
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of mass, n(M, z).

Directly counting the number of peaks quickly runs into the cloud-in-cloud prob-

lem, making it unclear how to associate a given peak with a given halo. Press, Schechter

(1974) avoids this problem by making a different, though similar, assumption that each

peak corresponds to a given halo. Instead, the key ansatz in Press-Schechter (PS) the-

ory is that the probability of the smoothed overdensity field being larger than δc is equal

to the mass fraction contained within haloes greater than the associated mass. For a

Gaussian random field the corresponding probability is

P(δM > δc) =
1

2
erfc

(
σc
2δM

)
, (1.41)

where erfc(x) is the complementary error function. While the fraction of mass in

haloes above mass M , F (> M) is

F (> M) =
1

ρm,0

∫ ∞

M

M ′n(M ′, z)dM ′. (1.42)

From these relation we can then arrive at the prediction for the abundance of haloes

n(M, z) =

√
2

π

ρm,0

M2

δc
σ(M)

exp

(
− δ2c

2σ2(M)

)
d lnσ(M)

d lnM
. (1.43)

This relation therefore gives a link between the linear density field to the number of

collapsed structures expected for such a universe. From this a characteristic mass, M∗,

can be defined where σ(M∗) = δc. From this we can see the behaviour that for M ≪

M∗ n(M) ∝ M−2 while for M ≫ M∗ n(M) decays exponentially, effectively due

to sampling the very tail of the Gaussian distribution.9 As this transition from power

law to exponential depends strongly on σ(M), and hence the linear power spectrum,

it means that the abundance of high mass haloes is very sensitive to the underlying

cosmology. As such the observed mass function should be, in principle, a powerful

tool for constraining cosmology.

Bond et al. (1991) introduced an alternative derivation of the PS mass function
9The behaviour at low masses assumes a ΛCDM cosmology with ns ≈ 1.
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based on an excursion set formalism. Here the evolution of the smoothed overdensities

as a function of mass can be modelled as a Markovian random walk (if using a sharp k-

space filter). The formalism is generally referred to as extended Press-Schechter (ePS)

theory. This formalism has a number of advantages over the ‘standard’ PS formalism.

One particularly notable example is that it allows the construction of the accretion

history for a population of haloes as a function of mass. This merger history can then

be coupled to (semi-)analytic models of the evolution of the gas and star formation to

create a (semi-)analytic model of galaxy formation and evolution.

The predictions of the PS (and ePS) model broadly agree with what is ob-

served in numerical simulations, particularly replicating the power law behaviour at

low masses and the exponential suppression at larger scales. However, it is not quan-

titatively accurate, with errors ≳ 20%, when compared to numerical simulations. As

such, there exist many empirical extensions to the functional form of Eqn. 1.43 moti-

vated by the results of numerical simulations (e.g Tinker et al., 2008).

From the above discussion there is a key quantity that is natural to define. The

peak height

ν(M, z) ≡ δc

σ(M, z)
=

δc

D(z)σ(M, z = 0)
. (1.44)

We make extensive use of peak height throughout this thesis and regularly describe

properties of DM haloes as a function of ν as opposed to mass. Fundamentally, ν is a

more useful quantity as it embeds information about the given cosmology and initial

conditions (i.e. P (k)), whereas the mass alone contains no such information.



Chapter 2

Simulation Techniques

In the previous chapter I have discussed many of the basic ideas and theories under-

pinning our current understanding of the formation and evolution of structures in our

universe. For a few specific systems, such as an isolated spherical top hat perturbation,

there exist analytic solutions. However, generally analytic solutions cannot be found

due to the non-linear and coupled nature of the equations of motion. It is therefore

often necessary to resort to numerical methods to directly integrate the equations of

motion. A particular numerical scheme’s results are often referred to as a simulation.

Numerical simulations are the main tool used throughout this thesis and their results

are studied extensively throughout.

In this chapter I will outline the main aspects of the simulations used and the un-

derlying equations that are being solved. In Section 2.1 I will outline the key equations

of motion to be solved. In Section 2.2 I will review how the gravitational potential,

and associated gravitational force, is estimated. In section 2.3 I will outline how the

equations of motion are directly integrated to propagate their time evolution. In Sec-

tion 2.4 I will outline how the initial conditions are generated. In Section 2.5 I will

describe how structures are identified from the output of a given simulation to identify

individual haloes. Finally, in section 2.6 I will review some of the key results from

numerical simulations of the growth of structure.

28
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2.1 Key equations and general simulation principles

The majority of the work in this thesis utilises so-called ‘DM only’ simulations where

all matter is treated as a collisionless fluid. This means that the only force needed to

model is gravity.

The key equations to be solved are presented below. For brevity and clarity they

are presented in physical coordinates and the focus is on the numerical techniques

employed, however the actual simulations will use comoving coordinates, resulting in

slightly modified equations of motion (see Section 1.4.2). Additionally, the equations

are presented in the form that is most relevant to the numerical techniques used.

Throughout this work the collisionless fluid, i.e. DM, is modelled using an N-

body approach. Here the fluid is split up into individual particles that sample the under-

lying fluid distribution, and as such represent a Lagrangian simulation method. Each

particle has 3 key properties, its position, r⃗, velocity, v⃗ and mass. The acceleration of

a given particle obeys Newtonian gravity,

d2r⃗

dt2
= −∇⃗ϕ(r⃗, t). (2.1)

Where ϕ is the gravitational potential, given by Poisson’s equation. Written in integral

form this is

ϕ(x⃗) =

∫
Gρ(r⃗′)

|r⃗ − r⃗′|
d3r⃗′, (2.2)

where the integral is over all mass elements.

As an N-body approach is used it is possible to reach arbitrarily large acceler-

ations when particles undergo close encounters. However, such close encounters are

purely numerical and therefore unphysical. To avoid this it is common to adopt a

gravitational softening where the gravitational potential is modified to reduce the grav-

itational forces at small scales. The easiest way to do this is to add a small constant

to the distance, resulting in a minimum separation, where the gravitational potential
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between two mass elements would then be

ϕ = −Gm1m2

r + ϵ
. (2.3)

Here ϵ is the gravitational softening length and chosen to be small compared to the

mean interparticle separation. One limitation of the above form is that the potential

never reduces exactly to the correct Newtonian form. Instead, a spline can be used to

smooth the potential. Here

ϕ = − Gm1m2

r +W (r, h)
(2.4)

where

W (r, h) =
8

πh3
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(2.5)

Here h is again the softening length and it is clear that for r > h the potential reduces

exactly to the correct Newtonian calculation.

Broadly speaking, the goal of a given simulation is to accurately evolve all par-

ticles’ velocity and position with time. From the above equations we can see that there

are two components necessary to achieve this. First the gravitational potential needs to

be estimated, which will be referred to as the gravity solver, and secondly the particle

position and velocity must be directly integrated for a given acceleration.

2.2 Gravity solver

In this section I describe a few different approaches to estimate the gravitational po-

tential for a distribution of particles. The most obvious, and accurate, approach would

be to use direct summation where the acceleration of particle j is equal to the sum of
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forces form all N other particles,

d2r⃗j
dt2

=
N∑
i ̸=j

Gmi

|r⃗i − r⃗j|3
(r⃗i − r⃗j). (2.6)

The limitation of this approach is the computational cost, with scaling O(N2). Ad-

ditionally, the direct summation method is unnecessarily accurate in certain regimes.

For example the acceleration on a particle within a given halo is not sensitive to the

internal structure of a halo many megaparsecs away but only on the total mass of that

object.

One common approach is to use a particle mesh (PM) to estimate the gravita-

tional potential. Here particles are binned using an equally spaced grid (similar to

a 3-dimensional histogram). From this grid the density field ρ(r⃗) can be estimated

at each grid point, either by using the nearest neighbour or a cloud-in-cell approach

where the mass of each particle is interpolated between all neighbouring grid points.

The gravitational potential, which is a convolution of ρ(r⃗), can then be efficiently

calculated using a discrete Fourier transform. This results in a very quick and effi-

cient method, O(N logN), to estimate the gravitational potential. An example of the

method is shown in the left hand panels of Fig. 2.1, where the top panel shows an ex-

ample distribution of particle in two dimensions with the PM overlaid with the bottom

panel showing the resulting estimation of ρ(r⃗).

One key limitation of using a static PM is the fixed spatial resolution. Initially,

when the density field is approximately homogeneous this is not an issue. However, as

structures begin to collapse below the resolution of the mesh the static spatial resolution

results in the internal structure of haloes not being resolved. Due to this issue PM codes

are typically only used for large volume, low spatial resolution simulations.

An alternative approach is to use an octree algorithm. Here the box volume is ini-

tially split into eight equal sub-volumes, each of these are subsequently split into eight

smaller cells, with this refinement ongoing till a certain condition is met. Typically, this

is either a maximum number if particles contained within a grid or a minimum spatial
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Figure 2.1: Depiction of the PM and octree approaches applied to an example two-dimensional
particle distribution. Here the dynamic nature of the octree can bee seen, where the internal
structures of the individual haloes are more finely resolved than using the static PM approach.

resolution of the grid. This dynamic approach then naturally leads to high density re-

gions being more spatially resolved, and vice versa. A 2-dimensional example of this

is shown in the right hand panels of Fig. 2.1.1 Again, the top panel shows the example

particle distribution with corresponding cells and the bottom panel the corresponding

estimation of ρ(r⃗). It is immediately clear the dynamic nature of this approach, with

individual haloes being much more finely resolved than the underdense background.

Notably, this results in much larger resolved densities at the centres of the haloes that

gets smoothed out when using the static PM approach.

In practice a hybrid approach between the octree and PM methods is used (tree-

PM), where gravitational forces on large scales are calculated using the PM while local

forces are calculated from the octree. This is the approach used in the Gadget-2 code.

1In 2-dimensions this kind of structure is a quad-tree.
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2.3 Time Integration

With the acceleration calculated for each particle it is then necessary to propagate

the current position and velocity to some later time (step), ∆t. There are a few

commonly used methods when numerically integrating differential equations, such

as Runge–Kutta and the Euler method. In Gadget-2 a leap frog, with a kick-drift-

kick scheme, is used. The leap frog method much better conserves energy than simi-

lar methods while being relatively computationally inexpensive, making it reliable at

modelling periodic systems, such as the orbits of particles.

The leap frog scheme is as follows,

v⃗i+1/2 = v⃗i + a⃗i
∆t

2
, (2.7)

x⃗i+1 = x⃗i + v⃗i+1/2∆t, (2.8)

v⃗i+1 = v⃗i+1/2 + a⃗i+1
∆t

2
. (2.9)

Here x⃗i, v⃗i and a⃗i represents the initial position, velocity and acceleration while x⃗i+1,

v⃗i+1 and a⃗i the position, velocity and acceleration at a time ∆t later.

In general the error in the integration scheme will be ∝ |⃗a|1/2∆t, which implies

that to minimise the errors in a given simulation the time steps should be chosen so

that ∆t ∝ 1
|⃗a|1/2 and will therefore be dynamic and depend on the particle’s evolution.

An interesting problem in cosmological simulations is the very large dynamic range of

the gravitational forces; particles in voids will feel almost no gravitational force, while

particles at the centres of haloes will feel orders of magnitude larger accelerations. Due

to this large dynamic range, it would not be computationally efficient to use the same

time step for all particles. Dynamic time steps are therefore used so that each particle’s

individual time step evolves with time and independently of other particles. In practice,

a discretised set of time steps are used to allow particles to stay synchronised, otherwise

all particles would be at different times.
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2.4 Initial Conditions

As discussed in detail in Section 1.4.1 the initial overdensity field of the universe is

described by a Gaussian random field with a specified initial power spectrum. For the

types of simulations used in this work the fluid is modelled as individual particles, with

a given position and velocity. It is therefore necessary to translate a given overdensity

field, δ(x⃗), to a given distribution of particle positions and velocities.

The first important thing to note is the initial time of the simulations. As the

non-linear evolution of the growth of structure is to be modelled then it is necessary to

start the simulations in the linear regime, but still late enough that effects such as free

streaming and changes due to the cosmological horizon at early times are no longer

present. Generally, this forces into the regime after recombination, i.e. z ≲ 1000, and

before transitioning into the non-linear regime, z ≳ 10. For the simulations presented

in this work an initial redshift of z = 127 is used.

The general method is outlined below. Initially the particles are arranged homo-

geneously, corresponding to a distribution with no overdensities. This can be either a

glass distribution or, as used in this work, arranged on a uniform grid. The initial posi-

tion and velocities of the particles for the given overdensity realisation are calculated

using the Zeldovich approximation. The Zeldovich approximation, for the displace-

ment of particles, can be written as

x⃗(t) = x⃗i −
D(a)

4πGρm,i

∇⃗ϕi. (2.10)

Where the subscript i corresponds to some initial configuration. Therefore for a given

initial overdensity distribution δ, and corresponding potential ϕi, the position of that

particle at a later time can be calculated. This is how the initial positions of the particles

are calculated for the simulations.2 The same approach is used for the initial particle

velocities, using the equivalent Zeldovich approximation for particle velocities.

2Strictly, the simulations presented in this work use a second order Lagrangian perturbation ap-
proximation, while the Zeldovich approximation is a first order approximation. However, the general
approach is the same as described here.
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Due to the finite volume and resolution of a given simulation there will be an

associated minimum and maximum scale that the power spectrum can be sampled for.

The largest physical scale, smallest k-scale, is the fundamental mode

k0 =
2π

L
, (2.11)

and the smallest scale is the Nyquist frequency

kNyq = π
N1/3

L
. (2.12)

Where N is the number of particles used and L is the box length. Below and above

these scales the simulation will not be able to reliably describe the evolution of struc-

ture.

The left panel of Fig. 2.2 shows a typical power spectrum for the initial con-

ditions. In this case a modified version of N-GENIC is used to generate the initial

particle distribution.3 The linear power spectrum provided is shown as the dashed line,

while the measured power spectrum for the distribution of particles is shown in the

solid dashed line. The fundamental and Nyquist frequencies are shown as vertical dot-

ted lines. In general it can be seen that the measured power spectrum closely follows

the input linear power spectrum, up to the Nyquist frequency where it quickly devi-

ates, as expected. There is often significant scatter between the measured and supplied

power spectra, particularly at low k values. This is due to the finite sampling resulting

in only a small number of large k-modes within the simulation volume. This random-

ness results in cosmic variance, where the largest scales and most massive haloes in

the simulation will be subject to the random fluctuations of the given realisation.

An example of the resulting particle distribution is given in the right hand panel

of Fig. 2.2. This is a thin slice from the full three dimensional distribution. Overplotted

is the initial grid positions of the particles. As can be seen the distribution of the

particles is relatively homogeneous, corresponding to the small overdensities at this

3The publicly available version of this code can be found at https://github.com/sbird/
S-GenIC.

https://github.com/sbird/S-GenIC
https://github.com/sbird/S-GenIC
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Figure 2.2: Example distribution of particles taken from a WMAP-9 cosmology initialised at
z = 127. This is a sub-sample of a thin layer of particles taken from a full three-dimensional
set of initial particle coordinates. The initial homogeneous grid positions are shown as dashed
lines.

early redshift (z = 127). However, the particles have clearly moved from their initial

configuration, as discussed above.

2.5 Halo finder

The above discussions provide all of the necessary details to perform an N-body sim-

ulation of structure formation. However, there is still one key aspect that is important

for studying DM haloes. Primarily, how to define and assign particles to individual

haloes. Take, for example, the two dimensional distribution of particles in Fig. 2.1.

Here, it is easy to visually identify different structures that we would consider to be

DM haloes, however it is unclear where to put the ‘edge’ of these structures.

One common approach is the friends-of-friends (FOF) algorithm (Davis et al.,

1985). In the FOF algorithm all neighbouring particles within a given distance, known

as the linking length, are identified as that particle’s immediate ‘friends’. From this

initial identification any particles with mutual friends, regardless of how long the chain

is, are then grouped together into a single FOF group. This simple algorithm allows for
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Figure 2.3: Example of the FOF algorithm applies to the same two-dimensional particle distri-
bution as shown in Fig. 2.1. Here, FOF groups with less than 40 particles have been discounted.
Different colours denote particles as belonging to a given FOF groups, with black used for those
not identified into FOF groups with less than 40 particles.

particles to be quickly identified into individual, discrete objects, where every particle

is then uniquely assigned to a FOF halo, or identified as being in the field (i.e. not

assigned to any FOF group).

The results of applying the FOF algorithm to the previous two dimensional ex-

ample is shown in Fig. 2.3. Here each particle’s colour demarcates it as belonging to

a given FOF group, where black is used for particles not assigned to any FOF group

or to one containing fewer than 40 particles. All of the major haloes that would be

identified visually are also identified using the FOF algorithm.

One key aspect of the FOF algorithm that needs to be chosen carefully is the

linking length. It is clear that the number of identified objects, as well as their size,

depends sensitively on the choice of the linking length. To remove the dependence on

the resolution and volume of the simulation the linking length is often quoted in terms
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of the mean interparticle separation, l = (N/V )1/3. It is common to choose the linking

length so that the FOF group contains the radius used for the spherical overdensity

mass definition, typically using M200m and corresponding radius R200m. The linking

length, chosen to meet this criteria, used in this work is 0.2l.

There are a few characteristic features of the structures identified using the FOF

algorithm. Firstly, the FOF groups are rarely spherically bounded, often with long

tendril-like features. For example, the probability density functions used to generate

the DM halo analogues in Fig. 2.3 are perfectly spherical, but none of the FOF groups

are bounded by spherical regions. Another feature is the identification of spurious

structures that do not represent collapsed bound haloes but rather a chance configura-

tion of particles. This can be overcome by applying a cut to the minimum number of

particles in a FOF group to be considered, as well as being an issue that will improve

with increased resolution. Another aspect of FOF groups is their tendency to build

‘bridges’ between two objects only connected by a handful of particles that could po-

tentially be identified as separate objects. An example of this would be if a somewhat

larger linking length was used in Fig. 2.3 where the two largest structures (in green

and blue) would be linked together. Due to these ambiguities the FOF algorithm, with

a given linking length, is typically used as the definition for individual groups of DM

halos, both in simulations and observations.

The final limitation of the FOF algorithm is that it does not identify individually

bound structures within a FOF group itself. These structures within the FOF group are

generally referred to as subhaloes and in this work are identified with the subfind

algorithm (Springel et al., 2001). There are two general steps to the subfind algo-

rithm. Initially, minima in the potential field are identified, with each identified minima

corresponding to a subhalo. The gravitational potential of the surrounding particles is

then calculated,4 with all particles that are gravitationally bound to the given potential

minima being assigned to that subhalo. Here it is worth noting that the initial identifi-

cation of the subhaloes uses only spatial information, while the assignment of particles

to a given subhalo uses 6 dimensional phase space information. As such, there can

4This is done with the octree approach described in Section 2.2.
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be particles that are spatially contained within a subhalo but are not assigned to it due

to their larger velocities meaning they are identified as being unbound. Typically the

properties of subhaloes, such as their mass, are calculated using only the bound parti-

cles.

The most massive identified subhalo is then defined to be the host (or sometimes

referred to as the central), regardless of its spatial position within the FOF group.

Each FOF group will have only one host halo, but an unspecified number of satellites.

Additionally, the centre of the FOF group is commonly chosen to be the centre of

potential of the central subhalo, as is done in this work. All radial distances, including

calculating overdensity mass definitions, are then calculated with respect to the host

halo’s centre of potential.

In summary, particles are first identified into groups using the FOF algorithm.

These particles are then further divided into bound subhaloes with the subfind al-

gorithm. Particles are always uniquely assigned to a given FOF group or subhalo.

Particles therefore fall into three categories: those that are not identified into any FOF

group, those that are within a FOF group but not assigned to any subhalo and those that

are part of a FOF group and subhalo (that is either considered the host or a satellite).

2.6 Key results from numerical simulations

In the previous chapter I have discussed in detail some of the key analytic models of

the growth of structures in a cosmological context. However, these analytic models

often have key limitations not present in numerical simulations. Therefore there are

many important results from N-body simulations. Broadly these can be split into two

categories: the large-scale distribution of DM, such as the clustering of galaxies and

the DM halo mass function, and the internal structure of individual DM haloes. It is

this second category that is the main focus of this thesis.
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2.6.1 Density profiles of dark matter haloes

One key prediction from N-body simulations is the spherically averaged density pro-

files of DM haloes, which can be inferred observationally from stellar rotation curves.

Early analytic models typically predict a power law density profile,

ρ(r) = ρ0r
−γ. (2.13)

For example the model of violent relaxation predicts γ = 2 (Lynden-Bell, 1967), while

secondary infall models predict γ = 2.25 (Fillmore, Goldreich, 1984; Bertschinger,

1985), with analytic models typically predicting slopes in the range γ = 2–3.

Early, low resolution numerical simulations typically agreed with this result of

the density profile being power law in nature. However, later simulations demonstrated

that the predicted density profiles take on a more complex form with the slope of the

profile exhibiting a clear radial dependence. This led to a family of empirical density

profiles that took on a self-similar form. Typically these would be of the form of a

broken power law. One of the key properties of these early density profiles is that

they imply that the density profiles are self-similar, meaning that they can be rescaled

perfectly to one another by a given radius. In general these kind of profiles can be

written in the form

ρ(r) =
ρ0(

r
rs

)α(
1 + r

rs

)β . (2.14)

Such a parameterisation represents a smoothed broken power law, where the inner

slope as r → 0 is −α and the outer slope as r → ∞ is −(α+ β). The scale radius, rs,

represents the point which transitions between the two regimes, and corresponds to a

slope of −(α+ 0.5β). Typically a given profile will use a fixed value for α and β. For

example the Hernquist profile uses α = 1, β = 3 (Hernquist, 1990).

One of the most important empirical forms for the focus of this work is the

NFW profile (Navarro et al., 1996b; Navarro et al., 1997), that is used extensively

throughout the field to model the density profile of DM haloes and is often referred to
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as the ‘universal density profile’. The NFW profile uses α = 1 and β = 2, predicting

that the inner and outer slopes of the DM density profile to be −1 and −3, respectively.

The scale radius represents where the slope is −2.

One key aspect of the NFW, and similar, formalisms is that the density profile of

a DM halo only depend on its mass and scale radius, often quoted as a halo concentra-

tion

c ≡
R∆c/m

rs
. (2.15)

It is well established that c depends strongly on both mass and redshift for a given

cosmology, albeit with significant scatter. As such, predicting the mass, redshift and

cosmology dependence of c has been the focus of much research (e.g. Bullock et al.,

2001a; Eke et al., 2001b; Prada et al., 2012; Diemer, Kravtsov, 2015; Correa et al.,

2015a). In general it is found that for a ΛCDM cosmology the concentration increases

for lower mass haloes, while at a fixed mass, concentration increases at lower red-

shifts. This general dependence is naturally explained by positing that the concentra-

tion of haloes is driven by a halo’s formation time, where haloes that form earlier have

larger concentrations. As lower mass haloes form earlier than their larger counterparts

this naturally explains the general mass and redshift evolution of halo concentration.

Formation time has therefore been used to develop many (semi-)analytic models for

predicting halo concentration (e.g. Navarro et al., 1996b; Wechsler et al., 2006; Ludlow

et al., 2014).

It was later demonstrated, with even higher resolution simulations, that the den-

sity profiles are not perfectly self similar and are better fit by an Einasto profile (Gao

et al., 2008a; Navarro et al., 2010b),

ln(ρ(r)/ρ−2) = − 2

α

[(
r

r−2

)α

− 1

]
. (2.16)

The Einasto profile is defined such that the logarithmic slope is a power law,

d log ρ/d log r ∝ rα. Here α is known as the shape parameter and in the above form

r−2 represents where the logarithmic slope is −2, equivalent to the scale radius for

an NFW profile. There are a few key differences between the Einasto and NFW pro-
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files. Firstly, is the prediction for the inner and outer slopes, while the NFW profile

predicts clear asymptotic slopes of −1 and −3 the Einasto profile has no such limits

and instead reaches arbitrarily steep profiles at large radii and a flat profile at the cen-

tre. Secondly, the Einasto profile predicts that haloes are not self similar, requiring an

additional ‘shape’ parameter, α, beyond concentration to describe their profiles. The

NFW profile does not have any equivalent parameter. This is additionally important

as α, like halo concentration, has been shown to vary systematically with halo mass,

redshift and cosmology (e.g. Gao et al., 2008a).

There are still a number of outstanding questions regarding the internal structure

of dark matter haloes. Firstly, the theoretical origin of the form of the density pro-

file (NFW or Einasto) is poorly understood. Additionally, although there exist many

models to predict the concentration of DM haloes there is yet to be developed a model

to predict the mass, redshift and cosmology dependence of both halo concentration

and the shape parameter. The density profiles of DM haloes and their dependence on

changes to the underlying cosmology is the focus of much of this thesis and discussed

in more detail within both Chapter 3 and 4.

2.6.2 Small scale challenges of ΛCDM

In general, the agreement of numerical simulations match very closely the large scale

structure of our observed universe, such as the clustering of galaxies, cosmic shear

and the observed Lyman-α forest. In these fields the use of numerical N-body simu-

lations has become invaluable in interpreting observations and being able to use these

observables to constrain cosmological models and parameters.

Despite the success of the ΛCDM model on large scales there have been a num-

ber of tensions identified on small scales:

Missing satellites problem (e.g. Moore et al., 1999; Klypin et al., 1999). The pre-

diction of collisionless simulations of ΛCDM cosmologies is that all haloes should be

surrounded by a plethora of satellite haloes. However when comparing observations of
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the local group it became clear that the abundance of systems at small masses, typically

in the dwarf regime, are significantly lower than predicted by simulations.

Core-cusp problem (e.g. Flores, Primack, 1994; Moore, 1994). Early predictions

from collisionless simulations suggested that the density profile of DM hales are

‘cuspy’, with the NFW prediction being an inner slope of −1. However, observa-

tions of the stellar rotation profiles in low mass galaxies suggested that the profile of

the DM haloes are not cuspy but much closer to a cored profile with roughly a constant

density in the inner regions.

Too big to fail problem (e.g. Boylan-Kolchin et al., 2011). This is a similar issue to

the missing satellites problem and regards the distribution of satellites around Milky

way like systems. However, the too big to fail problem regards the largest satellite

galaxies. It is observed that the largest satellite systems in simulations have signif-

icantly different Vmax − Rmax relations, with the simulations predicting lower Rmax

values at a fixed Vmax than observed for the satellites of the Milky way.

There are a number of proposed solutions to these small scale problems with

ΛCDM. One way is to evoke an extension to the ΛCDM model. For instance, warm

DM models, with a truncated linear power spectrum, suppress the formation of haloes

below an associated mass scale as well as affecting their concentration, and can there-

fore offer a potential solution to the missing satellite and too big to fail problem. While

self-interacting dark matter, which allows for scatter between DM particles, produces

cores in the centre of DM, offering a solution to the core-cusp problem.

Although extensions to ΛCDM can offer solutions to these tensions there is, po-

tentially, a more obvious solution; baryonic physics. A key part of how these tensions

were originally formulated relied on comparing observations to collisionless simula-

tions. Indeed, it has been shown that these tensions can all, potentially, be resolved

with the inclusion of baryonic processes. The missing satellites problem can be ex-

plained by a significant number of dwarf mass DM haloes being ‘dark’ and not hosting

a stellar component (i.e. a galaxy). These dark subhaloes are due to a combination

the effects of reionisation, stellar and AGN feedback and environmental process. Sim-
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ilarly, baryonic processes, particularly stellar feedback, can reduce the concentration

of DM haloes leading to a resolution of the too big to fail problem. Finally, it has also

been shown that if stellar feedback is sufficiently ‘bursty’ it can lead to the formation

of a core in the central DM halo.

Although baryonic processes have been shown to resolve these tensions, it does

not rule out the possibility of deviations from ΛCDM. Particularly as there are signif-

icant uncertainties in how to accurately and reliably model the baryonic processes. A

key aspect of modern computational models for galaxy evolution is the need for cal-

ibration. Due to the finite resolution of numerical simulations many of the processes

have to be modelled as so-called ‘sub grid’ routines, with associated free parameters.

As such these models must be tuned to match certain observations. Typically, these

models are calibrated on a ΛCDM. Therefore, to truly test if ΛCDM offers a unique

solution, and put reliable constraints on extension ΛCDM, a joint exploration of the

baryonic models and a given extension is needed. This is the motivation and focus for

Chapter 5.



Chapter 3

Connecting the structure of dark

matter haloes to the primordial power

spectrum

This chapter appeared in Brown et al. (2020). The appendices for this work are in

Appendix A.

A large body of work based on collisionless cosmological N-body simulations

going back over two decades has advanced the idea that collapsed dark matter haloes

have simple and approximately universal forms for their mass density and pseudo-

phase space density (PPSD) distributions. However, a general consensus on the phys-

ical origin of these results has not yet been reached. In the present study, I explore

to what extent the apparent universality of these forms holds when the initial con-

ditions (i.e., the primordial power spectrum of density fluctuations) are varied away

from the standard CMB-normalised case, but still within the context of ΛCDM with a

fixed expansion history. Using simulations that vary the initial amplitude and shape,

I show that the structure of dark matter haloes retains a clear memory of the initial

conditions. Specifically, increasing (lowering) the amplitude of fluctuations increases

(decreases) the concentration of haloes and, if pushed far enough, the density pro-

files deviate strongly from the NFW form that is a good approximation for the CMB-

45
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normalised case. Although, an Einasto form works well. Rather than being universal,

the slope of the PPSD (or pseudo-entropy) profile steepens (flattens) with increasing

(decreasing) power spectrum amplitude and can exhibit a strong halo mass depen-

dence. Our results therefore indicate that the previously identified universality of the

structure of dark matter haloes is mostly a consequence of adopting a narrow range

of (CMB-normalised) initial conditions for the simulations. Our new suite provides a

useful test-bench against which physical models for the origin of halo structure can be

validated.

3.1 Introduction

The study of how structure forms in a Λ-Cold Dark Matter (ΛCDM) universe has been

an active area of research since its general acceptance as the leading cosmological

paradigm (Smoot et al., 1992; Riess et al., 1998; Spergel et al., 2003; Planck Col-

laboration et al., 2014). Of particular interest within the large-scale structure of our

Universe are collapsed, gravitationally-bound, virialised objects that are commonly

referred to as dark matter (DM) ‘haloes’.

Due to their non-linear evolution, DM haloes are most widely studied in the

context of cosmological N-body simulations where the equations of motion are solved

explicitly. From numerous such numerical studies there has emerged a few key results

that appear to exhibit a degree of universality. First, the density profiles of relaxed

haloes are well described by a Navarro-Frenk-White (NFW) profile (Navarro et al.,

1996a, 1997), defined as

ρ(r) =
ρ0

r/rs(1 + r/rs)2
. (3.1)

where ρ0 is a simple normalisation term,1 while rs is a scale radius. The NFW profile

has asymptotic inner and outer slopes of ρ ∝ r−1 and r−3, respectively, with rs being

the radius at which the logarithmic slope is −2. The scale radius, rs, is often quoted

1In fact, the normalisation does not need to be a free parameter, but can be specified by requiring
that the integral of the profile matches the total mass of the halo (e.g., within some spherical overdensity
radius).
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as a concentration parameter, c ≡ R∆/rs, where R∆ is the radius containing a mean

density of ∆ times the critical (or mean) density of the universe. It has been shown

that DM haloes are approximately self similar, as the NFW profile would suggest,

however in general DM densities are more accurately described with an additional

‘shape’ parameter (Navarro et al., 2010a). For this an Einasto profile is often used (see

Eqn. 3.10) (Einasto, 1965).

The second result is that the radial dependence of the pseudo-phase space density

(PPSD) profile, Q(r), appears to be well described by a simple power law over radii

sampled by simulations (e.g., Taylor, Navarro 2001). The PPSD is defined as

Q(r) ≡ ρ(r)

σ(r)3
, (3.2)

with σ(r) being the total velocity dispersion at a given radii. The exponent of the

power law is seemingly a constant for all haloes, with Q(r) ∝ r−1.875. This suggests

that the PPSD profiles are identical for all haloes, potentially indicating that the PPSD

is a more fundamental property of DM haloes than the mass density.

Both of these results are well established within the literature, however their

physical origins are relatively poorly understood. It has been argued that an inner

and outer slopes of the density profile −1 and −3, respectively, are expected from

hierarchical structure formation. Halo assembly can be split into two regimes, an early

rapid accretion phase followed by slower accretion. The inner slope of −1 is formed

during this initial phase and the outer slope of −3 during the second phase of slow

accretion, with the scale radius being linked to the time a halo transitions between these

stages (e.g. Syer, White, 1998; Lu et al., 2006). The power law nature of the PPSD, as

well as the specific exponent ofQ(r) ∝ r−1.875, is predicted by secondary infall models

(Bertschinger, 1985). However, these models are built on the strong assumption that

the initial perturbation and subsequent accretion is spherically symmetric and smooth,

i.e. there is no hierarchical growth of structure. Why such a model should correctly

match the PPSD profiles of haloes in a ‘real’ universe that grow through the continual

anisotropic accretion of clumps of matter is still an open question within the field.



3.1: Introduction 48

Moreover, there is significant scatter on a halo to halo basis as well as some debate

over the exact exponent (e.g. Dehnen, McLaughlin, 2005; Faltenbacher et al., 2007).

It has also been claimed that the PPSD profiles are slowly rolling power laws that only

appear to be a perfect power law over the radial ranges sampled by N-body simulations

(e.g. Nadler et al., 2017), which is typically above 1% of a halo’s virial radius.

The above discussion applies specifically to a collisionless simulation with no

hydrodynamics or non-gravitational physics (e.g., cooling, feedback processes) that

are employed in many of the modern galaxy formation and cosmological simulations

(e.g., Vogelsberger et al., 2014a; Le Brun et al., 2014; Schaye et al., 2015; Sawala et al.,

2016; McCarthy et al., 2017; Hopkins et al., 2018; Nelson et al., 2019). Additionally,

the structure of haloes can be significantly affected by extensions to the ΛCDM model.

This can be done through direct changes to the equations of motion, such as self-

interacting dark matter (e.g. Vogelsberger et al., 2014b; Robertson et al., 2019a), or

changes to the linear power spectra in the early Universe, such as warm dark matter

(e.g. Lovell et al., 2017; Hellwing et al., 2016) and a running of the spectral index

(e.g. Garrison-Kimmel et al., 2014; Stafford et al., 2020b) to name but a few possible

extensions (see Stafford et al. 2020a for a recent comparison of the effects of these

extensions along with baryonic processes). There are many open questions associated

with these more complex simulations, and as such are the focus of much research.

However, there is still strong motivation to further study the structure in comparably

simple collisionless simulations. If we cannot understand the formation and evolution

of haloes in these simulations, it is difficult to see how a rigorous physical picture can

be established when the problem is made considerably more complex with additional

processes.

The evolution of structure in a cold dark matter universe is driven by three things:

i) the initial conditions, i.e. the primordial power spectra; ii) the nature of the gravita-

tional force law; and iii) the cosmological parameters that, with the gravitational force

law, determine the expansion history of the universe. In the present study, I leave the

force law and expansion history unchanged from the accepted ΛCDM model and fo-

cus solely on the effects of varying the primordial power spectrum on the properties of
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late-time collapsed haloes. This is achieved by systematically varying the primordial

spectral index, ns, and amplitude, As, to study both the effects of shape and amplitude

changes in the initial power spectra. I note that it has previously been shown that the

NFW form and power law PPSD generally continue to be accurate descriptions of the

structure of DM haloes for a wide range of changes to the shape of the linear power

spectra and to the cosmological parameters that control the expansion history (e.g.,

Navarro et al. 1997; Moore et al. 1999; Reed et al. 2005; Wang, White 2009) and even

for some setups that avoid hierarchical clustering altogether (e.g., Huss et al. 1999). It

is interesting to note, however, that previous studies did not explore a wide range of

primordial power spectrum amplitudes, which I find to be key.

Using cosmological simulations, I show that many of the results discussed above

are only valid in universes close to our own, specifically for universes with a similar

amplitude of initial density fluctuations. Varying away from the standard initial condi-

tions, I find that the slope of the PPSD is in general not a constant and instead exhibits

a clear mass dependence. Furthermore, the NFW form becomes an increasingly poor

description of the mass structure of haloes as the amplitude of the primordial power

spectrum is increased.

The chapter is organised as follows. In Section 3.2 I discuss the technical details

of the simulations and provide motivation for the choice of parameters. In Section 3.3

I present stacked density, entropy and velocity profiles of haloes in the various simula-

tions. In Section 3.4 I study how fitted density and entropy parameters vary with mass

and peak height. In Section 3.5 I present how the accretion histories of haloes vary in

the cosmologies studies here as well as comparing these results for the concentration–

mass (or similarly concentration–peak height) relation to the predictions of a number

of (semi-)analytic models. Finally, in Section 3.6 I summarise the findings.
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3.2 Simulations and halo property estimates

In this section I describe the general simulation setup and the generation of initial con-

ditions. I also describe the halo selection criteria and how halo properties are estimated.

3.2.1 Halo mass and radius definitions

Throughout this chapter the size and mass of haloes are described using definition as

a spherical overdensity, ∆, with respect to the critical density of the universe. The

labels M200c and R200c, as used in this work, therefore correspond to the mass and size,

respectively, of haloes defined such that the average density within R200c is equal to

200 times the critical density.

3.2.2 General simulation setup

All simulations used in this work share the same technical details. Specifically, the

linear power spectra that are used to generate the initial conditions (see Section 3.2.3)

are computed using the Boltzmann code CAMB (Lewis et al., 2000), at a starting red-

shift of z = 127. The initial particle positions and velocities are then generated using a

modified version of N-GENIC2 (Springel, 2005), including second-order Lagrangian

perturbation theory (2LPT) corrections and adopting identical phases for all simula-

tions. The simulations use a comoving 200 h−1 Mpc on a side box with 5123 particles.

For the background cosmology the best fit WMAP 9-yr results are used (Hinshaw et al.,

2013), with h = 0.7, Ωm = 0.2793, Ωb = 0.0463 and ΩΛ = 0.7207. As such the parti-

cle masses of all these simulations is 4.62× 109h−1 M⊙. The simulations are run with

a modified version of the GADGET-3 code (Springel, 2005; McCarthy et al., 2017).

The gravitational softening is fixed to 4 h−1kpc (in physical coordinates for z ≤ 3

and in co-moving at higher redshifts). In Appendix A.2 I present a resolution and box

size study for a range of the cosmologies studied here to make sure these numerical

2The publicly available version of this code can be found at https://github.com/sbird/
S-GenIC.

https://github.com/sbird/S-GenIC
https://github.com/sbird/S-GenIC
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parameters do not effect the results presented in this chapter.

All haloes are identified with the SUBFIND algorithm (Springel et al., 2001). In

this work I will only present results of host haloes, which are defined as the largest

halo in the friend-of-friends (FOF) group. The halo finder here is only used to initially

find the FOF group, provide the location of the centre of potential and bulk properties

such as M200c and R200c.

3.2.3 Primordial power spectra

I study the effect of the initial density field by varying two free parameters in the

ΛCDM model that directly affect the primordial density perturbations, As and ns.

Here, ns is referred to as the primordial scalar spectral index and it is the slope of the

primordial power spectrum, assumed to be a power law. ns is a free parameter in the

ΛCDM model that is well-constrained by the CMB to have a value of ns ≈ 0.96–0.97

(Spergel et al., 2003; Planck Collaboration et al., 2016). As is the amplitude of the ini-

tial power spectrum, which is specified at a chosen pivot point, kpivot. Systematically

varying these two parameters, as well as the pivot point, allows us to isolate shape and

amplitude changes to the initial power spectrum, but without changing the background

expansion or the nature and abundance of dark matter. Thus, the simulations are still

run in the context of ΛCDM.

To study the dependence of ns and As on the properties of DM haloes I initially

take a WMAP 9-yr cosmology and systematically vary ns between 0.5 to 1.75. While

all of the runs considered (apart from the fiducial ns = 0.96 case) are ruled out by

observations. The goal here is to see whether and to what extent the properties of

collapsed haloes ‘remember’ the initial conditions.

The initial linear power spectra at z = 127 for this suite of simulations are shown

in the left panel of Fig. 3.1. The change in ns can clearly be seen in the slope of the

power spectra at small k-modes (k ∼ 10−2 h Mpc−1), with larger ns values giving

steeper profiles and vice versa. Another notable feature is the pivot point, in this case
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Figure 3.1: Linear power spectra used to create the initial conditions of the various simulations
at z = 127, generated using CAMB (Lewis et al., 2000). All cosmologies have the same
background cosmology (best fit WMAP 9-yr results), but with variable As, ns and kpivot. Left
panel shows the fiducial suite with adopting a WMAP pivot point (k = 2.85× 10−3hMpc−1)
with systematically varying ns. The middle-left panel is the initial power spectra for the suite
of simulations that have a fixed ns but a varied As such that at k = 1hMpc−1 they have
the same power as the corresponding WMAP pivot simulations (left panel). The middle-right
panel shows the same but for a Planck pivot point (k = 7.14× 10−2hMpc−1). The suite using
a kpivot = 1h Mpc−1 with systematically varied ns is shown in the right most panel. The value
of ns, or equivalently matched As is shown in the colour bar above each plot. The vertical
dashed lines represent the Nyquist frequency and the fundamental mode for the box size, i.e.
the resolved range of the simulations.

kpivot = 2.86 × 10−3h Mpc−1 (or 2 × 10−3 Mpc−1), where the power spectra are

normalised. When looking at the region sampled by the simulations (delineated by the

vertical dashed lines), it becomes clear that the power spectra will depend on both ns

and As, as well as the choice of kpivot. ns can be interpreted as a shape change but the

change in amplitude at a given k scale is a combination of ns,As and kpivot. Due to this

complexity, I isolate the amplitude and shape changes by running three complementary

sets of simulations: (i) a set of simulations where ns is fixed to 0.96 but the amplitude

As is varied, such that the power at k = 1h Mpc−1 is equivalent to the WMAP 9-yr

simulations with varied ns (see middle-left panel of Fig. 3.1); (ii) a set of simulations

using the same pivot point as the Planck team, kpivot = 7.14×10−2hMpc−1, and again

systematically vary ns (see middle-right panel of Fig. 3.1); and (iii) a set of simulations

where kpivot = 1hMpc−1 is used and again systematically vary ns (see right panel of

Fig. 3.1). In this way there are two suites of simulations with a combination of shape
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and amplitude changes, but to varying degrees, and additionally two sets of simulations

where I have tried to isolate the changes in amplitude and shape. For two suites I

have specifically emphasised k = 1h Mpc−1, either by using it as the pivot point or

specifically matching the amplitude at that k-scale. This particular k-mode is chosen

as it is well sampled in the box, well away from the Nyquist frequency and far from

cosmic variance at larger k-modes, as well as being a k scale associated with haloes

of M200c ∼ 1013−14h−1M⊙ (van Daalen, Schaye, 2015), which is the mass of a typical

halo in the simulations.

While different power spectra are often normalised by σ8 (e.g. Knollmann et al.,

2008), in this work I choose to normalise at a particular k-scale, kpivot. Using a pivot

scale allows us to isolate the effects of amplitude and shape changes to the initial power

spectrum by varying kpivot. The use of a pivot point also allows a more intuitive link

between a halo of a certain mass and the initial linear power spectrum. Systematically

varying the pivot point is similar, though not identical, to choosing to normalise by

differing values of σ(R) rather than σ(R = 8h−1Mpc) specifically.

A list of the various cosmologies and simulations parameters is given in Ta-

ble. 3.1. The format used in Fig 3.1 to represent the different simulations (such as the

colour, panel position, etc.) is the same throughout the chapter. Throughout the chap-

ter I will use ns as a reference to a particular simulation regardless of whether ns is the

direct cause of observed effects. When describing the effect of changing the slope of

the power spectrum, which is a change of ns, we will specifically describe it as a slope

or general shape change, ns is simply a reference to the particular simulation being

discussed.

3.2.4 Halo selection criteria

To ensure the robustness of these results, I will focus on well-resolved, relaxed haloes.

The first cut made to the halo sample is to remove haloes that are too poorly sampled

to generate reliable density and velocity dispersion profiles. This cut is such that the

number of particles within R200c, N200, is greater than 2 × 103. This choice results
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Table 3.1: Summary of the various cosmological parameters for all simulations presented in
this work. The main two parameters varied are ns and As. Along with kpivot, they completely
specify the initial power spectrum. Note that for the ‘Matched amplitude’ suite, the shape is
fixed (ns = 0.96) while the amplitude at a scale of 1 h Mpc−1 is adjusted to match the various
runs in the ‘WMAP9 pivot’ suite. All cosmologies have the same background expansion:
h = 0.7, Ωm = 0.2793, Ωb = 0.0463 and ΩΛ = 0.7207.

Simulation suite ns As [10−9] kpivot[h Mpc−1] σ8
WMAP9 pivot 0.96 2.392 2.86× 10−3 0.801
WMAP9 pivot 0.5 2.392 2.86× 10−3 0.328
WMAP9 pivot 0.75 2.392 2.86× 10−3 0.530
WMAP9 pivot 1.25 2.392 2.86× 10−3 1.442
WMAP9 pivot 1.5 2.392 2.86× 10−3 2.422
WMAP9 pivot 1.75 2.392 2.86× 10−3 4.114
Matched amplitude 0.96 0.1617 2.86× 10−3 0.208
Matched amplitude 0.96 0.6992 2.86× 10−3 0.433
Matched amplitude 0.96 13.08 2.86× 10−3 1.874
Matched amplitude 0.96 24.45 2.86× 10−3 3.897
Matched amplitude 0.96 56.55 2.86× 10−3 8.103
Planck pivot 0.5 2.103 7.14× 10−2 0.687
Planck pivot 0.75 2.103 7.14× 10−2 0.743
Planck pivot 1.25 2.103 7.14× 10−2 0.904
Planck pivot 1.5 2.103 7.14× 10−2 1.016
Planck pivot 1.75 2.103 7.14× 10−2 1.154
kpivot = 1 h Mpc−1 0.5 1.892 1.00 1.261
kpivot = 1 h Mpc−1 0.75 1.892 1.00 0.980
kpivot = 1 h Mpc−1 1.25 1.892 1.00 0.616
kpivot = 1 h Mpc−1 1.5 1.892 1.00 0.498
kpivot = 1 h Mpc−1 1.75 1.892 1.00 0.407
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in converged density and velocity dispersion profiles and also avoids some system-

atic issues observed when fitting poorly sampled haloes (see Appendix A.1 for further

details). The second cut is to remove unrelaxed haloes from the sample. For this

I use one of the criteria advocated in the work of Neto et al. (2007). Specifically,

that the normalised offset of the centre of mass (CoM) to centre of potential (CoP) is

s = (rCoP − rCoM)/R200c < 0.07. Neto et al. (2007) applied additional cuts to the

relative mass in substructure and virial ratio, however Duffy et al. (2008) found that a

simple cut on CoM and CoP offsets is sufficient to remove the majority of unrelaxed

haloes. The fraction of haloes removed from the sample due to this relaxation crite-

ria varies from simulation to simulation but is typically in the range 5–10% for most

of the simulations, with the exception of the two simulations with the smallest ampli-

tudes (the lightest red and blue lines in Fig. 3.1 corresponding to the cosmologies with

σ8 = 0.328 and 0.208, see Table 3.1) where around 30% of haloes are discounted. I

have included the relaxation cut to be consistent with other work in the literature, how-

ever, it is found that there is little to no effect if I include the relaxation cuts or not. I

attribute this to us exclusively studying median stacked profiles throughout this work

as opposed to individual haloes (see Section 3.4).

3.2.5 Density and velocity dispersion profiles

I introduce a new method to measure smoothed density and velocity dispersion pro-

files that have reduced noise and fewer systematic errors compared to the standard

method of radial binning. In this section I will outline the general method. An in depth

discussion can be found in Appendix A.1.

The general procedure is to use a weight function to calculate the spherically-

averaged density and velocity dispersion of a DM halo. The density is calculated as

ρ(r) =

Nkern∑
i

W (ri;h, r) mi. (3.3)

ri is used to denote particle position whereas r is the radius at which the density is
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being estimated. Here I have written it in a generalised form with variable mass, mi,

but for the simulations this is a constant. W (ri) is a general weight function, which is

defined shortly. Bulk velocities, in the three spherical directions, are calculated as

vbulk(r) =

∑Nkern

i W (ri;h, r) vi∑Nkern

i W (ri;h, r)
(3.4)

and from this the velocity dispersion is calculated as

σ2(r) =

∑Nkern

i W (ri;h, r) (vi − vbulk)
2∑Nkern

i W (ri;h, r)
. (3.5)

In this manner I calculate the velocity dispersion in all three orthogonal directions.

Throughout this work I present results for the total velocity dispersion, σ2 = (σ2
r +

σ2
θ + σ2

ϕ)/3, and the velocity anisotropy averaged over both angular directions, β =

1− 0.5σ2
θ/σ

2
r − 0.5σ2

ϕ/σ
2
r .

The weight function adopted is the cubic spline implemented in many smoothed

particle hydrodynamics methods (Monaghan, Lattanzio, 1985):

W (ri;h, r) =
1

πh(0.25h2 + 3r2)


1− 6x2 + 6x3 if x < 0.5

2(1− x)3 if 0.5 < x < 1

0 otherwise

, (3.6)

where I have let x = |ri−r|
h

. The normalisation factor is only relevant for calculating

the density and is the effective volume of the kernel (equivalent to the factor of 4
3
π[(r+

h)3 − (r − h)3] for a square or top hat kernel).3

As can be seen in Eqn. (3.6) this method has one free parameter h, the width (or

‘smoothing length’) of the kernel. h is varied as a function of radius to be equivalent to

using logarithmically spaced bins, meaning that h(r) = Ar. I then let A be a function

of N200c, the number of particles within R200c. This is done in such a way that the two

types of error associated with this method, random Poisson errors from having a finite

3The normalisation term is different from the usual factor of 8/(πh3) as this equation is designed to
calculate the mass per unit volume from radial coordinate.
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number of data points and systematic errors from having a kernel with a finite width,

scale the same with resolution. The relation used is then

h(r) = (N200c/500)
−1/3r. (3.7)

where N−1/3
200c is derived analytically and the factor of 500 found empirically. In general

particles are not required to be uniquely associated with a particular ‘bin’ and kernels

can overlap. This allows the kernel width and sampling positions to be independent,

which is of particular importance when taking derivatives of the density profiles as I

do in this work.

3.2.6 Halo entropy vs. PPSD

Before proceeding further let us discuss PPSD a little more, particularly why it is

referred to as pseudo phase-space density. The quantity defined in Eqn. (3.2) is referred

to as PPSD as a simple analogy to true phase-space density as both quantities have the

same dimensionality. I believe, however, that there is a better analogous property to

be compared to, that of entropy. Taking the definition of entropy in an astrophysical

context4 (e.g., as often employed in studies of the X-ray emission of galaxy clusters),

S ≡ kBTn
−2/3
e , and making the substitution T → σ2 and ne → ρ, the ‘entropy’ can

be written as

S =

(
ρ

σ3

)−2/3

= Q−2/3. (3.8)

If the PPSD profiles are power laws with an exponent −1.875 then the implied entropy

profiles will be power laws with an exponent of ≈ 1.25. The entropy profiles of both

real and simulated clusters (this being true entropy of the hot intracluster gas) can

be well fit by a power law at large radii, with observed exponents of ∼ 1.1 − 1.3

(e.g., Voit et al. 2005; McCarthy et al. 2008; Cavagnolo et al. 2009), suggesting this

analogy is not completely unwarranted. Strictly speaking, the quantity in Eqn. (3.8)

should be referred to as pseudo-entropy; as I will not be presenting any results from

4Boltzmann entropy and ‘astrophysical’ entropy are related by the following, SBoltz = ln(S
3/2
Astro)+

const.
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Figure 3.2: Surface density maps of the six WMAP pivot cosmologies with variable ns at
z=0. From top left to bottom right we have increasing values of ns from 0.5–1.75, see label
in bottom left of each panel. These plots are meant to show the qualitative behaviour of the
different density fields so no colour bar is given. Each colour map is normalised the same and
represents the logarithmic projected surface density. These images have been made using the
publicly available code SPH-Viewer (Benitez-Llambay, 2015).

hydrodynamic simulations I simply refer to it as entropy without the risk of confusion.

Throughout the rest of this chapter I refer solely to entropy and not the PPSD, noting

that the former can be trivially converted to the latter as described above.

3.3 Stacked profiles

In this section I present the stacked density, entropy and velocity profiles of haloes

within a narrow mass range at z = 0 for the various simulations. An alternative to

studying haloes at fixed mass and redshift would be to instead look at haloes as a func-

tion of ‘peak height’, as discussed in Section 3.4.2. The discussion in this section will

mainly be limited to describing the recovered features and trends, leaving interpreta-

tion of the results until Sections 3.4 & 3.5.
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Figure 3.3: Top panels show the stacked median density profiles of haloes in the mass range
M200c = 1013–1013.5h−1 M⊙ while the bottom panels the logarithmic slope of the above plot,
defined as γρ = d(ln ρ)/d(ln r) at z = 0. Densities are normalised to the critical density today
while the radii are normalised to each haloes R200c. The left column shows the WMAP pivot
cosmology with variable ns, the middle-left panels the equivalently matched As with fixed ns,
the middle-right panels the Planck pivot point with variable ns and the far right panels the
kpivot = 1h Mpc−1 suite. The colours represent the different suites of simulations while the
shade represents the value of ns or matched As, see colour bar above each plot. Each curve is
plotted transparent where the criteria for convergence is not met. A comparison of the different
panels indicates that the dominant factor in setting the density profile of a halo is the amplitude
of the linear power spectra at an associated k-mode.

In Fig. 3.2 I show the projected density maps for the WMAP 9-yr with variable

ns suite of simulations. I present this plot to highlight in a qualitative way the effect

that varying this parameter has on the overall present-day density field. It is readily

apparent that the size and mass of haloes in the various simulations are extremely

different, with ns = 0.5 (top left) having a largest halo of only M200c ∼ 1013h−1 M⊙

while ns = 1.75 has haloes that exceed 1016h−1 M⊙.

3.3.1 Stacked density profiles

In Fig. 3.3 I present the stacked density profiles of haloes in the mass range M200c =

1013–1013.5h−1M⊙ at z = 0. Haloes are stacked by taking the median densities of

individual haloes in units of r/R200c. The top panels show the density as a function

of radius, with density normalised by 200ρc(z = 0) and radii scaled by R200c of each

halo (i.e., stacked in bins of normalised radius). All profiles are plotted out to 4R200c.



3.3: Stacked profiles 60

In the bottom panels I plot the corresponding logarithmic slopes, defined as γρ =

d(ln ρ)/d(ln r). The different columns represent the different sets of simulations: left

(in red) is the WMAP pivot point with variable ns; middle-left (in blue) is the WMAP

pivot with fixed ns but variable As to match the amplitude of the equivalent ns run

at k = 1 h Mpc−1; middle-right (in green) is the Planck pivot with variable ns; and

right (in purple) is the case with variable ns and a pivot scale of kpivot = 1 h Mpc−1.

The shade of the colour represents the value of ns used (or amplitude matched to)

with darker colours corresponding to higher values of ns (or higher matched As), see

colour bars above each column. The colour schemes are equivalent to Fig. 3.1 so can

be directly compared. I recommend the reader refer back to Fig. 3.1 for intuition of

what part of the initial power spectra has changed.

Let us first focus our attention on the left column of Fig. 3.3, which is used as

the fiducial suite of simulations. The first thing to notice is the strong dependence

that the steepness of the density profiles at a fixed r/R200c has on ns, simulations with

larger values of ns result in more negative logarithmic slopes. It appears that the main

difference between these density profiles is a change in concentration or similarly scale

radius. Looking at the logarithmic slope of these profiles (bottom panel), the profiles

all behave roughly log-linearly before a sharp decrease at ∼ R200c. This feature in the

density profile corresponds to the splashback radius, the radii at which particles reach

the apocenter of their first orbit. The splashback radius roughly delineates a region that

is actively accreting onto the halo from the background universe. The behaviour and

shape of γρ(r) in this region is in qualitative agreement with other work (e.g. Diemer,

Kravtsov, 2014b; Adhikari et al., 2014; More et al., 2015).

At all radii within the splashback radius, we see that larger values of ns lead to

steeper density slopes. Recall that these plots are at fixed mass and redshift, we are

therefore not studying haloes of the same age or equivalent accretion histories. The

results are therefore not necessarily directly due to the change in the slope of the initial

power spectra, as discussed shortly.

It appears that the differences in logarithmic slope for different values of ns are

primarily just an amplitude offset, suggesting that the density profiles remain approxi-
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mately self similar but with different concentrations. Further out, near and beyond the

splashback radius, there is a much more complicated dependence on ns. For example,

the radius at which the splashback feature occurs (i.e. the minima of γρ) seems to be a

non-monotonic function of ns. Similarly, the logarithmic slope beyond the splashback

radius has a complicated dependence on ns with no easily discernible trend, although

there are weak hints that the logarithmic slope past the splashback radius grows more

slowly for larger ns.

If we now look at the other columns (blue, green and purple), we see the same

key features described above, but to variable degrees. The inner density profile of the

middle left panel (matched initial amplitude) is almost identical with the equivalently

matched simulations in the left panel. Similarly, the splashback radii occur at roughly

the same location but the effect is stronger in this case, with steeper minimum slopes.

Looking at the middle right panel, which corresponds to variable ns but with a Planck

pivot that effectively decreases the variation in the initial amplitude of the power spec-

tra at modes sampled in the box, we see that the qualitative dependence on ns is the

same (more cuspy inner profiles with increased ns, the splashback radius having a non-

monotonic dependence on ns, etc) but to a milder degree than seen in the left panel.

The right panel, which corresponds to the kpivot = 1h Mpc−1 suite all with similar

initial amplitudes, shows that the density profiles are almost identical with indistin-

guishable inner slopes and only slight differences at larger radii. The general trend at

high radii for this suite (purple) is for the higher ns values to have steeper slopes out to

the splashback radius.

With the middle left panel being broadly indistinguishable from the fiducial suite,

the middle right panel exhibiting the same dependence on ns but to a more subdued

level and the right panel being broadly independent of ns, it can be concluded that the

dominant effect is due to the change in amplitude of the initial power spectra at modes

sampled within the box, as opposed to changes in the slope of the initial power spectra.

This is not to say that changes in the shape have no effect whatsoever, as shown in other

works (e.g. Dalal et al., 2010; Diemer, Kravtsov, 2015; Ludlow, Angulo, 2016) and as

I will discuss later in Section 3.4.
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Figure 3.4: Top panels show the density profiles of the WMAP pivot cosmology with variable
ns, see legend. This is identical to the top left panel of Fig. 3.3, apart from multiplying by
(r/R200c)

2 to reduce the dynamic range. I have then fit each profile with either a NFW (left)
or Einasto curve (right), allowing both the scale radius and shape parameter to vary when
fitting the Einasto profile. The fitting routine minimises the figure of merit, ψ2, and is only fit
over the range where r/R200c < 0.7, to avoid fitting to the splashback radius, and above the
convergence radius. On the bottom panels I show the fractional residuals, (ρfit − ρ)/ρ, from
this fit. The NFW form breaks down for runs with large ns (corresponding to large amplitudes
at k = 1h Mpc−1).
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One particularly interesting result seen here is the exact values of the logarithmic

slope. At the outer radii, but within the splashback radius, we see in some cases the

slope reaches particular steep values, with slopes of γρ(r) ≈ −3.5 in the most extreme

cosmologies. By definition, the asymptotic outer slope of an NFW profile is γρ = −3.

This, therefore, indicates that these density profiles will not be well fit by an NFW

profile. Indeed this is the case, as I show in Fig. 3.4.5 It is worth highlighting that this

is in the radial regime that for ‘normal’ cosmologies an NFW profile would be a good

fit for stacked relaxed halos. Although these profiles cannot be fit with an NFW profile

they can be well fit by an Einasto profile, see Fig. 3.4. Note that it is not surprising

that an Einasto profile fits the profiles better, as it has an additional free parameter and,

unlike the NFW profile, there is no finite limit on the inner or outer slope.

It is interesting to note that, if one assumes an Einasto profile instead of an NFW

form, then such steep logarithmic outer slopes are expected within r200 for haloes

that are sufficiently concentrated. The logarithmic slope of an Einasto profile can be

written as γρ(r) = −2(cr/R200c)
α. Hence, for a profile with α = 0.16 it would

be expected that the slope of density profile to be steeper than −3 within R200c if

c > 12.6. Additionally, for γρ(r = 0.6R200c) = −3.5 (the most extreme case in

the simulations), one requires c ≈ 50, which is consistent with the concentrations

measured (see Section 3.4).

It has been shown in other work that an Einasto profile is a better fit to the den-

sity profiles of DM haloes than and NFW, even with a fixed shaped parameter (Navarro

et al., 2004; Merritt et al., 2006; Navarro et al., 2010a; Wang et al., 2019). The key re-

sult here is not that the Einasto provides a better fit, but that the outer asymptotic slopes

have γρ < −3, which is incompatible with the NFW form. The strong deviations from

the NFW form appears to be at odds with some literature that state it is independent of

changes to the initial power spectrum (e.g. Moore et al., 1999; Reed et al., 2005; Wang,

White, 2009). This statement is usually based upon work that has studied cosmologies

with differently shaped power spectra to ΛCDM; such as a strict power law or that

5See Section 3.4 for details of how the best fit parameters are obtained, as well as the figure of merit
used.
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Figure 3.5: Entropy profiles of haloes in the mass range M200c = 1013–1013.5h−1 M⊙. In
the top panels is plotted the entropy, defined as S(r) = (ρ/σ3)−2/3, normalised by a ‘virial’
entropy, S200c = (200ρcrit/v

3
circ,200c)

−2/3. The bottom panel shows the logarithmic slope
of those profiles, γS(r) = d(ln(S))/d(ln(r)). See Fig. 3.3 for a description of the general
structure of the figure. In general it is observed that the slope of the entropy profiles are not
constant and in general depend on the underlying cosmology. Similar to the density profiles,
the dominant factor in determining the entropy profiles is the amplitude of the linear power
spectra at an associated k-mode.

associated with hot and warm dark matter. The main differences between these works

and my own appears to be the amplitudes of the initial power spectra. In this work

the most extreme cases are seen in the simulations with the largest initial amplitudes,

while other works have predominantly fixed the amplitude (usually through σ8).

3.3.2 Stacked entropy profiles

In Fig. 3.5 I show the stacked entropy profiles of the various suites of simulations.

Haloes are stacked by taking the median entropy of individual haloes in units of

r/R200c. The colour scheme and ordering of the panels in the plot are identical to

that of Fig. 3.3.

It is apparent that the entropy profiles in Fig. 3.5 are much more similar to one

another than the density profiles and that these profiles are much closer to being scale

independent. Let us focus initially on the fiducial suite (left panels). As noted pre-

viously in the literature the entropy profiles appear to have a simple power law form



3.3: Stacked profiles 65

at smaller radii. It is clear that the inner logarithmic slope is dependent on ns, high-

lighting that the slope of the power low does not appear to be a constant in this suite.

As discussed later, in general the slope of the entropy profiles exhibit a clear mass

dependence and are not a universal constant. It also appears that for the individual

simulations the inner logarithmic slopes are not exactly constant with slight radial de-

pendences, as such the entropy profiles are not a perfect power law.

At small radii the slopes are approximately constant but a sharp spike is observed

at larger radii, this feature corresponds to the splashback radius. The splashback radius

is therefore not only a feature in the density of a halo but also in its entropy (or, equiv-

alently, its phase-space density). The entropy profiles of DM therefore exhibit very

similar behaviour as the true entropy of gas in galaxy clusters: approximately power

law behaviour within R200c and a sharp increase at high radii. In clusters this feature

in the gaseous entropy corresponds to the outer shock radius and not directly to the

splashback radius (as the DM entropy does), however, the two are strongly linked as

discussed in Lau et al. (2015). Studying the density and velocity dispersion profiles

individually the increase in entropy gradient at the splashback radius is predominantly

due to the change in the gradient of the density profile, as opposed a change in the

gradient of the velocity dispersion profile.

Interestingly, it can be seen in the logarithmic slope that the simple power law

nature of the entropy profiles changes somewhat before the splashback radius, as γS

increases noticeably before the spike corresponding to the splashback radius. This

behaviour has been noted before in the literature (see for instance Ludlow et al. 2011)

and is actually predicted by secondary infall models (Bertschinger, 1985). In these

models this break in the power law at higher radii is caused by outer mass shells that

have yet to be fully virialised and reach stable orbits.

When looking at the other sets of simulations (blue, green and purple lines)

we see the same qualitative behaviour as for the density profiles. The variable ns

with WMAP pivot (left) and matched As (middle-left) behave almost identically, the

Planck pivot (middle-right) has the same qualitative behaviour as the other two but

to a milder degree, and the kpivot = 1h Mpc−1 (right) are almost all identical with
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indistinguishable inner behaviour but with slightly different outer profiles.

It appears that the inner slope of the entropy profiles are, in general, dependent

on changes to the initial power spectra. The inner slopes vary in the range γS ≈ 1.2–

1.4 with most simulations exhibiting a slight increase in logarithmic slope to lower

radii. These values are within the range quoted in the literature (e.g. Taylor, Navarro,

2001; Dehnen, McLaughlin, 2005; Faltenbacher et al., 2007). These results therefore

suggest that the entropy profiles are, in general, not precisely simple power laws within

the splashback radius. Instead the logarithmic slopes have a slight radial dependence.

This appears to be consistent with claims from previous work (e.g., Nadler et al. 2017)

that the PPSD profiles have slopes that vary mildly with radius over the range sampled

by simulations.

Although a simple power law does not provide a perfect description of the shape

of the entropy profiles, it does provide a reasonably good approximation over the

ranges that sampled. As such, I fit the entropy profiles with simple power laws to

look at the dependence on mass and other factors, in Section 3.4.

3.3.3 Stacked velocity dispersion profiles

In Fig. 3.6 I present the stacked total velocity dispersion, σ and velocity anisotropy

profiles, β, as a function of radius, see Section. 3.2.5 for definitions. The structure

of the plot and which colours correspond to which simulation are identical to that of

Fig. 3.3.

We will again focus our attention on the fiducial suite of simulations first (left

panels in red). Looking at the total velocity dispersions (top panel) we can see that

larger values of ns result in velocity dispersion profiles that have larger inner velocity

dispersions and smaller values at large radii (and vice-versa for smaller ns). This is in

qualitative agreement with what would be expected from equilibrium arguments such

as Jeans theory, in order to support the changes in the mass structure discussed in Sec-

tion 3.3.1. Interestingly, there does not appear to be any obvious feature in the velocity
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Figure 3.6: Stacked velocity dispersion and velocity anisotropy profiles of haloes in the mass
range M200c = 1013–1013.5h−1 M⊙. In the top panels is plotted the total velocity dispersion
while the bottom panel shows the velocity anisotropy, β = 1 − σ2T /σ

2
r . See Fig. 3.3 for a

description of the general structure of the figure.

dispersion profiles corresponding to the splashback radius. Although not shown here,

such a feature can be seen when looking at the logarithmic slope of the radial velocity

dispersion. That this feature is most obvious in the logarithmic slope of the profile

agrees with the observed behaviour of the density distribution. The feature only being

dominant in the radial velocity dispersion and not the total velocity dispersion is sim-

ilarly expected; the splashback radius represents the first apocenter when the particles

turn around we would expect little change to the angular velocities but a significant

effect on the radial component.

The velocity dispersion profiles for the rest of the simulations (middle-left,

middle-right and right) exhibit the same general trends seen in the density profiles (see

Fig. 3.3). The fiducial and matched amplitude suites behave almost the same while the

suite that uses a Planck pivot point exhibit the same trends to a milder degree and the

kpivot = 1h Mpc−1 suite are almost indistinguishable in the inner radii with only slight

differences beyond R200c.

Looking at the velocity anisotropy profiles (bottom) the differences between the

simulations is not as clearly pronounced as the velocity dispersion. The approximate

inner values, β ∼ 0.1–0.2, are consistent with that found in previous work (e.g. Ludlow
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et al., 2011). The inner behaviour of β is approximately constant with larger values

of ns leading to more isotropic particle orbits, except for ns = 0.75 that reverses

this trend. At large radii, the velocity anisotropy increases strongly as we transition

into a regime where matter is being actively accreted onto the halo. The small inner

differences in β suggest that haloes in the different simulations are roughly in the

same dynamical state but with different density profiles. However, the more significant

differences at large radii strongly suggest that they are accreting matter in different

ways. It is also clear from the results of the kpivot = 1h Mpc−1 suite shown in Fig. 3.3

and Fig. 3.6 that the anisotropy-density slope relation is not universal as claimed by

some works (e.g. Hansen, Moore, 2006).

The velocity anisotropy profiles between the fiducial model and matched ampli-

tude behave very similarly to the rest studied previously; broadly agreeing with the

same amplitude differences but slightly different radial dependencies. The two suites

with smaller amplitudes (green and purple) have much clearer radial profiles with a

weakly parabolic-shaped curve as opposed to the roughly constant profiles seen for the

two other suites. Interestingly, the suite of simulations with the most similar β profiles

is that which adopts a Planck pivot instead of the kpivot = 1h Mpc−1 suite, the oppo-

site trend of what was seen for the density, entropy and velocity dispersions profiles. It

seems as though the inner behaviour of the kpivot = 1h Mpc−1 simulations is very sim-

ilar but the outer dependence, but within the virial radius, on ns is drastically different,

with the main change arising from the radius where β begins to quickly increase.

This highlights that, even though the density and velocity dispersion profiles are

almost identical between the different values of ns, the haloes are in different dynami-

cal states and growing in distinctly different ways. The suite that adopts a Planck pivot

(middle-right panel), on the other hand, has clearly different inner β values but a very

similar outer behaviour.

There are two interesting features in all β profiles occurring. The first feature

occurs at roughly R200c, which is most clearly seen in the Planck pivot and kpivot = 1h

Mpc−1 suites (right two panels). The feature correspond to where β suddenly in-

creases. This feature likely demarcates an inner region of the halo that is in equilib-
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rium from the region where matter is still being actively accreted. It is interesting that

this radius roughly corresponds to R200c but not precisely, with the kpivot = 1h Mpc−1

pivot case (right) having profiles that under- and over-shoot R200. This suggests that

R200 gives a reasonable approximation to where the halo is in equilibrium, but it is

not a perfect prediction. The second feature occurs at approximately 2R200c where the

β exhibit a local maxima, it is unclear what exactly this feature corresponds to but is

likely related to the splashback feature observed in the density profiles.

3.4 Mass and peak height dependence

I have demonstrated that varying the initial power spectrum can have a significant

effect on the density and entropy profiles of collapsed structures. Here I study how

these profiles vary with halo mass and peak height.

The following figure of merit is minimised to obtain the best fit parameters for a

given fitting routine and data set,

ψ2 =
∑
i

[log(yi)− log(yfit)]
2. (3.9)

Where yi is the set of data (either density of entropy in this work) and yfit the prediction

from the specific profile used to fit.

Halo density profiles are fit with an Einasto curve (Einasto, 1965),

ρE(r) = ρ−2exp

(
− 2

α

[(
r

r−2

)α

− 1

])
. (3.10)

where r−2 is the radius where the logarithmic density slope is −2, α is a shape pa-

rameter that quantifies how quickly the density varies as a function of radius. The

normalisation, ρ−2, is equal to the density at r−2. Although I use the above equa-

tion to fit the profiles, I do not quote r−2 values but instead concentration, defined as

c = R200c/r−2. A fixed α = 0.16 is used when fitting these profiles as I find that when

left to vary it clusters around this value but with significant scatter, it is also consistent
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with values quoted in the literature (e.g. Gao et al., 2008b). Additionally, it is found

that r−2 and α are strongly correlated, fixing α allows us to significantly reduce the

noise while providing approximately the same values for r−2. It is possible to leave

α free when fitting (as is done in Chapter 4), this generally results in no difference in

c at low masses and a slight decrease at higher masses. The scale radius, r−2 is not

always resolved in these simulations, as can be seen in Fig. 3.3. Note that the inferred

values of r−2, and similarly c, presented in this work represent the best-fit values over

the resolved radial range, whether r−2 is directly sampled or not.

To fit entropy profiles I use a power law,

S(r)/S200c = ∆S(r/R200c)
χ. (3.11)

where ∆S is a normalisation parameter, equal to the virial normalised entropy

(S/S200c) at R200c, and χ is the exponent of the power law.

3.4.1 Mass dependence

In Fig. 3.7 I present the dependence of c and χ on halo mass, M200c. I present here

the normalisation of the entropy but not the density, ρ−2, as it can be found through

the overdensity definition of M200c and R200c, however ∆S cannot. Each row shows a

different parameter’s dependence on mass, while each column represents the different

set of simulations with colours consistent with the rest of the chapter. Note the left and

middle-left panels do not have data plotted for the ns = 0.5 case as there are too few

haloes above the mass cut to examine the mass dependencies.

As before I will focus first on the fiducial suite, shown in the left column of

Fig. 3.7. Looking at the concentration, I see the same bulk trends as found for the

stacked density profiles (see Fig. 3.3); larger values of ns, corresponding to larger

amplitudes in this suite, results in haloes that are more concentrated, with values as

high as c ≈ 70. For all values of ns, the concentration monotonically decreases with

mass and in general the concentration–mass relations for the different cosmologies
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Figure 3.7: Fitted parameters as a function of mass. Haloes with greater than 2000 particles are
stacked in mass bins of 0.3 dex, only bins with more than 15 haloes are plotted. The resulting
stacked density and entropy profiles are then fit by minimising ψ2, see Eqn. (A.7). There are
two fitted parameters shown, halo concentrations, c, and entropy power law exponent χ. Each
row shows one of these parameters as a function of halo mass, M200c, while each column
represents the four suites of simulations; WMAP pivot variable ns (left), matched As (middle-
left), Planck pivot point with variable ns (middle-right) and kpivot = 1h−1 M⊙ variable ns
(right). The different shades represent the particular value of ns, or As, see colourbar.

have similar slopes but distinctly different amplitudes.

I now focus on the mass dependence of the entropy profiles in the various sim-

ulations. Firstly we notice that, in general, the slope, χ, does depend on halo mass.

However, for the standard ns = 0.96 case, the dependence on mass is quite mild with

an almost constant value of χ ≈ 1.21, in agreement with previous studies on the PPSD

profile (see the Introduction). For all simulations studied χ monotonically decreases

with mass, with larger ns resulting in a stronger mass dependence and values of χ at

the low mass end distinctly larger than 1.25 in the more extreme cosmologies. The fact

that the slope and its dependence on halo mass varies with ns in these suites demon-

strates that there is nothing particularly special about the χ ≈ 1.25 result from the

standard cosmology (i.e., with ns = 0.96), calling into question the perceived funda-

mental nature of the, previously, apparent universality of the PPSD.

As mentioned previously ∆S , the amplitude of the normalised entropy profiles,

is not specified by the overdensity definition of halo mass and radius, i.e. R200c and

M200c, unlike the density normalisation. As such I have additionally studied how ∆S
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Figure 3.8: Entropy normalisation, ∆S , as a function of power law exponent, χ, see Eqn. 3.11
for definition, for all cosmologies sampled. Each data point represents a mass bin with the
colour denoting the particular cosmology, as originally specified in Fig. 3.1. The black dashed
line represents the best fit power law relation of ∆S = 0.94χ3.92. There is no discernible
dependence on the initial power spectra and the relation appears to be universal.
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varies in these cosmologies. Recall that ∆S is defined such that it is the amplitude

of the virial normalised entropy at R200c, see Eqn. 3.11. From Fig. 3.5 it is clear that

for haloes with a larger slope, χ, correspond to larger values of ∆S . Indeed, this is

a general feature of all of the cosmologies studies here with there appearing to be a

universal relation between the entropy slope and normalisation that is independent of

primordial amplitude or spectral index, as shown in Fig. 3.8. The relation between χ

and ∆S is well fit by

∆S = 0.94χ3.92. (3.12)

Looking at all sets of simulation we can see that the dominant behaviour of c and

χ is due to the amplitude change of the primordial power spectra on scales sampled in

the box, as opposed to the shape (ns) change of the initial power spectra. The fiducial

model (left most panel) and matched amplitude (middle-left) have the closest c and

χ values for equivalent masses, while the Planck pivot suite (middle-right) show the

same general trends but to a milder degree. The kpivot = 1h Mpc−1 suite (right most

panel) has the most similar dependence on mass between different values of ns, with

roughly the same amplitude but distinctly different detailed dependencies. Although

the bulk of the changes in the trends appear to be due to the amplitude change in the

primordial power spectrum, the fiducial and matched As suites do have different mass

dependencies. In general it seems that larger initial amplitudes lead to larger values

of c and χ; for ns > 0.96 the matched amplitude simulations have more power for

smaller k corresponding to larger massed objects, and vice-versa for ns < 0.96. The

results here are then consistent with the bulk offsets, at high masses the matched As

simulations have comparably larger c and χ values than the fiducial suite.

The concentrations in the kpivot = 1h Mpc−1 suite exhibit a particularly no-

table feature that they all converge at M200c ≈ 1013h−1M⊙, see bottom right panel of

Fig. 3.7. This is, in part, by construction. The pivot point was specifically chosen to

correspond to haloes of approximately this mass. The interpretation is therefore that

the dominant factor in setting the concentration of a halo is the amplitude of the as-
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sociated k-mode. It is plausible that the deviations above M200c ≈ 1013h−1M⊙ and

different dependences on mass are predominately due to the amplitude of the power

spectra being different in k > 1h Mpc−1 (see Fig. 3.1) as opposed to differences in the

slope directly.

3.4.2 Peak height dependence

I now focus on the dependence as a function of peak height, which is defined as

ν =
δc

σ(M, z)
. (3.13)

where δc is the condition for collapse6 in the spherical collapse model (Gunn, Gott,

1972a) and σ is the RMS of density fluctuations. σ(M, z) itself is calculated from the

linear power spectra, P (k), by

σ2(R) =
1

2π2

∫ ∞

0

k2P (k)|W̃ (kR)|2dk. (3.14)

W̃ (kR) is the Fourier transform of a spherical top hat function. Halo mass is converted

to a radius by projecting onto a sphere with the same average density as the universe,

i.e. R3 = M/(4/3πρm), and then peak height calculated using Eqn. (3.13). The

intuitive interpretation of peak height is to quantify, on average, how old and how rare

a halo is, with larger values of ν corresponding to rarer, younger objects.

It is well established that for a given cosmology the c–M relation varies with

redshift and when comparing different cosmologies this behaviour is even more com-

plex. However, previous work has shown that the c–M–z relation can approximately

be reduced to a peak height–concentration relation, effectively removing the redshift

dependence (e.g. Prada et al., 2012; Ludlow et al., 2014). Although it is clear that

peak height is the dominant factor in setting the halo concentration there are complex

secondary terms required to accurately predict the concentration at all redshifts for a

given cosmology. Halo concentration is expected to scale much more closely with

6I take δc = 1.686 and ignore the mild redshift and cosmology dependence.
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peak height than mass for two main reasons; (i) in calculating peak height any change

to the cosmology is implicitly accounted for by integrating over P(k) (see Eqn. (3.14));

and (ii) the formation time and age of a halo, which is intimately linked to the concen-

tration (e.g. Bullock et al., 2001b; Wechsler et al., 2002; Zhao et al., 2003), is expected

to scale with peak height and not, in general, with mass. Although the dominant factor

in setting the density profiles of a halo is indeed the peak height, there is a residual

dependence on the shape of the power spectrum as shown in Diemer, Kravtsov (2015),

leading us to study the dependence on ns directly.

In Fig. 3.9 I present how the fitted density and entropy parameters, c and χ, vary

with peak height, ν, at z = 0. The structure of the plot is identical to that of Fig. 3.7.

Let us first focus on how these parameters vary for the two suites that are dominated

by amplitude changes to the initial power spectrum (left and left-middle panels). We

see that for these suites all of the fitted parameters are close to a single function of ν,

with the large amplitude offsets seen when plotted as a function of mass removed. The

c–ν relation appears to be closest to a single function in the suite with fixed ns and

matched As, however all simulations exhibit slight but clearly different dependences

on ν.

It is clear in all suites that peak height is the dominant term in setting χ and

c, however, there is a secondary dependence observed for both changes to As and

ns. Focusing on the parameters in the suites dominated by a shape change to the

power spectra (right-middle and right panels) we see that they are very clearly not

described by a single function of ν, with the kpivot = 1 h Mpc−1 suite becoming even

more stratified than when plotted as a function of mass. This stratification and strong

dependence on ns, as well as ν, is most clearly seen in the concentrations. I therefore

conclude that, in general, the concentration–peak height relation is a function of As

and ns, but is more more sensitive to changes in the shape, or slope, of the power

spectra than amplitude differences. The result here that the c − ν relation depends

strongly on the shape of the power spectra is in qualitative agreement with the works of

Diemer, Kravtsov (2015) who showed that for scale free cosmologies concentration has

a different dependence on peak height for different slopes of the linear power spectra.
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Figure 3.9: Fitted parameters, halo concentration, c, and entropy power law exponent, χ, as
a function of peak height, ν. See Eqn.(3.13) for the definition of ν. The plot, and associated
analysis, is identical to Fig. 3.7 but with the mass converted to peak height for each different
cosmology. In general amplitude changes to the primordial power spectra are well described
by peak height, however there are secondary ‘shape’ changes to the linear power spectra that
are not accounted for by a change in peak height.

Although I have not studied how α, the shape parameter in the Einasto profile, varies

with mass or redshift in these cosmologies same general behaviour would be expected

that is observed for concentration. Ludlow, Angulo (2017) showed that, again, for a

scale free universe the α–ν relation is redshift independent for a given cosmology but

does depend on the slope of the linear power spectrum.

3.4.3 Interpreting As as a change of redshift

The results observed in the suite with only an amplitude change to the primordial power

spectra are qualitatively similar to what is seen for a single cosmology at multiple

redshifts. This is not surprising as the difference in the linear power spectra between

different redshifts is purely an amplitude one. This is often expressed through the

linear growth factor, D(z),

P (k, z) = D2(z)P (k, z = 0). (3.15)
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Therefore cosmologies with different values of As will have identical linear power

spectra at different redshifts. This suggests that the effects of changes to the amplitude

seen in Fig 3.7 & 3.9 can be expressed as a change in redshift. Quantitatively remap-

ping changes in As to a change in redshift would involve the detailed modelling of the

secondary effects on concentration mentioned previously, which is beyond the scope

of this work. However, I can still discuss the qualitative expectations. In general it

is expected that universes with As < As,WMAP at z = 0 to look very similar to our

own Universe at higher redshift. Similarly, cosmologies with As > As,WMAPat z = 0

would be expected to be like our own Universe in the future. Even though this is in

general true it is found that the cosmologies with As > As,WMAP sampled in this work

are actually more extreme than our own universe will ever be. This is due to the ac-

celerated expansion, caused by the cosmological constant, suppressing the growth of

structure to such a degree that our own Universe will never reach as large amplitudes

as sampled by some of the cosmologies in this work (i.e. D2
max < As/As,WMAP).

3.5 Accretion histories and (semi-)analytic models

It is generally thought that concentration is predominantly determined by the formation

time of a halo (e.g., Eke et al., 2001a; Bullock et al., 2001b; Wechsler et al., 2002).

Halo formation is sometimes described as an inside out process, (e.g. Reed et al., 2005;

Zhao et al., 2003; Hoffman et al., 2007; Ludlow et al., 2013), with a collapsed bound

core forming early on in the universe with later accretion not penetrating this inner

core and instead relaxing to larger radii. Under this interpretation, haloes that form

earlier will be more concentrated. As, on average, low-mass haloes form earlier than

high-mass haloes, this mechanism naturally accounts for the qualitative trend of the

c–M relation in a standard cosmology.

In this section I will check whether this interpretation of the c–M relation agrees

with these results for more extreme variations of the initial conditions by directly com-

paring the accretion histories and formation times of haloes in these simulations. I also

compare the predictions of halo concentration from a range of recent models (Correa
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et al., 2015; Ludlow et al., 2016; Diemer, Joyce, 2019) to the results seen in this work.

3.5.1 Mass accretion and collapsed mass histories

I study here if the link between halo concentration and mass accretion history (MAH),

and similarly the collapsed mass history (CMH) (both quantities are defined below),

still holds in these extreme cosmologies.

The MAH and the CMH are two separate but complementary statistics that re-

duce the full merger history of haloes into more tangible quantities. The MAH is

defined by following the most massive progenitor at each snapshot; how the mass,

M200c, of these progenitors varies with redshift is then the MAH. The MAH is a use-

ful statistic for the growth of a halo, highlighting how its most massive branch of its

merger tree grows with redshift. It does not, however, encapsulate the full spectrum

of accreted collapsed structure, particularly ignoring smaller haloes that contributed to

the final halo. The CMH, on the other hand, better encompasses the full plethora of

accreted structure. The CMH is defined as all progenitors that have collapsed by red-

shift, z, above a certain fraction, f , of the final mass. In this work I use f = 0.02, but

this is in principle a free parameter in defining the CMH (see Ludlow et al. (2016) for a

discussion of how the CMH changes with f ). To calculate the stacked MAH I take the

median from all haloes in the quoted mass range, while for the CMH I take the mean.

All merger trees are generated using the algorithm presented in Jiang, Bosch van den

(2014), using the M200,c of the central halo to keep the mass definition consistent.

In Fig. 3.10 I present the MAH and CMH histories for the various suites of

simulations as a function of critical density, the mass range sampled is the same as that

of Fig. 3.3–3.6 so is directly comparable to them. The colours are the same as previous

figures, with the line style denoting either the MAH or CMH (see legend). Initially

focusing on the fiducial suite, left panel (red), the results are what is expected from the

current understanding; the most cuspy haloes correspond to those that formed earliest.

The general trend is for larger values of ns to lead to haloes that collapsed earlier, these

haloes then accrete most rapidly in the earlier universe before growing more slowly
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Figure 3.10: The normalised MAH and CMH plotted as a function of critical density, for
stacked haloes in the mass range M200c = 1013–1013.5h−1 M⊙. See 3.5.1 for the definition of
MAH and CMH. The different panels and colours represent the different suite of simulations,
see label in bottom left of each panel. The shades of each colour represent the value of ns,
or matched As, used for the simulations, see colourbar. The different line-styles represent
either the MAH or CMH, see legend. The changes to the MAH and CMH of haloes is in
qualitative agreement with what is expected from the change in their concentration. Haloes
with higher (lower) concentrations are those that formed earlier (later) with subsequent slower
(faster) accretion today.

today, and vice versa. This difference in growth is clearly dominated by the amplitude

change to the initial power spectra as opposed to the shape change of this suite. The

fact that the largest values of ns are accreting the slowest today implies they are more

relaxed haloes, highlighting that haloes with density profiles most different from NFW

and with the steepest outer slopes are actually those which are most relaxed. Looking

at the other suites we again see changes in qualitative agreement with the differences in

the density profiles: the matched amplitude simulations, middle left (blue), exhibit very

similar changes to the MAH and CMH compared to the fiducial suite with the same

bulk offset but slight different redshift dependences, the suite with Planck pivot point,

middle right (green) exhibits the same general trends with ns but to varying degree,

while the kpivot = 1h Mpc−1 suite exhibit almost the same MAH and CMH. These

results of this work appear to be consistent with the picture proposed in Dalal et al.

(2010). While the dominant term appears to be the amplitude of initial power spectra,

i.e. peak height, the initial collapse and subsequent halo concentration is sensitive to

the shape of the power spectra, hence the c–ν relation not being universal.
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It seems that the observed trends in the density profiles discussed in Section

3.3.1 are consistent with the current consensus as to their origin, with haloes more

concentrated forming earlier when the universe was much denser. The key qualitative

changes between the MAH/CMH match well those of the density profile, however it is

unclear if this is in quantitative agreement of current models. I discuss this next.

3.5.2 Comparison to analytic models

In this section I compare the results of this work to three notable works that aim to

predict halo concentrations for a general cosmology. Specifically the works of Cor-

rea et al. (2015), Ludlow et al. (2016) and Diemer, Joyce (2019). The predictions

from Ludlow et al. (2016) and Diemer, Joyce (2019) are generated using the publicly

available python package COLOSSUS (Diemer, 2018), while the predictions Correa

et al. (2015) are generated uses the publicly available COMMAH package. In Fig.3.11

I compare the predictions of the aforementioned models to those observed in these

simulations. Below I discuss each model in turn.

Comparison to the model of Correa et al.

The model of Correa et al. predicts halo concentration given a mass and redshift for

any general ΛCDM cosmology. There are two key parts to the model; the prediction of

the MAH in a general cosmology using extended Press-Schechter theory and an em-

pirical relation mapping a given MAH to a halo concentration found from simulations

by Ludlow et al. (2014). This empirical relation was found studying the Millennium

simulations (Springel et al., 2005b; Boylan-Kolchin et al., 2009; Angulo et al., 2012),

which are at a fixed cosmology but variable resolution. I refer the reader to Correa

et al. (2015b,c); Correa et al. (2015); Ludlow et al. (2014) for details.

In the top panels of Fig. 3.11 I present the predicted c–ν relation (dashed lines)

for the model of Correa et al. compared to the simulation results (solid lines). For the

ns = 0.96 cosmology, the analytic model accurately predicts the c–ν, as is expected
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Figure 3.11: Comparisons between the predictions of Correa et al. (2015), Ludlow et al. (2016)
and Diemer, Joyce (2019) to this work for the c–ν relation. Predictions from the various works
are shown as dashed lines while the simulation results are shown in solid lines. Each column
represents the different simulations suites with the shaded colour the value of ns (or As). Each
row is is the predictions from the different models, see bottom left of left most panel. Unlike
Fig. 3.9 I have used variable dynamic ranges to more easily highlight the differences.

from their work being tested and somewhat calibrated on a very similar cosmology.

However, for cosmologies distinctly different from our own the predictions consis-

tently disagree from the simulation results. In general it appears that for simulations

with increased primordial amplitudes (darker red and blue lines) the concentration is

under predicted while the opposite is true for the simulations with reduced primordial

amplitudes. Studying the MAHs for the different cosmologies it appears that the pre-

diction of Correa et al. don’t agree with the results of this work (i.e. Fig. 3.10). In

general it is found that for cosmologies with larger initial amplitudes the Correa et al.

model predicts haloes to form later than is observed, vice versa for smaller initial am-

plitudes. The discrepancy in halo formation time is therefore in qualitative agreement

with the differences in concentration observed in Fig. 3.11. I re-emphasise that all cos-

mologies other than ns = 0.96 are well outside of observational constraints; as long as

the predictions of these models are accurate for universes close to our own, which they

appear to be, they can still be reliably applied/compared to observations.
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Comparison to the model of Diemer & Joyce

The work of Diemer, Kravtsov (2015) studied scale free cosmologies, that being a uni-

verse with a power law linear power spectra, with differing slopes, n. They observed

that at fixed n the c–ν relation is universal, but does in general depend on the slope

of the power spectrum. These results are therefore in general agreement to the key

features observed in Fig. 3.9; although n and ns are not the same quantities they both

represent a general ‘shape’ change to the power spectra. The interpretation of this

result was that the concentration of a halo depends on its peak-height as well as the

effective slope of the linear power spectrum at an associated k-scale. From these ob-

servations a semi-analytic model was created and calibrated against simulations with

a range of cosmologies to predict the c–M in a general cosmology at any redshift or

mass. The cosmologies used for calibration include WMAP 7-yr, Planck15 and scale

free cosmologies. Here I compare to Diemer, Joyce (2019) which is an updated ver-

sion of the original Diemer, Kravtsov (2015) model, I refer the readers to the papers

for detailed differences between the models.

In the bottom panel of Fig. 3.11 I show the predictions of Diemer, Joyce (2019)

compared to the simulation results at z = 0. I have shown here the c–ν relation instead

of c–M as the model fundamentally works with peak-height as opposed to mass. For

the two suites dominated by amplitude changes (left and middle-left panels) the pre-

dictions of the model are in very good agreement with the simulation results. There

does appear to be a systematic amplitude offset from the predictions and the simulation

results. The method used to estimate concentration in these simulations is different to

the one they used when calibrating their model. The observed amplitude offset is qual-

itatively consistent with the expectation from different methods of determining halo

concentration as well as choosing whether to include a relaxation cut or not (e.g. Child

et al., 2018). However, when focusing on the suite dominated by a shape change to

the initial power spectra, we see that the predictions of Diemer et al. do not reproduce

the simulations particularly well. Specifically, their model does appear to match the

amplitude but predicts a much flatter dependence on ν than seen in the simulations.
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Comparison to the model of Ludlow et al.

In the work of Ludlow et al. (2016) they demonstrated that the concentration of a

halo, in both a cold and warm dark matter (WDM) universe, can be directly linked

to its CMH. This was shown to work in a range of cosmologies, both with CDM

and WDM cosmologies with differently assumed particles masses using the COCO

(Hellwing et al., 2016), Millenium (Springel et al., 2005b; Boylan-Kolchin et al.,

2009; Angulo et al., 2012) as well as some additional ΛCDM cosmologies. From

this observation a semi-analytic model was created to predict halo concentration for a

general cosmology.

In the middle panel of Fig. 3.11 I show the predictions of Ludlow et al. (2016)

compared to the simulation results. Very similar results are seen to the model of

Diemer & Joyce; for cosmologies with higher concentrations, effectively higher ini-

tial amplitudes, the predictions match well the simulation results. For cosmologies

with lower concentrations, particularly the kpivot = 1h Mpc−1 suite, the predictions

match the approximate magnitude but do not agree with the exact ν dependence. The

model of Ludlow et al. does not include a turn up in concentration, unlike the Diemer

& Joyce model, so the discrepancy at low concentration and large peak height appears

to be independent of relaxation cuts. It is interesting that all models studied here es-

sentially fail for this suite, it is not clear why this is the case and something I leave for

future work.

3.6 Summary

In this work I have examined how changes in the primordial power spectrum of density

fluctuations affect the internal structure of haloes in a collisionless universe. I have

done this by varying the amplitude of fluctuations, As, the primordial spectral index,

ns, and the normalisation k scale (or pivot point), kpivot, within the context of a ΛCDM

model with a fixed expansion history. By varying these parameters systematically (see

Fig. 3.1), I am able to isolate the impacts of amplitude and shape variations in the
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initial power spectra on the properties of collapsed haloes. I find that when studying

universes that deviate strongly from our own, some key results on the structure of dark

matter haloes that have been assumed to be universal no longer hold true.

The main results of this study are as follows:

(i) The mass structure of collapsed haloes retains a memory of the primordial

power spectrum (see Fig. 3.3). It is found that the NFW form which works well for

haloes in simulations with CMB-normalised fluctuations, breaks down when the am-

plitude of initial density fluctuations is increased (see Fig. 3.4), these simulations cor-

respond to haloes with small peak heights and early formation times. The NFW profile

no longer offers a good description of halo density profiles in this regime due to their

outer logarithmic slopes being steeper than γ = −3. An Einasto form works relatively

well for all of the simulations investigated here.

(ii) The pseudo-entropy (or pseudo-phase space density) profiles can be de-

scribed relatively well by a simple power law in all cosmologies studied here (see

Fig. 3.5), however, the exponent is not a constant. A clear mass dependence is seen in

many of the simulations (see Fig. 3.7). For the case of CMB-normalised power spectra,

there is only a very mild mass dependence of the range sampled by the simulations,

with roughly a constant value of χ ≈ 1.22, in agreement with previous studies.

(iii) The general physical picture identified in many previous studies that the con-

centration of dark matter haloes is tied to halo formation time continues to hold in all

the simulations examined here (see Fig. 3.5). I find that the prediction for halo concen-

tration of the models from Ludlow et al. (2016) and Diemer, Joyce (2019) in general

match well the simulation results, particularly for cosmologies with much larger initial

amplitudes to our own. However, in cosmologies with reduced primordial amplitudes,

resulting in lower concentrations today, these models do not appear to accurately match

the simulation results predicting much shallower dependence on peak height, ν, than

observed (see Fig. 3.11).

(iv) It is found that the dominant effect on the density profiles of haloes, ex-

pressed through the concentration parameter, is due to changes to the amplitude of
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the initial power spectra as oppose to the ‘shape’ (see Fig. 3.3 & 3.7). The effect of

that changing the amplitude of the primordial power spectra has on halo concentration

is broadly encapsulated by peak height, ν, but there are clear secondary effects (see

Fig. 3.9). However, it is found that changes to the shape of the initial power spec-

tra (studied here through the primordial spectral index, ns) are not accounted for by

peak height alone. The secondary effects observed for only an amplitude change are

exacerbated when the shape also changes, resulting in peak height correlating poorly

with halo concentration for the suites dominated by a shape change to the linear power

spectra (see right most panel of Fig. 3.9).

Summarising the above, this work has demonstrated that the internal properties

(mass structure and dynamics) of collapsed haloes retain a clear memory of the initial

conditions of the universe. I again point out that the simulations presented here are

fully in the context of ΛCDM, in terms of expansion history and the nature of dark

matter (cold and collisionless). Thus, these results indicate that the apparent universal-

ity of previously reported results for ΛCDM (e.g., NFW or similar forms for the mass

structure, a power law of specific form for the phase-space density/pseudo-entropy

profiles) is mostly a consequence of starting from a narrow range of normalisations for

the initial power spectra. This work provides important new results that link the initial

conditions to the present-day structure of collapsed dark matter haloes and can provide

an important test-bench for physical models of structure formation.



Chapter 4

Towards a universal model for the

density profiles of dark matter haloes

This chapter appeared in Brown et al. (2022). The appendices for this work are in

Appendix B.

It is well established from cosmological simulations that dark matter haloes are

not precisely self-similar and an additional parameter, beyond their concentration,

is required to accurately describe their spherically-averaged mass density profiles. I

present, for the first time, a model to consistently predict both halo concentration, c,

and this additional ‘shape’ parameter, α, for a halo of given mass and redshift for a

specified cosmology. Following recent studies, I recast the dependency on mass, red-

shift, and cosmology to a dependence on ‘peak height’. I show that, when adopting

the standard definition of peak height, which employs the so-called spherical top hat

(STH) window function, the concentration–peak height relation has a strong residual

dependence on cosmology (i.e., it is not uniquely determined by peak height), whereas

the α–peak height relation is approximately universal when employing the STH win-

dow function. Given the freedom in the choice of window function, I explore a simple

modification of the STH function, constraining its form so that it produces universal

relations for concentration and α as a function of peak height using a large suite of

cosmological simulations. It is found that universal relations for the two density pro-

86
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file parameters can indeed be derived and that these parameters are set by the linear

power spectrum, P (k), filtered on different scales. I show that the results of this work

generalise to any (reasonable) combination of P (k) and background expansion history,

H(z), resulting in accurate predictions of the density profiles of dark matter haloes for

a wide range of cosmologies.

4.1 Introduction

The mass density profile of dark matter (DM) haloes is a key prediction of the current

concordance ΛCDM cosmology. The density distribution has been shown to depend

both on the mass of a halo and redshift, with the precise dependencies being set by the

cosmological parameter values that specify the initial conditions and expansion rate of

the Universe (e.g. Frenk et al., 1988).

It has been shown in many previous studies that the density profiles of DM

haloes can be reasonably well approximated by an NFW profile (Navarro et al., 1996b;

Navarro et al., 1997):

ρ(r) =
ρ0

(r/rs)(1 + r/rs)2
, (4.1)

where rs is the scale radius, often quoted as a concentration c = R/rs (where R is

the halo radius, usually defined using a spherical overdensity definition), and ρ0 is

the normalisation, which can be constrained by the total mass of the halo. A key

prediction of this formalism is that the structure of DM haloes, as a function of mass,

requires a single free parameter, the scale radius or concentration. Consequently, many

empirical and analytic models have been developed to try to accurately predict the

concentration of haloes as a function of mass, redshift, and cosmological parameters

(e.g. Bullock et al., 2001a; Eke et al., 2001b; Prada et al., 2012; Ludlow et al., 2014;

Diemer, Kravtsov, 2015; Correa et al., 2015a).

Although it is common to describe the density profiles of DM haloes through a

scale radius (i.e. a single parameter), it has been demonstrated that DM haloes are not

perfectly self-similar and that a second parameter (other than concentration) is required
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to accurately describe the density profiles. This is true for both individual and stacked

density profiles (e.g. Gao et al., 2008a; Navarro et al., 2010b). The Einasto profile

(Einasto, 1965) has been shown to better reproduce the density profiles observed in

high-resolution simulations:

ln(ρ(r)/ρ−2) = − 2

α

[(
r

r−2

)α

− 1

]
. (4.2)

Here r−2 is again a scale radius, defined to be the radius where the logarithmic slope

d ln ρ/d ln r, is equal to −2, and is therefore equivalent to rs used in the NFW param-

eterisation. The parameter α is commonly referred to as the ‘shape’ parameter and

describes how quickly the slope of the density profile varies as a function of radius.

For α ≈ 0.18, the Einasto profile closely resembles an NFW form over radii typically

sampled in cosmological simulations.

As shown in Gao et al. (2008a), the parameter α exhibits a clear dependence on

both halo mass and redshift, and also has a dependence on the underlying cosmology

as later demonstrated by Ludlow, Angulo (2017). Therefore, both c and α depend on

mass, redshift, and cosmology, motivating a model that can consistently predict both

parameters for a general cosmology. Compared to the halo concentration, the shape

parameter has received relatively little attention in the literature and as such there does

not yet exist a model aimed at predicting α for a general cosmology, only empirical

models that predict the α–M relation for a specific cosmology (e.g. Duffy et al., 2008;

Ludlow et al., 2013; Dutton, Macciò, 2014). Note that a significant number of models

infer the concentration of haloes from simulations adopting a fixed shape parameter

when fitting to the density profiles, which can lead to biased estimates of concentration

(as the two parameters are not independent).1 Clearly α and c should be modelled in a

consistent way to be able to reliably predict the density profiles of DM haloes.

In this chapter I aim to link changes to both the initial density fluctuations, i.e.,

the linear power spectrum P (k), and the background expansion, H(z), to the result-

1In principle the radius where the logarithmic slope is −2 can be directly estimated independent of
α, and the concentration can be defined with this radius. However, in practice this is very rarely done
and when fitting the measured density profile over a wide radial range c and α are not independent.
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ing density profiles of DM haloes and to quantify the dependence on halo mass and

redshift. Ideally, predictions for both c and α should fit into a consistent and physically-

motivated theoretical framework. Following recent work, I recast the dependencies on

halo mass and redshift into a single dependence on ‘peak height’, a quantity which

characterises the amplitude of density fluctuations with respect to some critical thresh-

old for collapse (see Section 4.3 for a general definition). The use of peak height is

well motivated by the spherical collapse model (Gunn, Gott, 1972b) and plays an im-

portant role in the successful (extended) Press-Schechter formalism (Press, Schechter,

1974). Previous simulation work has shown that peak height correlates very strongly,

though not perfectly, with both c and α (e.g. Prada et al., 2012; Gao et al., 2008a). In

this work I re-examine the definition of peak height and explore the freedom therein in

order to derive accurate universal relations (i.e., applicable for wide ranges of cosmo-

logical parameters) for c and α. Specifically, I exploit the freedom in the form of the

window function that is used to filter the linear power spectrum when computing the

peak height. I will show that the standard window function, the so-called spherical top

hat function, is not the optimal choice for predicting the density profile parameters and

that a relatively simple modification thereof results in a substantially improved model.

The chapter is organised as follows. In Section 4.2 I discuss the technical details

of the simulations and how they are processed, particularly focusing on how the den-

sity profiles are stacked and fitted to obtain values and errors for c and α. In Section 4.3

I discuss the definition and key properties of peak height and how it is calculated for

a given cosmology. In Section 4.4 I present how the two density parameters, c and α,

vary with peak height for the cosmologies using the standard definition. In Section 4.5

I motivate the use of an alternative window function when defining peak height and

quantitatively determine an optimal choice so that both c and α are universally de-

scribed by this new definition of peak height. I additionally develop and present the

model to predict halo concentration and shape parameter for a general cosmology. In

Section 4.6 I test the model using additional cosmologies with very different back-

ground expansion rates to those used to calibrate the model. Finally, in Section 4.7 I

conclude and summarise the results.
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4.2 Simulation and analysis details

In this section I present the various cosmologies studied as well as the technical details

of the simulations used in this work. I also describe how the density profiles are cal-

culated and fitted to determine values for halo concentration, c, and shape parameter,

α.

4.2.1 Cosmologies

In this work I primarily study a subset of the cosmologies first presented in Brown

et al. (2020), particularly examining the two suites closest to our own universe. I

discuss here briefly these different cosmologies. For a more in depth description of

how these cosmologies were chosen see Chapter 3.

The cosmologies presented in Brown et al. (2020) were chosen to systematically

study the effects of changes to both the amplitude and shape (i.e. slope) of the linear

power spectrum at different k-scales on the internal properties of dark matter haloes,

such as the density and velocity dispersion profiles. The amplitude and shape were

changed by using a combination of free parameters in the ΛCDM model: the primor-

dial amplitude, As, the primordial spectral index, ns, which directly affects the slope

of the linear power spectrum and kpivot, which is the k-scale used for normalising the

linear power spectra. The cosmologies used in the present work are split into two

suites, the ‘Planck pivot’ and ‘kpivot = 1h Mpc−1’ suites. For each suite the primordial

spectral index, ns, is systematically varied from 0.5 to 1.75 with a fixed As and kpivot.

The ns = 0.96 case represents the best-fit WMAP 9-yr results and is therefore a close

match to to what we believe is our own Universe. The values of As, ns, kpivot and σ8

for these different cosmologies can be found in the previous chapter (see Table. 3.1).

These cosmologies share the same best-fit WMAP 9-yr background expansion (Fried-

mann) parameters: h = 0.7, Ωm = 0.2793, Ωb = 0.0463 and ΩΛ = 0.7207 (Hinshaw

et al., 2013).

In Fig. 4.1 I present the z = 0 linear power spectra (top panels) for the kpivot =
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Figure 4.1: Top: The z = 0 linear power spectra for the various cosmologies studied in this
work. Bottom: The rms density fluctuations in spheres of radius R. The left and right panels
represent the two different suites (introduced in Brown et al. 2020), which use different pivot
points for the linear power spectrum (see label in bottom left). For each suite (or pivot point),
the primordial spectral index, ns is systematically varied from 0.5 to 1.75 with ns = 0.96 being
the best-fit WMAP 9-yr value. The different shades represent different values of ns, see colour
bar.
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1h Mpc−1 (left panels, purple lines) and Planck pivot (right panels, green lines) suites.

The different shades represent the different values of ns, as shown by the colour bars

above each column. The two different pivot points can clearly be seen at kpivot = 1h

Mpc−1 and kpivot = 0.05 Mpc−1 (Planck pivot point), allowing for the power spectra

to be normalised at different physical scales. Additionally plotted in the bottom panels

is the root mean square (rms) density fluctuations as a function of Lagrangian radius.

Note that σ(R), which is formally defined in Eqn. (4.6) below, correlates strongly

with the expected amount of structure and abundance of haloes at different scales and

masses, with larger mass haloes corresponding to larger Lagrangian radii, and vice-

versa. I discuss these quantities further in Section 4.3.

As can been seen in Fig. 4.1, the cosmologies studied in this work represent a

wide range of different shapes and amplitudes to the linear power spectrum, which in

turn results in a diverse amount of expected structure, as described through σ(R). This

results in a sample of haloes with widely different evolutions and formation histories,

offering a broad context in which to study the cosmological dependence of the density

profiles of DM haloes.

4.2.2 Simulation details

The simulations studied in this work are virtually identical to those presented in Brown

et al. (2020); the only difference being that all cosmologies from the original work have

been re-run with a box twice the size (but with the same mass resolution), resulting in a

factor of 8 increase in volume. This was done to increase the number of haloes in each

simulation, allowing larger mass haloes to be studied as well as improve the statistics

at all masses. Other than the box size, the technical details are the same as for the

simulations presented in Brown et al. (2020), which I describe below.

The linear power spectra are generated using the Boltzmann code CAMB (Lewis

et al., 2000). Initial particle positions and velocities are calculated using a modified

version of N-GenIC2 (Springel, 2005) at a starting redshift of z = 127. The initial

2The publicly available version of this code can be found at https://github.com/sbird/

https://github.com/sbird/S-GenIC
https://github.com/sbird/S-GenIC
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conditions include second-order Lagrangian perturbation theory corrections and iden-

tical phases are adopted for all simulations. The collisionless, or ‘DM-only’, N-body

simulations have been run with a modified version of the Gadget-3 code (Springel,

2005; McCarthy et al., 2017). The simulations have been run with a comoving periodic

volume of size 400 h−1Mpc on a side with 10243 particles. For a WMAP 9-yr back-

ground cosmology (Hinshaw et al., 2013), as used for the majority of cosmologies in

this work, this corresponds to a particle mass of 4.62× 109h−1 M⊙. The gravitational

softening is fixed to 4h−1kpc (in physical coordinates for z ≤ 3 and in co-moving at

higher redshifts).

All haloes are identified with the SUBFIND algorithm (Springel et al., 2001).

In this work I present the spherically averaged density profiles of DM haloes, using

the most bound particle of the central halo as the halo centre. The central halo is

defined as the largest (sub)halo in the friend-of-friends (FOF) group. Density profiles

are calculated using all particles within the given spherical shell, whether they are

identified as belonging to a subhalo or not. In principle the density of the smooth

component with substructure removed can also be calculated (e.g. Fielder et al., 2020).

In general, the halo finder is primarily used to initially identify the FOF group, provide

the location of the centre of potential and calculate bulk properties such as halo mass

and radius (for a given definition).

4.2.3 Fitting density profiles

As already stated, the goal of this work is to accurately study and model both c and α

for a wide range of cosmologies. It is therefore essential that the simulation data are

processed in an appropriate way to obtain reliable and robust measures of c and α with

their associated errors.

Throughout this work ‘stacked’ density profiles are used exclusively, as de-

scribed as follows. The spherically-averaged density profile of individual haloes

are calculated using 32 logarithmically spaced bins over the radial range 10−2.5 <

S-GenIC.

https://github.com/sbird/S-GenIC
https://github.com/sbird/S-GenIC
https://github.com/sbird/S-GenIC
https://github.com/sbird/S-GenIC
https://github.com/sbird/S-GenIC
https://github.com/sbird/S-GenIC
https://github.com/sbird/S-GenIC
https://github.com/sbird/S-GenIC
https://github.com/sbird/S-GenIC
https://github.com/sbird/S-GenIC
https://github.com/sbird/S-GenIC
https://github.com/sbird/S-GenIC
https://github.com/sbird/S-GenIC
https://github.com/sbird/S-GenIC
https://github.com/sbird/S-GenIC
https://github.com/sbird/S-GenIC
https://github.com/sbird/S-GenIC
https://github.com/sbird/S-GenIC
https://github.com/sbird/S-GenIC
https://github.com/sbird/S-GenIC
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https://github.com/sbird/S-GenIC
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https://github.com/sbird/S-GenIC
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r/R200c < 0.7, where R200c is a measure of the halo size (see Section 4.3 for defini-

tion). The stacked profile is then calculated as the median density in each radial bin

from all the haloes in the stack of a given halo mass bin. The values of c and α are then

calculated by fitting the stacked density profiles with an Einasto profile (see Eqn. (4.2))

such that the following figure of merit, ψ, is minimised:

ψ2 =
∑
i

[log ρi(r)− log ρEinasto(r)]
2 , (4.3)

here ρi(r) is the density profile from the simulation and ρEinasto(r) is the Einasto profile

for a given set of parameters. To estimate the errors on c and α bootstrap resampling

is used. Specifically, 1, 000 different realisations of the stacked profile are generated

by randomly sampling (with repetition) haloes within the mass bin (or stack) using the

same number of haloes. Hence, the number of haloes in the stacked profile depends

strongly on mass, redshift and the cosmology. The values of c and α are then estimated

as the median of the resulting distribution with the lower and upper errors calculated as

the 16th and 84th percentiles respectively, equivalent to a 1σ uncertainty for a Gaussian

distribution.

Although the stacked density profiles are calculated over a relatively large radial

range only a subset of these radial bins are actually used when fitting to obtain values

for c and α. In this work I fit over the radial range rconv < r < 0.7R200c, where rconv is

the convergence radius and dictates the minimum radius before numerical uncertainties

affect the density profiles, which is discussed below.

The maximum radius of 0.7R200c was chosen to avoid the very outer parts of

a halo that are potentially not in equilibrium and do not follow the NFW or Einasto

forms particularly well (e.g. Ludlow et al., 2010). The minimum radius adopted is

the so-called convergence radius, rconv, that specifies the radius at which the density

profile is subject to numerical effects. Specifically, at small radii two-body interactions

lead to a resolution dependent density core. The convergence radius can therefore be
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expressed as a ratio of the timescale of two-body interactions and the Hubble time via:

rconv
R200c

= 4

(
κP03 lnNc√
N200cNc

)2/3

, (4.4)

where Nc is the number of particles below the convergence radius and κP03 is the

ratio of the collisional relaxation time and the age of the universe (Power et al., 2003;

Ludlow et al., 2019a). Larger values of κP03 represent a more conservative convergence

criterion. Power et al. (2003) propose that a value of κP03 = 0.6 leads to convergence

for individual haloes, while Ludlow et al. (2019a) find a similar, though smaller, value

of κ = 0.18 for the convergence of stacked density profiles. However, in this work I

find a larger value is needed to provide unbiased estimates for c and α. It is found that

κP03 = 73 provides reliable results and this value has also been suggested for improved

convergence by Navarro et al. (2010b). It is found that, as well as a clear numerical

core forming at the centre of haloes as documented in these works, there also occurs

a slight enhancement in the density at larger radii of r ≈ rconv (for κP03 = 0.6), as

is expected in order to conserve halo mass. Using κP03 = 0.6 does avoid fitting to

the density profile where there is a significant suppression in the density but typically

does not avoid fitting to the region exhibiting an enhancement in density. Although

this enhancement in density is relatively small, typically at most ≈ 5%, the difference

can propagate through to ≈ 20% systemic differences when determining the best-fit

values of c and α. This appears to only be a significant issue when fitting the density

profiles with a free shape parameter, due to the increased versatility of the fit. If a

fixed shape parameter is used, either by explicitly fixing α or using a fitting formula

without an equivalent ‘shape’ term, such as an NFW profile, then the determination of

c is only mildly affected by the systematic differences in the inner density profile. It is

likely that κP03 = 7 is somewhat overly conservative, but it does ensure that there are

no systematic errors associated with either the numerical core or the aforementioned

enhancement in density. In this work Eqn. (4.4) is explicitly solved, with κP03 = 7, for

all individual haloes within a stack and use the median rconv when fitting the stacked

3Using κP03 = 7 means that for the cosmologies with the highest halo contractions, specifically the
ns = 1.75 cosmology in the Planck pivot suite, have rconv ∼ r−2. Though the scale radii are well
resolved for the majority of haloes.
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density profiles. For a more detailed discussion of the convergence radius, including

derivations and alternative forms to Eqn. (4.4), we refer the reader to Power et al.

(2003) and Ludlow et al. (2019a).

As discussed above, I focus on studying stacked density profiles to derive both

the c and α mass relations. For most of the cosmologies studied I use logarithmically-

spaced mass bins of width 0.3 dex for haloes with at least 5, 000 particles. For these

simulations this results in a minimum mass of M200c = 2.31 × 1013 h−1M⊙. The

only exception to this is the most extreme cosmology considered in this work, using

a primordial spectral index of ns = 1.75 with a Planck pivot point, where a cut of

10, 000 particles is used (see Appendix B.1 for details). I, additionally, only consider

mass bins with at least 100 haloes. The maximum halo mass considered therefore

depends strongly on the halo mass function and varies as a function of cosmology and

redshift.

As well as imposing a cut on both the number of particles within a halo as well

as the number of haloes within a stack, I also apply a relaxation cut to discount haloes

that have been significantly affected by ongoing or recent major mergers. Specifically,

I only consider haloes with a normalised offset of the centre of mass (CoM) to centre

of potential (CoP) of |xCoP − xCoM|/R200c < 0.07. This relaxation criterion is similar

to that presented in Neto et al. (2007), who applied the same cut to the CoP and CoM

offset but with additional criteria based on the relative mass of substructure and the

virial ratio. I find that simple cut on the CoM to CoP offset is sufficient to remove

severely unrelaxed haloes and gives unbiased estimates for c and α. Additionally,

applying the extra criteria proposed in Neto et al. (2007) does not significantly change

the inferred c and α values, a similar conclusion to that found in Duffy et al. (2008).

In Fig. 4.3 I present examples of the density profiles that are fit in this work. Here

I have plotted the profiles for a range of masses at z = 0 for a WMAP 9-yr cosmology,

normalised by r−2 and ρ−2. The radius r−2 and is taken to be where the logarithmic

slope equals −2 and is found by directly interpolating the logarithmic slope of the

stacked density profiles.4 This allows for r−2 and ρ−2 to be determined empirically

4To reliably estimate the slope of the profiles a Savitzky–Golay filter is used, with a window length
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Figure 4.2: Stacked density profiles for a range of masses (see legend) at z = 0 for a WMAP 9-
yr cosmology. The logM200c = 13.25, 13.75 and 14.25 mass bins constitute stacks of 5, 713,
1, 318 and 211 haloes, respectively. The profiles are only plotted up to their convergence
radius (Eqn. (4.4)) which varies strongly with halo mass. For each density profile, r−2 and
ρ−2 are estimated non-parametrically from the logarithmic slope. The density profiles are
normalised by their respective scale radii, r−2, and plotted as ρr2 to reduce the dynamic range.
Normalising the radial coordinate in this way removes the dependence on concentration. As can
be seen, there is a clear halo mass dependence to the normalised density profiles, demonstrating
that the density profiles are not self-similar and that an additional ‘shape’ parameter is required
to fully describe them. Plotted as dashed lines are Einasto profiles that approximately follow
the simulated density profiles. In these units, the Einasto profile has only one free parameter,
α (see legend).
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from the density profiles directly, without any assumptions about the parametric form

the overall density profile may take. Plotting in these units, i.e. r/r−2 and ρ/ρ−2,

removes the dependence on halo concentration. If the density profiles were perfectly

self-similar they should be indistinguishable when plotted in this manner. However,

as shown in Fig. 4.3 the density profiles (solid lines) do not follow the same radial

dependence as each other, with higher (lower) masses resulting in profiles where the

ρr2 profile varies more quickly (slowly) with radius. This difference demonstrates the

need for an additional parameter other than concentration; i.e., the shape parameter.

When plotted in these units, i.e. r−2 and ρ−2, the Einasto profile has only one free

parameter, α (see Eqn. (4.2)). Additionally plotted as dashed line in Fig. 4.3 is a

number of Einasto profiles with values for α chosen by eye to approximately follow

to observed density profiles. It can be seen that the role of α is to control how quickly

ρr2 varies with radius.

If one uses the definition that the scale radius is where the logarithmic slope is

−2 then the concentration of haloes can, in principle, be determined separately from

the shape parameter and any assumptions about the density profile, as done above.

However, practically it is often more reliable to determine c and α by fitting directly to

the density profiles, as is done in this work (see Section 4.2) and many others. When

determining c and α in this way they are no longer independent, and there will be a

certain amount of degeneracy between the two parameters. Additionally the value of

c inferred by fitting to the density profile will depend on the assumed density profile,

including, for an Einasto profile, if α is allowed to be free or not.

Fig. 4.3 also demonstrates the main sources of errors when fitting to stacked

profiles at different mass scales. Specifically the number of haloes within the stack and

the limited radial range fit over. For higher mass bins (green line) the main limiting

factor is the relatively small number of haloes within the mass range, resulting in a

somewhat noisy density profile with relatively large fluctuations. For lower masses

(red line) there are many more systems resulting in a much smoother density profile,

however, there is a significantly reduced radial range over which the profiles can be

of 3 and a second order polynomial.
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reliably measured due to the low number of particles in each halo and hence a larger

convergence radius.

In Appendix B.1 I present a resolution study to check the convergence of both

the simulations and analysis and I motivate further some of the selection choices, such

as only considering haloes with at least 5, 000 particles.

4.3 Peak height definition

Throughout this work I discuss how the density profiles of haloes vary as a function

of peak height for a range of cosmologies. Here I discuss the definition of peak height

and highlight some of the free aspects of the formalism where certain choices, or as-

sumptions, have to be made; primarily the halo mass definition and window function

used.

Peak height, ν, is traditionally defined as,

ν(M, z) =
δc

σ(M, z)
, (4.5)

where δc is the critical density for collapse, as predicted by the spherical collapse

model,5 and σ is the rms overdensity associated with the halo, and is calculated from

the linear power spectrum via:

σ2(R, z) =
1

2π2

∞∫
0

k2P (k, z)|W (kR)|2dk . (4.6)

In the above, P (k, z) is the linear power spectrum and W (kR) is the window function

(sometimes referred to as the filter function). R is the so-called Lagrangian radius

defined as

R3 =
M

4/3πρm,0

, (4.7)

5I take δc = 1.68 and ignore the mild cosmology dependence. I also do not consider any additional
dependence on mass present in ellipsoidal collapse models.
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where M is the halo mass (e.g., the virial mass or that corresponding to some other

spherical overdensity) and ρm,0 is the mean background density of the universe today.

The redshift evolution of the linear power spectrum can be written as

P (k, z) = D2(z)P (k, z = 0) , (4.8)

where D(z) is the linear growth factor, which can be calculated from the background

expansion, i.e. H(z), and is normalised to unity at the current epoch. The redshift evo-

lution of peak height can therefore also be expressed in terms of the growth function,

where

ν(M, z) = ν(M, z = 0)/D(z) . (4.9)

Hence for a given cosmology, with P (k) and H(z) specified, the peak height of a halo

can be straightforwardly calculated from the above equations.

There are a few key aspects in the above equations that are open to interpretation

and therefore certain choices must be made. The first of these is how the mass of a

halo is defined. It is common to define the mass as an overdensity with respect to

either the critical or mean density of the universe at a given redshift. The mass, and in

turn radius, of the halo is defined to obey the following,

∆ρc/m =M∆c/m/(4/3πR
3
∆c/m) , (4.10)

where ∆ is the adopted overdensity. I will use the notation specified in this equation to

identify the given mass definition, identifying both the overdensity parameter (from the

number in the subscript) and reference density (with either denoting c or m for using

the critical or mean density, respectively). Common choices are M200c/m and M500c/m.

The definition with respect to the higher overdensity and smaller radius, M500c/m, is

typically used for galaxy clusters (since X-ray observations typically probe the hot

gas within this radius), while M200c/m is often used when examining the properties

of dark matter haloes, of all sizes, in cosmological simulations. It has been shown

that large scale properties of DM halos, such as the abundance at a given mass or



4.3: Peak height definition 101

the position of the splashback radius, correlate more strongly with a M200m definition

(e.g. Tinker et al., 2008; Diemer, Kravtsov, 2014; Diemer, 2020). On the other hand,

internal properties, such as halo concentration, tend to correlate more strongly with

an M200c mass definition (e.g. Diemer, Kravtsov, 2015). Why different properties of

dark matter haloes seem to prefer a mass definition with respect to either the critical or

mean density is unclear and is an open question in the field. In this work I am focused

on studying and developing a model for the density profiles of DM haloes and a mass

definition of M200c is used. I leave the exploration of alternative mass definitions for

future work, though I do briefly discuss this possibility in the context of these results

in Section 4.5.3.

The second aspect of peak height formalism for which there is freedom is in the

choice of the window function, W (kR), which is the main focus of this paper. It has

become common place in the literature that W (kR) is chosen so that it represents a

spherical top hat (STH) function in configuration (real) space. With this choice, the

window function takes the following form:

WSTH(kR) =
3

(kR)3
[sin(kR)− kR cos(kR)] . (4.11)

This choice of window function provides a very obvious and clear interpretation

of Eqn. (4.6); it represents the rms overdensity averaged over a sphere of radius R for

the given linear power spectrum. This choice also makes it clear how to compare to

and use the spherical collapse model, which considers the evolution of a top hat per-

turbation in an otherwise homogeneous expanding universe. However, the spherical

collapse model does not offer a complete picture of how real haloes assemble, partic-

ularly ignoring the hierarchical growth that is at the heart of the current cosmological

paradigm. It is therefore not clear that this is the correct choice of window function for

such a cosmology and potentially a different choice of window function would better

represent (or correlate with) the growth and structure of haloes in a cold DM dominated

universe.

Throughout this chapter I will use a subscript to identify the window function
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used to calculate peak height. For instance νSTH refers to peak height values calculated

using the standard spherical top hat window function. I reserve the use of ν without a

subscript when discussing peak height in a general sense with, in principle, any choice

of window function, as above.

4.4 Peak height relations

Before proceeding to study if c and α can be better modelled by an alternative window

function, it is worth studying how these density parameters vary as a function of peak

height using the standard STH definition.

In Fig. ?? I present how c and α vary as a function of νSTH for the main cosmolo-

gies studied in this work (see Section 4.2.1), at z = 0 and z = 1. Individual errors

are not plotted (though the mean error is plotted in black at the top left of each panel)

to improve the readability of the plot, but note that not all values here are equally re-

liable with some data points having significantly larger fractional errors than others.

In general, larger values of νSTH correspond to fewer haloes within the mass bin and

therefore larger uncertainties. The relation between α and νSTH proposed by Gao et al.

(2008a) is shown as the dotted black line, specifically α = 0.0095ν2STH + 0.155.

Focusing initially on the concentration of the haloes at z = 0 (top panels, solid

lines), we see that there is a clear cosmological dependence to the c–νSTH relation.

This is particularly clear for the Planck pivot suite where the different cosmologies are

significantly stratified. Additionally, for a given cosmology, νSTH does not appear to

completely describe the redshift evolution. This is most easily seen for the kpivot = 1

hMpc−1 suite where haloes at z = 1 (dashes lines) have significantly lower concentra-

tions at a fixed νSTH than at z = 0 (solid lines).

The dependence of α on νSTH (bottom panels) is much closer to universal than

for c. In general both the cosmological and redshift dependences appear to be well

described by νSTH with no obvious trend of a certain cosmology or redshift lying dis-

tinct from the main distribution, as is observed for c. The α–νSTH relation matches
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Figure 4.3: Stacked density profiles for a range of masses (see legend) at z = 0 for a WMAP 9-
yr cosmology. The logM200c = 13.25, 13.75 and 14.25 mass bins constitute stacks of 5, 713,
1, 318 and 211 haloes, respectively. The profiles are only plotted up to their convergence
radius (Eqn. (4.4)) which varies strongly with halo mass. For each density profile, r−2 and
ρ−2 are estimated non-parametrically from the logarithmic slope. The density profiles are
normalised by their respective scale radii, r−2, and plotted as ρr2 to reduce the dynamic range.
Normalising the radial coordinate in this way removes the dependence on concentration. As can
be seen, there is a clear halo mass dependence to the normalised density profiles, demonstrating
that the density profiles are not self-similar and that an additional ‘shape’ parameter is required
to fully describe them. Plotted as dashed lines are Einasto profiles that approximately follow
the simulated density profiles. In these units, the Einasto profile has only one free parameter,
α (see legend).
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reasonably well that previously proposed by Gao et al. (2008a).

From these results there is clearly room for improving the universality of the

relation between c and peak height, which may potentially be achieved by altering the

window function (away from the standard STH case) in the peak height definition. On

the other hand, the standard definition of peak height already correlates very well with

α in a way that is apparently independent of cosmology and redshift. This suggests

that the STH window function is already close to optimal for α. Taken together, these

results suggest that c and α favour separate and distinct window functions. Indeed, this

is what is found in the next section.

4.5 Optimal window functions

In a ΛCDM universe, where the initial density fluctuations are assumed to be small

and Gaussian in nature, the initial density field can be, statistically, described by the

power spectrum alone. The subsequent gravitational evolution depends only on these

initial conditions and the background expansion history, given a theory for gravity.

Hence, the averaged internal structure of haloes as a function of mass depends only on

the linear power spectrum, P (k), and Hubble expansion, H(z), which together form a

given cosmology.

The aim of the present study is to determine how the averaged structure of haloes

depends on P (k) and H(z) in a quantitative fashion. A promising theoretical frame-

work to use is the Press-Schechter formalism (Press, Schechter, 1974). In the Press-

Schechter formalism the abundance of haloes is predicted to be a universal function of

peak height. This has motivated previous studies to also correlate halo properties with

peak height, as it is expected that peak height will account for a significant part of the

cosmological dependence. However, the abundance of haloes is only approximately

universal and numerical simulations have shown that there is a clear redshift and cos-

mology dependence when using the standard Press-Schechter formalism, i.e. a STH

window function (e.g. Tinker et al., 2008). There have been a number of suggestions
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for how to improve this model, with a notable extension being the use of an alternative

window function. For instance, Leo et al. (2018) found that using a smooth k-space fil-

ter can accurately model the abundance of haloes in cosmologies with truncated power

spectra (e.g., due to non-standard inflation scenarios). By allowing the window func-

tion to vary, I am able to study what aspects of P (k) are most important for setting the

density parameters, where it is found that both density parameters are approximately

set by the amplitude of P (k) at an associated k-scale (see Section 4.5.3).

As demonstrated in the previous section, the density parameters, particularly

c, are clearly not universal as a function of peak height when using a STH window

function. Similar to how Leo et al. (2018) found the abundance of haloes can be closer

to universal with an alternative window function, it is possible that a different window

function will result in c–ν and α–ν relations that are universal; i.e., do not depend on

redshift or cosmology.

It is worth considering if the use of an alternative window function is consistent

with some of the key results from the literature as well as the features already observed

in Section 4.4.

The first result considered is from Diemer, Kravtsov (2015), who study the con-

centration of haloes in scale free cosmologies, that being a cosmology with a power law

linear power spectrum and an Einstein de Sitter background expansion (i.e., ΩΛ = 0

and Ωm = 1). They find that for a single cosmology the redshift evolution closely

follows a single function of νSTH. However, the particular relation between c and

νSTH exhibits a clear dependence on the choice of the slope of the linear power spec-

trum (see Fig. 3 of Diemer, Kravtsov 2015). Their interpretation was that it is the

effective slope of the linear power spectrum at an associated k-scale that affects the

c–ν relation and led Diemer, Kravtsov (2015) to develop a model that incorporates an

effective slope in addition to peak height in order to better predict halo concentration.

However, this is not the only interpretation of their results, it is also consistent with

the possibility of using a different window function. For a power law linear power
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spectrum, P (k) = Akn, calculating σ (see Eqn. (4.6)) is somewhat simplified:

σ2(R, z) =
A

2π2
D2(z)R−(n+3)

∞∫
0

xn+2|W (x)|2dx. (4.12)

Therefore, σ(R, z) ∝ D2(z)R−3−n. It is clear that for these cosmologies the window

function only plays a role in the normalisation of the peak height. Therefore, for a

given cosmology, any choice of window function would preserve ν–c being redshift

independent. However, when comparing different cosmologies, i.e. different values of

n, the window function and its effect on the normalisation will play a role, as can be

seen by the xn+2 term within the integrand. It is therefore likely that the window func-

tion could be chosen appropriately so that the normalisation between different values

of n would result in a single c–νSTH relation independent of n, or the normalisation of

the power spectrum.

Another key result that should be accounted for, or preserved, is the redshift

evolution of c and α in a standard ΛCDM cosmology. It is well established that the

redshift evolution of c is not perfectly described by νSTH, while νSTH offers a good

description of the redshift evolution of α. Therefore developing a model to predict c

and α must predict this general behaviour. For a ΛCDM cosmology the linear power

spectrum is no longer a power law, meaning that the window function contributes in

a more complex way to the peak height of different mass haloes than simply by a

different normalisation. Therefore, changing the window function from the standard

STH case can potentially change the relationship between peak height and mass in

such a way as to resolve the discrepancy in the redshift evolution of c; meanwhile if the

window function remains relatively close to the STH case then the redshift evolution

of α can be preserved.

One potential limitation of any model that links the density profiles of DM haloes

to only P (k) and H(z), as is the goal of this work, is that the density profiles of indi-

vidual haloes cannot be predicted. Due to the statistically-averaged nature of the power

spectrum, the model predicts averaged quantities for c and α. As such, in this chapter I

focus exclusively on modelling the averaged density parameters as a function of mass
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and redshift. However, it seems inevitable that the density profiles of individual haloes

depends, in detail, on the initial overdensity in the linear power spectrum with which

they are associated. Therefore, differences in these overdensities would correspond to

differences in individual halo density profiles. It is therefore likely that the theoretical

framework presented in this chapter could be extended to describe the expected scatter

in c and α for a fixed mass, however, this is beyond the scope of this paper.

An alternative approach to that presented in this work is to identify an appropri-

ate mediator that correlates strongly with the density profiles of haloes. For example,

it is common to attribute halo concentration with the formation history of the halo (e.g.

Navarro et al., 1997; Wechsler et al., 2006; Ludlow et al., 2014). This therefore offers

a natural explanation for the general mass dependence, with smaller haloes forming

earlier and resulting in higher concentrations, as well as the observed scatter in c at

fixed mass corresponding to an equivalent scatter in formation time. However, for-

mation history is not a fundamental property and depends on the given cosmology.

Hence, to make a prediction for a given cosmology (i.e. P (k) and H(z)), some the-

oretical framework is required to predict the formation history as a function of mass,

redshift and cosmology. Extended Press-Schechter theory (e.g Lacey, Cole, 1993) is

one such theoretical framework that aims to predict the distribution of formation histo-

ries. A prescription for the link between formation history and halo concentration can

therefore be used alongside such a theoretical framework to predict the distribution of

expected halo concentrations (e.g. Benson et al., 2019).

4.5.1 Smooth k-space window function

Assuming a correct choice of window function exists there is no obvious way to derive,

from first principles, the form that it should take. As such a more heuristic approach

is used by utilising a versatile parameterisation for the window function that maintains

key properties that are expected to be present for a realistic window function.

I use the smooth k-space window function originally proposed in Leo et al.

(2018) to study how the c–ν relation changes for various choices of window function.
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Figure 4.4: Top: The smooth k-space window function (Eqn. (4.13)) for a few combinations
of µ and β (see legend). Qualitatively, µ changes the scale at which the transition occurs, with
smaller values of µ resulting in the transition occurring at higher values of kR (correspond-
ing to smaller physical scales), while β controls how quickly the transition from W = 1 to
W = 0 occurs. Plotted for reference is the standard STH window function (shown in black).
Additionally plotted in the inset panel is (kR)2W 2(kR) for the same window functions in the
main plot, with each curve has been normalised by its global maximum. No units have been
plotted for the inset, as the purpose of the figure is to demonstrate that (kR)2W 2(kR), for all
window functions studied here, exhibits a clear peak, with the location of that peak depending
on both µ and β. Bottom: The resulting relation between peak height and mass, normalised
at M = 1013.5h−1M⊙ for the WMAP-9 yr cosmology. The STH (black lines) and smooth k-
space window function with µ = 1 and β = 1 (blue lines) follow a very similar ν(M) relation.
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The smooth k-space window function is defined as the following,

Wsmooth(kR) =
1

1 + (µkR/2.50)3.12β
. (4.13)

The smooth k-space window function behaves very similarly to a step function (in

fourier-space), with β determining how quickly the transition from 0 to 1 occurs6 and µ

the scale at which the transition happens. When defining Eqn. (4.13) I have normalised

the free parameters to resemble closely the standard STH window function when µ

and β are unity. This is done so that for µ = 1, β = 1 the scale where W (kR) = 0.5

and the first derivative at that scale match the standard STH window function. This

results in the factors of 2.50 and 3.12. In practice, this means that the results for a

choice of µ = 1 and β = 1 when using the smooth k-space window function will

resemble closely the spherical top hat case, allowing for an easier interpretation of

these parameters compared to the standard definition for peak height. In the top panel

of Fig. 4.4 I show the smooth k-space function for a few combinations of µ and β,

and discuss the inset panel later in Section 4.5.3. The standard STH function (see

Eqn. (4.11)) is plotted for comparison. As can be seen in Fig. 4.4, the smooth k-

space window function can closely resemble the standard STH filter (by construction

at µ = 1, β = 1). One feature that cannot be replicated is the series of ‘wiggles’ at

high values of kR, however these do not contribute significantly to the peak height

calculation.

In the bottom panel of Fig. 4.4 I show the resulting peak height values as a

function of mass for the standard WMAP 9-yr cosmology at z = 0, normalised by

the peak height at M = 1013.5 h−1 M⊙. This demonstrates that the relation between

mass and peak height depends intimately on the choice of window function. When the

window function is changed significantly so does the relationship between mass and

peak height, which therefore propagates through to changes in the c and α peak height

relations. Note that ν(M) is almost indistinguishable when using the STH window

function or the smooth k-space filter with µ = 1 and β = 1.

6As β → ∞ the function reduces exactly to a step function.
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4.5.2 Quantitatively determining universality

As mentioned previously, the aim of this chapter is to determine if, with an appropriate

window function, the density profiles are universal with peak height. Practically this

means that both c and α follow a single function of peak height, ν, for any P (k) at

any redshift. The cosmologies studied previously in Brown et al. (2020) (see Section

4.2.1) offer a wide range of different linear power spectra that is ideal to constrain the

optimal window function(s).

To determine the optimal window function and constrain the associated param-

eters an appropriate figure of merit that quantitatively describes how close to a single

function, and hence how universal, the resulting c and α–peak height relations are is

required. We choose to fit a second order polynomial, in log space, that minimises the

χ2 error. The fitting formula is specifically

log(y) = a2 log(ν)
2 + a1 log(ν) + a0 . (4.14)

Here y represents the parameter being constrained, either concentration, c, or the shape

parameter, α. The χ2 value for a given choice of a0,1,2 and window function is calcu-

lated as,

χ2 =
∑
i

(y − yi)
2

σ2
i

, (4.15)

with the sum over all data points. y is the given prediction for a choice of a0,1,2, yi

and σi represent the value and error of the given data point. a0,1,2 are then chosen to

minimise Eqn. (4.15) for the given window function. Throughout the chapter I will

quote the reduced χ2 error, χ2
r = χ2/DoF , with the number of degrees of freedom

(DoF) remaining constant.

In this work I want to study whether an appropriate choice of window function

can lead to a universal relation between the two density parameters, c and α, and peak

height, ν. Therefore, the exact form that the c–ν or α–ν relations take is of secondary

importance compared to it obeying a single function for all cosmologies and redshifts

studied. As such, we do not consider a0,1,2 free parameters of the model, as they are
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only used to quantitatively determine ‘universality’.

Using a second order polynomial in log space offers a fitting function that is

versatile enough to describe the data without introducing higher order terms that could

lead to overfitting. Ideally, a non-parametric method that does not impose a functional

form on the c–ν and α–ν relations would be used. One such method would be to min-

imise the Spearman rank correlation coefficient, which makes no assumptions about

the functional form of the underlying data (other than the relation being monotonic).

However, it is important to incorporate the associated errors for the density parameters,

and it is unclear how to reliably include these in such a ranked statistic.

4.5.3 An optimal window function

In Fig. 4.5 I show how χ2
r changes as a function of µ and β when using a smooth

k-space window function (Eqn. (4.13)). The optimal window function is constrained

separately for c and α (top and bottom panels, respectively). Firstly, it is clear that there

does indeed appear to be a choice of window function that results in a universal c–ν

and α–ν relation with minimum values of χ2
r≈ 2 for both c and α. This is more clearly

shown in Fig. 4.7, which presents the resulting c–ν and α–ν relations for an optimal

choice of window function parameters (I discuss this in detail in the next subsection).

Although the minimal values of χ2
r are comparable for c and α, there are signifi-

cant differences in the range of χ2
r values. This does not appear to be a reflection of the

smooth k-space filter better describing one parameter over the other, but rather features

that are intrinsic to the data, independent of the choice of window function. The pri-

mary reason for this difference is that c varies over a much larger dynamic range than

α, meaning that relatively small changes in peak heights result in large differences to

how universal the c–ν relation is, while α is much less sensitive to these changes.

Focusing initially on the parameter space for the smooth k-space window func-

tion constrained by halo concentration (top panel of Fig. 4.5), it is clear that there are

strong degeneracies in determining the optimal values of µ and β. However, a choice
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Figure 4.5: Parameter space demonstrating how χ2
r varies with the free parameters of the

smooth k-space window function, µ and β, for the two density parameters c (top) and α (bot-
tom). χ2

r is used to quantitatively determine how close to universal the resulting peak height
relations are, with smaller values of χ2

r corresponding to more universal relations. To first order
the value of peak height is set by the amplitude of the linear power spectrum at an associated
k-scale, with that scale depending on the given window function. The key property is where
(kR)2W 2(kR) is a maximum, as described through the parameter κ, see Eqn.(4.17). Plotted
as dashed black lines are contours of constant κ (see Eqn. (4.18)), with κ = 9 and κ = 2 for c
and α, respectively. These contours follow very closely the observed degeneracies between µ
and β.
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of parameters close to the standard spherical top hat case (µ = 1, β = 1) is clearly

disfavoured, as expected from the earlier discussion (see Section 4.4). For β ≳ 1, the

value of µ is relatively well determined and the optimal values appear to be indepen-

dent of β, favouring a value of log µ ≈ −0.7. However, in this region there is little

constraint on β with all values sampled performing similarly well. It is clear that a key

factor in determining the concentration is the k-scale of the transition of the window

function, how ‘quickly’ this transition occurs is of secondary importance. There also

exist degeneracies in the region β ≲ 1. Here the form of the degeneracy is much more

complicated than for β ≳ 1, exhibiting a nontrivial dependence on µ and β. I discuss

the origin and form of this degeneracy shortly.

Examining the constraints on µ and β when optimising for the shape parameter

α (top panel of Fig. 4.5), we see the same general behaviour as for concentration.

The overall shape of the degeneracy in the parameter space is almost identical, except

with it being translated to larger values of µ from what is found for c. Interestingly,

the (approximate) STH window function (µ = 1, β = 1) lies almost perfectly on

the observed degeneracy and is therefore close to an optimal choice of parameters.

Again we observe for β ≳ 1 that there is no constraint on β, but µ is relatively well

constrained. The optimal value in this region is µ ≈ 1 as opposed to log µ ≈ −0.7,

as was observed for halo concentration. The optimal window function appears to be

somewhat at odds with the results of Ludlow, Angulo (2017) who found that the α–

νSTH relation was not universal. There is no obvious explanation for this, but may be

linked to the very different cosmologies studied in their work, specifically scale free

cosmologies with EdS background expansions.

To further understand the observed degeneracies between µ and β we must

consider what are the most important features when calculating peak height. From

Eqn. (4.6) it can be seen that peak height is effectively a convolution between P (k) and

k2W 2(kR). For both a smooth k-space and a STH window function k2W 2(kR) ex-

hibits a clear maximum at a specific scale,7 where the associated scale is at (kR)max ≡

κ. This can clearly be seen in the inset panel of Fig. 4.4, where I have plotted

7For the smooth k-space window function this is only strictly true for β > 1/3.12.
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(kR)2W 2(kR) for a few different choices of window functions and parameters. Hence,

to first order peak height is set by the amplitude of the linear power spectrum at the

associated k-scale:

ν2 ∝ R3/P (k0) . (4.16)

where

k0 =
κ

R
. (4.17)

Here R is the Lagrangian radius (see Eqn. (4.7)) and κ corresponds to where

(kR)2W 2(kR) is a maximum. κ is a dimensionless quantity and depends on the choice

of window function and associated parameters. For a STH window function, κ = 2.08.

For the smooth k-space window function, κ depends on both µ and β and is found to

be

κ =
2.50

µ

(
1

3.12β − 1

)1/3.12β

. (4.18)

If we consider contours of constant κ, we see this equation provides a relation-

ship between µ and β that has the general behaviour of the observed degeneracy, a

roughly µ = 1/β behaviour. Indeed, it is found that this relationship follows almost

perfectly the observed degeneracy for an appropriate choice of κ. This is shown in

Fig. 4.5 where I have plotted lines of constant κ. The values of κ have been chosen by

eye to approximately follow the optimal µ–β relation and correspond to κ = 9 and 2

for constraining c (top panel) and α (bottom panel), respectively. In detail, it appears

that the degeneracy at β ≈ 0.5 is not completely characterised by this relation. In this

region of the parameter space the peak in (kR)2W 2(kR) is not as clearly defined and

therefore higher-order terms will play a more significant role, implying that the simple

approximation of ν ∝ R3/P (k0) will not be as accurate.

The above results suggest a rather simple interpretation of what sets the aver-

age density profiles of DM haloes. It is, to a good approximation, the amplitude of

the linear power spectrum at an associated k-scale, given by Eqn. (4.17), with the one

complication that c and α appear to be set by fluctuations on different scales. The con-

centration of DM haloes is set by smaller scale fluctuations than the shape parameter,

by roughly a factor of 4.5, with the shape parameter matching closely the same value of
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Figure 4.6: Variation of χ2
r as a function of µg for the generalised spherical top-hat window

function (see Eqn. (4.19)) for the two density parameters c (solid line) and α (dashed line).
χ2
r is used to quantitatively determine how close to universal the resulting peak height relations

are, with smaller values of χ2
r corresponding to more universal relations. These distributions

exhibit clear minima at logµg = −0.67 and logµg = −0.01 for c and α, respectively. Note
that logµg = 0 (µg = 1) corresponds to the standard spherical top-hat window function.

κ for the standard spherical top hat window function. However, it is not clear why this

should be the case, and the physical origin of these two preferences requires further

study.

The result that at β ≈ 1 there are optimal choices for the smooth k-space window

function where µ ̸= 1 (for halo concentration at least), as well as the dominant factor

not being µ or β directly but rather the resulting value of κ, implies that a STH-like

window function can also lead to universal behaviour if an equivalent parameter to µ

is introduced. Let us generalise the STH window function as follows

WSTH,general(kR) =
3

(µgkR)3
[sin(µgkR)− µgkR cos(µgkR)] . (4.19)
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Here the window function is identical to the standard definition (see Eqn. (4.11)) but

with an additional free parameter, µg, that behaves the same as the parameter µ for

the smooth k-space window function. In Fig. 4.6 µg is allowed to vary, as was done

for the smooth k-space window function. Unlike the smooth k-space window func-

tion, the generalised STH does not exhibit any degeneracies and there are clearly de-

fined optimal values for µg. It is found that for the concentration the optimal value is

log µg = −0.67 with χ2
r = 2.12, while for the shape parameter log µg = −0.01 with

χ2
r = 1.83. The optimal values for χ2

r are comparable to those found for the smooth

k-space filter. The associated values of κ are κ = 9.73 and 2.13 for the concentration

and shape parameters, which are again comparable to the values of κ that match the

observed degeneracy between µ and β for the smooth k-space window function.

In the above discussion, and throughout the paper, I have adopted a single halo

mass definition (M200c) and argued that the two density parameters are effectively set

by fluctuations at different physical scales, as described by the optimal window func-

tion. However, there is an alternative interpretation that is consistent with the results

and formalism presented. As mentioned in Section 4.3 the parameter µ, or µg, is

equivalent to changing the mass associated with the halo. Therefore, an alternative

interpretation from the above discussion is to assign a different masses, with a fixed

STH window function, for the two density parameters. The shape parameter would

therefore use the standard M200c definition, while halo concentration would favour a

mass definition of µ3
g,c=(10

−0.67)3 ≈ 0.01 M200c, i.e., treating the halo as two orders

of magnitude smaller mass. A rough calculation, assuming and Einasto profile with

c = 5 and α = 0.18, suggests that this would require an overdensity definition of

∆ ∼ 105, which is significantly larger than most standard mass definitions commonly

used. Additionally, this mass definition would represent only a fraction of the amount

of accreted matter in virial equilibrium within the halo, and therefore would not repre-

sent a physically meaningful quantity. For both these I prefer the interpretation that a

single mass definition is used, specificallyM200c, with α and c being set by fluctuations

at different associated scales.
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4.5.4 Predicting the density profile of DM haloes

To develop a model that is able to predict halo concentration and shape parameter for

a general cosmology a choice for the best window function must be made. As there

are strong degeneracies between µ and β there is no unique choice. I therefore choose

to instead use the generalised spherical top hat window function, which I have demon-

strated provides equally as universal c–ν and α–ν relations. Using this window func-

tion also has the advantage that it reduces the number of free parameters in the model

as well as allowing for a more intuitive interpretation of its results, i.e., it corresponds

to the density rms averaged over a sphere. For this, I use the optimal parameters found

in the previous section, specifically log µg = −0.67 and −0.01 for c and α. I denote

the peak height values calculated with these two choices of window function as νc and

να, respectively.

In Fig. 4.7 I present the resulting c–νc and α–να relations in top and bottom

panels, respectively. In the top row of each plot I show c and α as a function of their

respective peak height for all eleven cosmologies studied at z = 0, 0.5, 1, 1.5 & 2.

Each data point represents a mass bin from its associated cosmology. The choice of

cosmology is specified by the colour, matching that from Figs. 4.1 & ??. The redshift

is then specified by the style of the data point (see legend). In general, both c and α are

very close to a single function, as expected from the small χ2
r values for these choices

of window function; χ2
r= 1.83 and 2.12 for c and α, respectively.

In general most data points lie within 10% of the prediction (black dashed line)

and the data points that lie significantly further away than this tend to be those with

particularly large error bars, but still within a few standard deviations. It is clear from

Fig. 4.7 that using these window functions leads to significantly more universal c and

α peak height relations compared with using the standard spherical top hat function in

Fig. ??.

Plotted with black dashed lines in each panel of Fig. 4.7 are the best-fit relations
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α.



4.5: Optimal window functions 119

that are used in the model to predict c and α. Specifically I use,

c = 4.39ν−0.87
c , (4.20)

and

α = 8.52× 10−4 ν4α + 0.166 . (4.21)

Here νc and να are calculated using Eqns. (4.5–4.7) and a generalised spherical top hat

window function (Eqn. (4.19)). νcuses the parameters log µg = −0.67, while ναuses

log µg = −0.01.

Note that, although a general second order polynomial was used to calculate

χ2
r values when determining the optimal window function, I re-parameterise these here

to better represent the observed trends as well as to have empirical relations that will

more reliably extrapolate beyond the values of νc and να sampled in this work. For

instance, the c–νc relation appears to follow very closely a simple power law, allowing

the relation to be expressed with only two free parameters. Additionally, using a second

order polynomial in log space (see Eqn. (4.14)) for the α–να relation would predict an

increase in the value of α as να → 0. There is no indication from this or other work

(e.g. Gao et al., 2008a; Ludlow, Angulo, 2017) that such an increase would occur,

and it seems more likely that α approaches a constant as να approaches zero. Such a

behaviour is better represented in the chosen parameterisation in Eqn. (4.21). Using

these alternative parameterisations to predict c and α gives consistent χ2
r values as

found in the previous section using a more complex second order polynomial.

There is much debate in the literature around the form of the c–M relation at

high masses (M200c ≳ 1014 at z = 0 for a cosmology close to our own Universe),

with some works reporting and upturn in halo concentration at high values of νSTH

(e.g. Prada et al., 2012; Diemer, Kravtsov, 2015) while others see no evidence for an

upturn but, in some cases, do report a minimum concentration (e.g. Zhao et al., 2009;

Ludlow et al., 2014; Correa et al., 2015a). The nature of the high-mass end of the

c–M relation depends on how the data is processed; if an unbiased sample of haloes

is used then there is expected to be an upturn, while if a relaxation cut is applied
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(as adopted in this work) the preference for an upturn disappears (see Ludlow et al.

2012 for more details). In the present study no clear evidence of either an upturn or

a minimum concentration is observed.8 A potential explanation for this is that the

inferred values of c depend on whether a free or fixed shape parameter is used, hence

the largest discrepancy between this work and those using a fixed shape parameter is

expected at high values of νSTH where α exhibits the strongest mass dependence. But I

note that it is also possible that such features may be present at sufficiently large values

of peak height not sampled in this work.

In Table 4.1 I present the χ2
r values calculated from the halo concentration for

few choices of the window function as well as comparing to some models in the lit-

erature. Specifically, the models of Ludlow et al. (2016) and Diemer, Joyce (2019).

The publicly available code COLOSSUS (Diemer, 2018) has been used to generate the

quantitative predictions of these two models. I compare to these models as they are de-

signed to predict halo concentration for a general cosmology and were found in Brown

et al. (2020) to reproduce the general behaviour observed in those simulations. It is

clear by the χ2
r values shown in Table 4.1 that our new model matches more closely

the concentrations observed in these simulations.

There are a few key differences between how the concentration of haloes are

inferred in our analysis and in these previous studies. Firstly, both these models infer

the concentration–mass relation averaged over fits to individual haloes, whereas I have

used stacked density profiles. Secondly, they have adopted a fixed shape parameter, α,

when developing and calibrating their models, as was also done for the concentrations

presented in Brown et al. (2020). This was achieved either by explicitly fixing α in

the Einasto profile or by using a fitting formula without a comparable shape parameter

(i.e., an NFW profile). Allowing both the concentration and shape parameter to be

free in the present study, this has arguably led to more accurate measurements of both

parameters, which in turn has led to a more accurate model for these quantities.

8I have quantitatively verified this by fitting a power law plus a constant (to represent a minimum
concentration) and a double power law (to represent an upturn in concentration) to the c–νc relations
observed in Fig. 4.7. In both cases a single power law is preferred.
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4.6 Testing the model

In this section I study the predictions of our empirical model for c and α and check that

they generalise to cosmologies not already studied here. One key aspect that remained

fixed in the cosmologies used to develop and calibrate the model was the background

expansion, with all simulations sharing the same best-fit WMAP 9-yr cosmological

parameters: h = 0.7, Ωm = 0.2793, Ωb = 0.0463 and ΩΛ = 0.7207. Therefore,

the model is tested against two additional cosmologies with distinctly different back-

ground expansions. I consider cosmologies with higher and lower matter densities,

Ωm. Specifically, cosmologies with Ωm = 0.2, ΩΛ = 0.8, h = 0.79 and Ωm = 0.4,

ΩΛ = 0.6, h = 0.61 are studied. Here I have chosen Ωm and then varied h to keep

the same distance to the surface of last scattering (which is well-determined from the

CMB), I have also enforced that the cosmologies are spatially flat. Additionally, these

cosmologies are normalised to the same value of σ8, so that there are approximately

the same abundance of haloes in the simulations. I have also kept the ratio of dark mat-

ter to baryons, i.e. Ωc/Ωb, fixed. The technical details of the simulations are the same

as those studied throughout this chapter (e.g., a box size of 400h−1Mpc with 10243

particles, see Section 4.2 for details).

There are multiple ways in which the different background expansions will affect

the evolution and final density profiles of the DM haloes. The most obvious aspect

is the redshift evolution of the density fluctuations, as described through the linear

growth factor, which will be distinctly different for these cosmologies. This difference

will in turn affect the evolution and growth of the internal properties of the DM haloes.

However, a more subtle way that changing the background expansion affects both the

model and the results is through the mass definition. In this work I have chosen to use

a M200c mass definition, meaning that the halo mass and radius are defined so that the

mean density within R200c is 200ρcrit. Therefore, changing the background expansion

not only changes how density fluctuations grow but also the density used to define the

mass of the halo, which in turn affects the associated Lagrangian radius and effective

scale in the liner power spectrum that sets the peak height value. Testing against these
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Figure 4.8: Resulting c–M200c (top) and α–M200c (bottom) relations for the WMAP 9-yr cos-
mology (left), Ωm = 0.2 (middle) and Ωm = 0.2 (right) cosmologies. For each cosmology
the relations are shown at z = 0 and 1 (see legend). The solid lines with errors represent the
data from the simulations while the dashed lines the predictions from the model. In general
both c and α are accurately predicted by the model with any differences being within 5% (or
approximately one sigma), demonstrating that the model generalises to cosmologies with dif-
ferent background expansions as well as changes to the linear power spectrum.

cosmologies will allow us to assess whether both these aspects, the change in growth

of the density fluctuation and change in the mass definition, are accurately modelled

for a general H(z).

In Fig. 4.8 I present the results for these cosmologies, with the associated errors,

alongside the predictions for c and α. Compared to the fiducial WMAP 9-yr cosmol-

ogy, the Ωm = 0.2 cosmology matches very closely the mass and redshift evolution

while the Ωm = 0.4 one exhibits a much clearer difference, particularly resulting in

higher concentrations than the two other cosmologies. It can been seen that the model

accurately predicts the mass and redshift evolution for these cosmologies. Most points

are well within the errors, with any outlying point being of approximately only one
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standard deviation away or within 5% of the observed value. It appears that the model

and results of this chapter therefore do generalise to cosmologies with distinct back-

ground expansions. As can be seen in Fig. 4.8, the evolution of c and α as a function

of mass and redshift for multiple cosmologies is rather complex. However, this com-

plexity is naturally explained as a single dependence on νc and να, as demonstrated by

the accuracy of the model.

Although the changes studied in this work demonstrate significant differences

to the underlying cosmology, both through the linear power spectrum and the back-

ground expansion, I have not tested it for even more extreme variations than presented

here. The accuracy of the model may be reduced in these regimes, particularly for

significantly larger or smaller peak height values than sampled by these simulations.

For example, in a cosmology with a truncated power spectra (typically associated with

warm dark matter), the c-M relation is not expected to be monotonic but instead exhibit

a maximum concentration (e.g. Ludlow et al., 2016). For such a cosmology, νc would

tend to a constant at small masses. Hence the model, with a single relation between c

and νc, would not fully capture the expected turnover.

4.7 Summary and conclusions

The aim of this work has been to create a model that links the fluctuations in the initial

linear power spectrum with the resulting density profile of DM haloes, modelling the

dependence as a function of mass, redshift and cosmology. To fully describe the den-

sity profiles observed in cosmological simulations two parameters are required, halo

concentration, c, and the shape parameter, α. I therefore aimed to create a model that

consistently predicts both c and α in a consistent and physically-motivated framework.

To this end, I have studied how c and α vary as a function of peak height, ν, a quan-

tity previously shown to correlate strongly, though not perfectly, with both c and α and

which is used in the Press-Schechter formalism (see Section 4.3 for definitions). I have

explored free aspects of the formalism, focusing particularly on the window function,

to determine if the relation between both c and α and peak height can be made to be
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universal, i.e. are a single function for all cosmologies and redshifts. The results of

this work can be summarised as follows:

(i) In this work I have used a subset of the cosmological simulations first pre-

sented in Brown et al. (2020) to study the cosmological dependence of the density

profile of dark matter haloes, specifically using the ‘Planck pivot’ and ‘kpivot = 1h

Mpc−1’ suites. For these simulations the slope and amplitude of the initial linear power

spectrum has been systematically varied, resulting in haloes with a diverse range of for-

mation and evolution histories. In Section 4.2 I present the details of the simulations

and how the data has been processed to obtain robust and reliable estimates for c and

α.

(ii) To explore a wide range of possible window functions I used a versatile

functional form known as the smooth k-space window function (Eqn. (4.13); see also

Leo et al. 2018), which is introduced and discussed in Section 4.5.1 (see Fig. 4.4).

There are two free parameters associated with the smooth k-space window function:

µ and β. µ determines the effective scale of the transition from unity to zero in the

window function while β controls how quickly this transition occurs.

(iii) To quantify how close to universal the c–ν (or α–ν) relation is, I fitted a

second order polynomial and evaluated the χ2 error (quoting the reduced χ2 value

throughout) for the given relation, see Section 4.5.2. I studied how χ2
r varied as a

function of µ and β (see Fig. 4.5 in Section 4.5.3). It was found that there are indeed

choices of µ and β that result in universal c–ν and α–ν relations with minimal values

of χ2
r= 2.10 and χ2

r= 1.83 for c and α, respectively.

(iv) It was observed that there is a strong degeneracy between µ and β (again,

see Fig. 4.7) with multiple values providing similarly optimal values of χ2
r . It was

found that the dominant factor in setting the peak height is the scale where the win-

dow function is a maximum, when plotted as k2W 2(kR). Therefore, to first order,

the peak height is set by the amplitude of the linear power spectrum at the associated

k-scale described by ν ∝ R3/P (κ/R). κ is where the window function (specifi-

cally k2W 2(kR)) is a maximum and depends on the given window function, see Sec-
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tion 4.5.3 and Eqns.(4.16–4.17). For the smooth k-space window function κ depends

on both µ and β, with contours of constant κ matching closely the observed degener-

acy.

(v) The optimal window functions, and associated values of κ, are different for

c and α. This strongly suggests that these two quantities are set by fluctuations on

different physical scales in the linear power spectrum. The optimal values are κ = 8.85

and κ = 2.0 for c and α. For α the optimal window function (and value of κ) match

very closely the standard spherical top hat (STH) window function, while for c the

optimal values corresponds to smaller scales. In particular, this analysis indicates that

the concentration of haloes is set by fluctuations on scales ≈ 4.5 times smaller than

those that set α, or ≈ 1% of the halo mass. As an example, for a WMAP-9 yr best-

fit cosmology for a halo with mass M200c = 1013h−1M⊙, the concentration is set by

fluctuations in the linear power spectrum at a scale of k ≈ 3.1 hMpc−1, while the

shape parameter is set by fluctuations at k ≈ 0.7 hMpc−1.

(vi) As the relations between peak height and the density parameters can be

made to be approximately universal, a simple model where c and α depend only on

peak height, with the appropriate choice of window function, is able to be developed.

Specifically, I introduced a generalised spherical top hat window function (Eqn. (4.19))

with the optimal parameters log µg = −0.67 and log µg = −0.01 for c and α respec-

tively, see Section 4.5.4. The values for c and α can then be predicted by empirical

relations, given in Eqn. (4.20) & (4.21). The smooth k-space window function also

produces similarly accurate relations, the only disadvantage being that it requires two

free parameters which are strongly degenerate.

(vii) In Section 4.6 I tested the reliability and accuracy of the model. When

determining the optimal window function all cosmologies used shared the same back-

ground expansion histories, but with systemically varied initial linear power spectra.

As such, I chose to test the predictions of the model against two cosmologies with a

higher and lower matter density, resulting in distinctly different evolutions of the Hub-

ble parameterH(z). It was found that the model closely matches the observed c–M200c

and α–M200c relations, with an accuracy typically better than 10%.
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It is common to attribute the concentration of a halo to its formation time, with

this interpretation offering an explanation for both the average halo mass dependence

as well as scatter in concentration of individual haloes(e.g. Navarro et al., 1997; Wech-

sler et al., 2006; Ludlow et al., 2014). Initially, this view may seem at odds with the

results presented in this work (as I do not discuss formation time), but the two pictures

are not incompatible. In the model, the density of collapsed DM haloes are directly

attributed to properties of the underlying cosmology (i.e., P (k)), quantitatively de-

scribed through the peak height variables νc and να. The halo formation time, on the

other hand, can be viewed as a mediator between changes to the cosmology and the

resulting response of the density profiles of DM haloes. Indeed, it seems likely that

the idea of the halo concentration being set by fluctuation on a particular scale in the

linear power spectrum is roughly equivalent to it being set by the formation time of the

halo. One limitation of the model, as it is presented here, is that it only described the

average density profiles at a fixed mass. There is expected to be scatter at fixed mass,

something that can be explained by an equivalent scatter in formation time. However,

formation time is not a fundamental quantity but rather depends on the given cosmol-

ogy. As such, any prediction for the density profiles (using halo formation time) will

require some theoretical framework to predict halo formation time (such as extended

Press-Schechter theory), with its own potential systematics and limitations.

Interestingly, multiple studies that link concentration with halo formation time

(for example Navarro et al., 1997; Ludlow et al., 2016) independently identify the same

mass scale in their accretion history, specifically ≈ 1% of their current mass, as being

important (see the papers for the detailed definitions of formation time). Similarly, I

find that the concentration of haloes is set by the effective spatial scale that is (tradi-

tionally) associated with ≈ 1% of the halo mass. In my view, it seems unlikely to be a

coincidence that both these models pick out similar mass scales as being in some sense

‘special’, though the physical significance of this finding remains to be elucidated.

To accurately predict the density profile of DM haloes both c and α are required.

The model can therefore be used to improve the predictive power of many other cos-

mological tools and probes; by incorporating it into predictions from the halo model
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(e.g. Smith et al., 2003; Mead et al., 2015) to improving the fit to stacked weak lensing

maps (e.g. Linden von der et al., 2014; Hoekstra et al., 2015; McClintock et al., 2019).

Having a model that accounts for changes in α is particularly important for galaxy

cluster mass scales. At these masses α has the strongest mass dependence as well as

deviating significantly from a value that closely resembles an NFW profile, i.e. the

prediction is that α > 0.18 at cluster masses.

One interesting application would be to use the concentration, or shape param-

eter, mass relations inferred from observations along with the predictions of ours (or

similar) models to constrain the underlying cosmological parameters. Although bary-

onic changes are expected to play a non-negligible role in setting the total (DM and

baryons) density and masses of haloes, these effects are much smaller on the DM com-

ponent. Therefore, these issues can be mitigated by fitting to the DM only component

in galaxies/clusters and comparing the inferred mass profiles from a DM only simula-

tion, as discussed, e.g., in Debackere et al. (2021). Fitting for both halo concentration

alongside cluster abundances is a promising way to help further constrain the cosmol-

ogy of our Universe, as well as identifying potential systematics (as both should infer

the same cosmological parameters).

This work demonstrates the link between the linear power spectra and the ex-

tremely non-linear formation and evolution of the internal density profiles of DM

haloes. I have demonstrated that there is a clear universality that exists in the den-

sity of haloes in cosmologies dominated by collisionless DM, offering deeper insights

into the origin of the structure of our own Universe. This universality leads to robust

predictions for the density of DM haloes for a wide range of cosmologies that can be

in turn used to further constrain the underlying cosmology of our own Universe.

Finally, I present a publicly available Python module to calculate the predic-

tions of the model for c and α called CASPER (Concentration And Shape Parame-

ter Estimation Routine). All relevant information about installation and usage can be

found at https://github.com/Shaun-T-Brown/CASPER.

https://github.com/Shaun-T-Brown/CASPER


Chapter 5

ARTEMIS Dark

In this final chapter I present ongoing work. As such, the results presented here are not

complete and there is key analysis that still needs to be done. However, this chapter

still provides a good skeleton of what the final paper would, hopefully, look like and

discusses some of the key questions we hope to answer.

In this chapter I explore the joint effects of warm dark matter (WDM) and bary-

onic processes on the satellite populations of Milky Way mass systems. The bary-

onic processes focus on studying stellar feedback and the assumed reionisation red-

shift. This is done in the context of full hydrodynamical zoom-in simulations from

the ARTEMIS sample, using the EAGLE galaxy formation code. To efficiently and ex-

haustively explore how the properties of the satellite populations depend on the stellar

feedback, epoch of reionisation and WDM mass (a total of 6 free parameters) an emu-

lator is built using Gaussian processes. I will primarily focus on studying the observed

stellar masses of these populations where it is found that there is a strong degeneracy

between the WDM mass and the best fit stellar feedback parameters. This degeneracy

highlights the need to jointly vary the feedback implementation when using cosmo-

logical simulations to try and constrain cosmological extensions such as WDM. Using

a fixed feedback implementation and not effectively marginalising over the associated

parameters will result in biased inferences for the constraints on such cosmological

extensions.

129
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5.1 Introduction

Numerical simulations of the formation of evolution of galaxies are an indispensable

tool in interpreting and understanding observational data, with many such models now

able to reproduce a wide range of observational properties (e.g. Schaye et al., 2015;

Sawala et al., 2016; Hopkins et al., 2018; Nelson et al., 2019).

One particularly useful aspect of galaxy formation simulations is their ability

to consistently model the complex non-linear effects of both baryonic processes and

possible extensions to ΛCDM on the formation and evolution of galaxies. As such,

these simulations offer the possibility of inferring the presence of non standard models

such as self interacting dark matter, warm dark matter (WDM) or a running of the

scalar spectral index (e.g. Stafford et al., 2020a).

One key limitation of modern galaxy formation models, that significantly limits

their predictive power, is the heuristic implementation of feedback mechanisms often

used. Many important physical processes happen below the resolution limit of most

simulations, as such it is common to implement an effective feedback process through

so-called ‘subgrid’ physics. These algorithms introduce a number of free numerical pa-

rameters associated with them. This freedom within the subgrid routines then allows,

and requires, galaxy formation codes to be calibrated to reproduce chosen observables.

Typically, the approach when considering the effects of a given cosmological ex-

tension in a hydrodynamic galaxy formation simulation is to take an existing feedback

model, and associated parameters, and vary the given extension(s), sampling multiple

strengths (e.g. Lovell et al., 2017; Robertson et al., 2019b). This approach allows for

the joint effects of cosmological extension to be modelled alongside, plausible, bary-

onic processes. However, the associated feedback parameters are not predetermined

and, as mentioned previously, require calibration. Almost exclusively this calibration

will have been performed assuming a ΛCDM cosmology. If it is expected that the

cosmological extension being studied will affect the statistics originally used for cali-

bration then that choice of feedback parameters may no longer be valid.
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As such, what is needed is a joint exploration of both the cosmological exten-

sions alongside the subgrid parameters. This would allow for any degeneracies be-

tween the two to be identified as well uncertainties in the feedback prescription to

be quantified. This is the focus of the chapter. Here I explore this in the context of

the ARTEMIS simulations with a WDM cosmology. The ARTEMIS suite (Font et al.,

2020) is a set of zoom-in high resolution simulations of Milky Way mass objects, using

a (re)calibrated version of the EAGLE model (Schaye et al., 2015; Crain et al., 2015).

In Section 5.2 I cover the key details of the simulations. In Section 5.3 I discuss

the baryonic (subgrid) parameters that we focus on, as well as how an emulator is built

to predict various simulation statistics for a wide range of WDM masses and baryonic

parameters. In Section 5.4 I use the emulator to study how the stellar masses of the host

and satellite populations depend on both WDM, stellar feedback and the reionisation

redshift. Finally, in Section 5.5 I summarise the results of this chapter and highlight

future work.

5.2 Simulation details

In this section I highlight the key technical details of the simulations presented. Dis-

cussing how the systems to be resimulated where originally identified, how the zoom-in

initial conditions are generated for the different WDM cosmologies and the key aspects

of the EAGLE galaxy formation code.

5.2.1 Initial conditions

The simulations presented here are based on the ARTEMIS suite of high resolution

zoom in simulations of Milky Way mass systems. The systems to be resimulated at

a higher resolution were identified from an initial collisionless periodic volume with

a box length of 25 h−1M⊙ using 2563 particles. From this a volume limited sample

of DM haloes in the mass range 8 × 1011 < M200c/M⊙ < 2 × 1012 were identified
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as Milky Way mass systems. To minimise computational expense we focus on the

smallest of the haloes in the sample (denoted as G42 in the original paper).

All simulations presented in this chapter share the same base ΛCDM parameters.

These are the best fit WMAP9 cosmological parameters: Ωm = 0.2793, Ωb = 0.2793,

h = 0.70, σ8 = 0.8211, ns = 0.972. CAMB (Lewis et al., 2000) is used to predict the

linear power spectra, used to generate the initial conditions.

The zoom-in initial conditions are then generated using MUSIC (Hahn, Abel,

2011). Using the MUSIC terminology the base periodic volume uses a resolution level

of 8 (2563 particles), with the zoom region having resolution level of 11 (equivalent to

20483 particles). This corresponds to DM particle mass of 1.17 × 105 h−1M⊙ and an

initial baryonic particles mass of 2.23×104 h−1M⊙. The zoom region was identified to

contain all particles with 2R200c of the z = 0 system in the initial, collisionless volume.

The initial conditions are generated at z = 127 and use separate transfer functions for

DM and gas particles.

The effects of WDM on the linear power spectrum can be written as

PWDM(k) = T 2
WDM(k)PCDM(k). (5.1)

Where the functional form for T 2
WDM proposed by Bode et al. (2001) is used,

TWDM(k) = [1 + (αk)2ν ]−5/ν . (5.2)

The values for α and ν use the best fit relations proposed by Viel et al. (2005) (assuming

the WDM is composed of thermal relics). Here ν = 1.12 and α is related to the DM

mass, mDM by

α

Mpc h−1
= 0.039

(
mDM

1keV

)−1.11(
Ωm

0.25

)0.11(
h

0.7

)1.22

. (5.3)

The CAMB transfer function is then modified by the above relations to generate the

WDM initial conditions, again using MUSIC.
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5.2.2 Baryonic and subgrid physics

The simulations presented in this chapter use the same prescription for baryonic pro-

cesses as the EAGLE simulations. These are based on the Gadget-3 code (Springel,

2005), using a tree-PM method to solve for gravity and modelling hydrodynamics

through a smooth-particle hydrodynamics scheme. The EAGLE model contains pre-

scriptions for important processes that cannot be directly resolved, including metal-

dependent radiative cooling in the presence of a photo-ionising UV background

(Wiersma et al., 2009a), star formation (Schaye, Dalla Vecchia, 2008), stellar evo-

lution and chemodynamics (Wiersma et al., 2009b), black hole formation and growth

through mergers and gas accretion (Springel et al., 2005a), along with stellar feedback

(Dalla Vecchia, Schaye, 2012) and feedback from AGN (Booth, Schaye, 2009). We

refer the reader to the original EAGLE paper the above references for more details.

For the mass scales of interest here (Milky Way and below) AGN is ineffective

at regulating star formation. Stellar feedback plays the most important role, with the

assumed reionisation redshift being important at the smallest mass scales. As such, I

focus on these two baryonic processes throughout this chapter. The details of how stel-

lar feedback is implemented, along with the associated subgrid parameters, is outlined

in the next section.

5.3 The Emulator

As mentioned previously, one of the key goals in this chapter is to simultaneously

vary both the (subgrid) feedback parameters along with a cosmological extension, in

this work that is WDM. However, this becomes a difficult problem due to the high

dimensionality (here we will be exploring a 6 dimensional space) combined with the

high computational expense of the simulations. One solution to this problem is to build

an emulator that can quickly, and accurately, predict chosen statistics from a finite set

of known realisations. This approach is currently becoming routine in many parts of

cosmology and is used here to jointly explore cosmology and galaxy formation. In this
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section I will firstly outline which parameters are chosen to vary, and how these are

sampled. Then I will discuss how the emulator is built using a Gaussian process and

which statistics are currently emulated.

5.3.1 Parameter choices

In this work I am primarily focused on studying the properties of the satellite popula-

tions of Milky way like systems. This is, therefore, within the dwarf regime. These

mass scales are of particular interest as these are the objects most affected by changes

to the assumed WDM mass. The corresponding baryonic parameters that are of in-

terest are those that significantly affect these mass scales. This is primarily the stellar

feedback, and at the smallest masses the reionisation redshift, with AGN feedback be-

ing inefficient at these scales. As such we aim to simultaneously vary the WDM mass,

reionisation redshift and the stellar feedback parameters within the eagle model.

Due to the finite resolution of the simulations the feedback energy from super-

nova is distributed over too much mass. This results in a smaller temperature increase,

corresponding to a too short radiative cooling time. This results in the effectiveness

of stellar feedback to be interpreted in overdense environments. To compensate for

this over cooling problem the EAGLE model (originally developed in Dalla Vecchia,

Schaye (2012)) uses a stellar efficiency parameter that allows for the amount of en-

ergy coupled to the gas to vary as a function of environment, as detailed shortly. This

relation cannot be predicted form first principle, and due to its numerical origin was

used to calibrate the EAGLE model. Due to these freedoms the stellar feedback is a

key focus in this chapter.

In the EAGLE model stellar feedback is implemented using a feedback efficiency

parameter, based on the birth density of star particles. The functional form of this

relation is

f(nH,birth) = fmin +
fmax − fmin

1 +
(nH,birth

nH,0

)−α . (5.4)

Fig 5.1 shows the relation between feedback efficiency and stellar particle birth density,
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Figure 5.1: Example plot for the relation between the feedback efficiency and stellar birth
density. This is the relation used in the EAGLE model to control the total effectiveness of
stellar feedback in the simulations, see Eqn. (5.4). Here there are 4 free parameters. fmin and
fmax control the minimum and maximum efficiencies, respectively, with nH,0 controlling the
density at which the transition from low to high efficiencies occurs. α, not shown in the plot,
controls how quickly the transition occurs with higher values of α corresponding to relation
more closely following a step function.
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Table 5.1: Table of the 6 parameters that are jointly varied for the simulations. This includes
the WDM mass,mDM, the reionisation redshift, zre, and four parameters associated with stellar
feedback, fmin, fmax, nH,0 and α, see Eqn. (5.4). The fiducial values used in the ARTEMIS
simulations are shown in the middle column. The final column shows the emulation range for
these parameters.

Parameter Fiducial value Emulation range
mDM [keV] ∞ [0.5,∞]
zreion 11.5 [5.5, 11.5]
fmin 0.3 [0.15, 0.4]
fmax 3.0 [1.5, 4.0]
log nH,0 [cm

−3] 1.70 [0.0, 2.5]
α 1.0 [0.5, 4.0]

nH,birth, with the main free parameters highlighted. As can be seen there are 4 free

parameters in this relation that control the efficiency of the stellar feedback: fmin, fmax,

nH,0 and α.1 In general the behaviour of this relation is a step like function with low

efficiencies of fmin at nH,birth → 0 and higher efficiencies of fmax as nH,birth → ∞.

nH,0 controls at what scale this transition occurs, while α controls how quickly the

transition occurs. It is then these parameters that were used to calibrate the stellar

feedback in both the EAGLE and ARTEMIS simulations.

There are therefore 6 free parameters that need to be simultaneously varied; 4

stellar feedback parameters, the reionisation redshift and the WDM particle mass. The

fiducial values used in the original ARTEMIS simulations are shown in Table 5.1.

To develop the emulator it is necessary to have a number of simulations that sam-

ple a combination of these 6 parameters. Ideally, this sampling should be relatively ho-

mogeneous. As such, an orthogonal Latin hypercube sampling is used, allowing for an

even sampling of the 6-dimensional space. In this work 25 data points, corresponding

to 25 different simulations, are used.

The range of the parameters sampled is shown in Table. 5.1. In general, the

stellar feedback parameters are chosen to bracket the fiducial values but skewed to

sample lower efficiencies (lower values for fmin and fmax, and larger values of nH,0).

While, the reionisation redshift is chosen to, just, sample the fiducial value and cover

1Note that the original eagle papers use a different symbol for α.
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the currently preferred values (zre ∼ 6). Most of these ‘baryonic’ parameters are then

linearly sampled, with nH,0 sampled logarithmically.

mDM is not evenly sampled, as for the other parameters. This is primarily due

to the issue that, ideally, the emulator should be able to sample a ΛCDM cosmology

(effectively mDM = ∞), but must be constructed to only sample a finite range. As

such we use the following relation to sample the WDM mass,

mDM =

(−45x+ 49)/8 if x > 0.2

1/x, if x < 0.2.

(5.5)

Where x is assumed to be sampled from a uniform distribution between 0 and 1. From

the above relation the range between mDM = ∞ keV to mDM = 0.5 keV can be

sampled, corresponding to x = 0 and 1, respectively. The above equation has been

constructed so that mDM = 5 keV separates the different samplings; for mDM > 5

the sampling is linear, while for mDM < 5 the sampling is contracted by the 1/x rela-

tion. This mass scale is chosen as it, approximately, demarcates the regime where the

effects of WDM become significant for the smallest resolved satellites in our simula-

tions (M∗ ∼ 106 M⊙).

The choices of parameters for the 25 simulations used to build the emulator are

shown in Fig. 5.2 as a corner plot, showing all 2-dimensional projected combinations

of parameters. As can be seen the use of an orthogonal Latin hypercube results in an

even sampling of all parameters.

Alongside these 25 simulations there is an additional set used for testing the

accuracy of the emulator. This includes 4 random choices of parameters, sampled

within the range outlined above. As well as an additional 6 combinations of parameters

chosen ‘by hand’ from an earlier stage of the project. This includes the fiducial ΛCDM

cosmology with the same parameters used in the ARTEMIS suite of simulations.

All of these choices of parameters are then run for the smallest halo from the

ARTEMIS sample, resulting in 25 + 4 + 6 = 35 total simulations.
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Figure 5.2: Corner plot showing the combination of the 6 parameters for the 25 simulations
used to build the emulator. Here the sampling is done using an orthogonal Latin hypercube.
This results in an even sampling of the space, as can be seen by all 2-dimensional projections
shown.
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5.3.2 Building the emulator

In this work a Gaussian process is used to build the emulator(s) that allows for fast

predictions within the sampled parameter space. The emulator does not create a full

realisation of a simulation, but instead aims to predict a set of statistics for a given com-

bination of parameters. This is achieved by effectively interpolating between known

realisations (referred to as nodes) in the 6-dimensional space. As such, the statistic(s)

of interest must first be chosen. In this subsection I first describe the technical choices

for the Gaussian process, before listing which statistics are focused on in this chapter as

well as, where relevant, how the simulations are processed to infer the given statistic.

For the Gaussian process a combination of an anisotropic radial-basis function

(RBF) and a white noise function are used for the kernel. The associated hyperpa-

rameters are then optimised to minimise the log-marginal-likelihood. The anisotropic

RBF kernel allows for the dependence on the different parameters to be optimised. The

white noise kernel allows for any noise in the data to be taken account, this is neces-

sary as the results of galaxy formation simulations for a single object are somewhat

stochastic in nature.2 This version of the Gaussian process is used in all the emulators

presented here, with the hyperparameters being separately optimised for each statistic.

The main statistics used are the stellar mass of the host and satellite galaxies.

Specifically, the host stellar mass and cumulative satellite galaxy stellar mass func-

tion (GSMF) are emulated. The stellar mass of objects is taken to be the total stellar

mass that is identified as being bound to each substructure from the SUBFIND algo-

rithm. Additionally, only satellites within R200c of the host are considered to remove

the stochastic identification from the FOF algorithm. The cumulative satellite GSMF

is calculated at 5 logarithmically spaced bins from M∗ = 106–108 h−1M⊙. The train-

ing data from the Latin hypercube is presented in Fig. 5.3, with the fiducial ΛCDM

cosmology shown for reference. As can be seen the sampling of these two statistics

is somewhat biased, with respect to the fiducial ΛCDM realisation. Primarily, realisa-

tions with fewer satellites and a host with a lower stellar mass are sampled. The bias in

2Rerunning the simulation with the same feedback parameters, and same initial conditions, will not
yield identical results. However, the mean of a large enough population will be unchanged.
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Figure 5.3: Resulting training data from the Latin hypercube sampling (see Fig 5.2). The left
panel shows the cumulative satellite GSMF with different coloured lines corresponding to the
different simulations, with the dashed black line showing the fiducial ΛCDM simulation for
reference. The right panel shows the distribution of host stellar masses, quoted with respect to
the fiducial ΛCDM simulation.

the number of satellites is primarily caused by the differences in WDM masses, which

significantly reduces the satellite population. The bias in the host stellar mass appears

to be caused by having off centred baryonic parameters, specifically chosen to sample

less efficient feedback parameters to compensate for the effects of WDM.

In Fig. 5.4 I present the accuracy of the emulator for the test simulations, not used

to train the Gaussian process. These include 4 random combinations of parameters and

6 combinations chosen ‘by hand’. As can be seen there are no significant systematic

errors but non-negligible random deviations. The standard deviation of the difference

form the emulator prediction to the simulation is used as the error on the emulator

throughout this work.

5.4 Analysis

One of the main questions I will explore in this section is how closely the fidu-

cial ΛCDM results can be reproduced for cosmologies with different assumed WDM

masses when the baryonic parameters are allowed to vary. This is essentially asking if
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Figure 5.4: Accuracy of the emulator, tested against a range of simulations not in the training
set. The left panel shows the difference in cumulative satellite GSMF from the emulator predic-
tion to the simulation, with different coloured lines corresponding to different simulations.The
right panel shows the distribution of differences in host stellar masses from the emulator pre-
diction and the simulation results. The standard deviations from these plots are then treated as
the error on the emulator.

the effects of WDM can be accounted for by recalibrating the simulations, and at what

level are the effects of WDM and baryonic processes degenerate.

With these questions in mind, an effective way of exploring the 6-dimensional

space effectively is to use Markov chain Monte Carlo (MCMC) sampling. The publicly

available python package emcee (Foreman-Mackey et al., 2013) is used to perform all

MCMC analysis in this chapter. A key part of any MCMC analysis is the definition of

the likelihood function. In this work the log-likelihood will always take the following

form, which assumes Gaussian errors.

ln p(y|θ) = −1

2

∑
n

[
(yn − yem)

2

σ2
n

+ ln(2πσ2
n)

]
. (5.6)

Here, y denotes the given statistics considered, for this section it will either be the

host stellar mass or cumulative GSMF, while θ represents a given choice of parameters

(i.e. a given combination of WDM mass and baryonic parameters). yem represents

the prediction from the emulator, with σn the emulator’s error for the given statistic

(see Section 5.3.2). yn denotes the data to ‘fit’ to, which will be the fiducial ΛCDM



5.4: Analysis 142

simulation, not the emulator prediction for that combination of parameters.

For the MCMC analysis the prior must also be specified. Throughout I will use

a flat prior in the same range as the emulator.

By comparing the fiducial ΛCDM simulation, as described above, I am perform-

ing an ‘internal’ test for these simulations and the EAGLE model. This is clearly not

the same as comparing the simulations to observational data. However, the fiducial

ΛCDM simulations have been shown to closely match the satellite GSMF and, by con-

struction, the host stellar mass of observed Milky Way massed objects. As such, this is

a test of the predictive power of the simulations, comparing to a plausible host stellar

mass and satellite GSMF.

5.4.1 Host stellar mass, fixed WDM mass

Initially, I present the MCMC analysis using just the host stellar mass, with a range

of fixed WDM masses (specifically mDM = ∞, 5, 2.5 and 1 keV). This is the statistic

originally used for calibrating the ARTEMIS simulations. However, this calibration

was achieved by only varying nH,0 from the original EAGLE calibration. The analysis

in this subsection for the ΛCDM cosmology allows for an exploration of the freedoms

within the original calibration when all parameters of the stellar feedback implemen-

tation are allowed to vary.

In Fig. 5.5 I present the posterior distributions for this analysis. The lower-

left quadrant represents the corner plot showing all 2-dimensional projections, with

the 1-sigma contour shown, and the 1-dimensional marginalised posterior for each

parameter. The likelihood distribution is plotted in black in the top right, recall that

this is a Gaussian distribution centred on the fiducial ΛCDM simulations host stellar

mass with a standard deviation equal to the emulators accuracy (20%). The median

host stellar mass from the MCMC chains. The different line colours represent different

choices for the fixed WDM mass, see legend.

There are a number of key points that can be inferred from this plot, some more
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Figure 5.5: Posterior distribution from the MCMC analysis for the baryonic parameters, pre-
sented as a corner plot with the 2-dimensional projections showing the 1-sigma contours. Here
the posterior is constrained by only the host stellar mass, see Section 5.4 for details. In the
analysis the WDM mass is held fixed for a range of values, see legend. The top right panel
shows the data being fit to (solid black Gaussian distribution), i.e. the host stellar mass, with
the resulting median values from the MCMC chains shown as coloured lines.
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intuitive than others. Initially, it is clear that the choice of WDM does not affect the

results, this is most clearly seen from the 1-dimensional posteriors. This is expected

as the range of WDM masses sampled here have a negligible effect on a M200c ∼ 1012

h−1M⊙ halo. Similarly, the results are insensitive to the reionisation redshift, as a

system as large as the Milky Way is not sensitive to the effects of reionisation.

I now focus on the stellar parameters, nH,0, fmin, fmax and α. As can be seen it

appears that the host stellar mass is insensitive to the choice of α, a consistent theme

throughout this work. However, there are clear preferences for the other three stellar

feedback parameters. The host stellar mass is particularly sensitive to nH,0, with a

clearly defined maxima. This highlights why this parameter was used to calibrate the

original ARTEMIS simulations. Unlike nH,0 the fmin and fmax posterior do not have

clear maxima, but do have preferred values. Generally, the largest values sampled are

preferred. There is also a strong covariance between nH,0 and fmin and fmax. Unfortu-

nately, the full posterior for these parameters are not properly sampled, with all three

parameters running into the edge of the emulation range.

5.4.2 Host stellar mass and satellite GSMF, fixed WDM mass

In this section I explore the posterior distribution when using both the host stellar

mass, as was explored in the previous subsection, and the cumulative satellite GSMF.

The results are presented in Fig. 5.6, with the structure of the plot the same as Fig. 5.5.

Here the median resulting cumulative satellite GSMFs from the MCMC chains are

shown with the fiducial ΛCDM simulation (black lines) and associated errors.

Before discussing the dependence of each parameter there are a few general

trends that are important to discuss. Firstly, the posterior distribution now clearly de-

pends on the assumed WDM mass. This highlights the need to jointly explore cosmo-

logical extensions alongside and the freedoms within the baryonic implementation, as

is done in this work.

Focusing on the median GSMF for the ΛCDM cosmology highlights a key point
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Figure 5.6: Same as Fig. 5.5, but fitting to both the host stellar mass and cumulative satellite
GSMF. The top tight panel shows the data, with errors, being fit to (black lines) with the median
relation from a random subsample of the MCMC chains (coloured lines).

that is relevant throughout this discussion. Here it is observed that the predictions from

the emulator underestimate the GSMF at low masses. As the combination of parame-

ters for the fiducial ΛCDM simulations are sampled by the emulator this indicates that

there are some systematics within the emulator. However, the general behaviour for

the different parameters should be unchanged, though the exact values and maxima

may be somewhat biased.

As with the posterior from the fitting to only the host stellar mass it is observed

that a subset of the baryonic parameters have little to no effect on the data. There is no

indication that the GSMF is sensitive to the choice of α. Therefore I conclude that α is

unimportant for setting the stellar mass of objects at all scales.

Similar to α it is observed that the results are insensitive to zre. This is a sur-

prising result, it is expected that the reionisation redshift should affect the number of



5.4: Analysis 146

galaxies that form stars in the dwarf regime, which is sampled here. The current cause

of this result is unclear, though there are a few possibilities. (i) The lack of a depen-

dence on zre is a general result, independent of these simulations and this analysis.

This would be important, with significant impacts of our current understanding of the

role of reionisation in galaxy evolution. (ii) This result is true for the EAGLE model,

at this resolution, but not a general result for all galaxy formation models. This could

either reflect the somewhat simple implementation of reionisation or possibly be due

to the mass scales where reionisation plays an important role being at the resolution

limit of these simulations. (iii) This result is primarily driven by some systematics in

the emulator at small masses. Therefore, this result would be unique to the particular

analysis presented here. The true origin of this result requires further analysis to deter-

mine which of these scenarios is happening. At the very least, these results do suggest

that stellar feedback plays a more important role than reionisation in setting the GSMF

at these scales.

Focusing initially on the ΛCDM results (blue lines) for nH,0, fmin and fmax it can

be seen that introducing the GSMF puts tighter constraints on fmin and fmax. fmin still

run into the edge of the emulators range, though the posterior now strongly disfavours

lower values. fmax now has a clear maxima at fmax ≈ 2.5, while nH,0 has a similar

distribution as for fitting to just the host stellar mass. The covariance between fmax and

nH,0 is also now more pronounced.

Arguably, the most interesting result here is the behaviour of the preferred values

for nH,0, fmin and fmax for the different WDM masses. In general, stronger WDM cos-

mologies prefer larger values of nH,0, corresponding to weaker stellar feedback, while

fmin and fmax prefer larger values, corresponding to stronger stellar feedback. This

interplay between these parameters appears to be an attempt to fix the effectiveness

of stellar feedback at high masses, i.e. to fix the stellar mass of the host and most

massive satellites, while reducing the effective stellar feedback at low masses to boost

their stellar mass and compensate for the reduced number of DM subhaloes. Although

this behaviour is not unintuitive it would be difficult to predict without the results of

this analysis, highlighting a key advantage of the approach presented here compared
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to calibrating ‘by hand’.

The preferred baryonic parameters differ for the different WDM strengths. How-

ever, this is not able to completely compensate for the effects of WDM as can be seen

by the sampled GSMFs. Here, all WDM cosmologies are below the data, as well as

the sampled ΛCDM cosmologies (blue lines). This will be in part due to the emulation

range being too narrow and not reliably marginalising over the baryonic parameters.

As such it seems likely that some of the weaker WDM models, such as mWDM = 5

keV, would be able to reproduce the fiducial ΛCDM result with a wider parameter

space. However, it seems unlikely that the effects of stronger WDM models, such as

mWDM = 1 keV can be compensated for by changes to the stellar feedback.

5.4.3 Variable WDM

So far I have analysed the data using a fixed WDM masses to study the interplay be-

tween the baryonic implementation and the effects of WDM. However, this framework

could also be used to put constraints on the WDM mass, marginalising over all other

parameters. That is what is explored in this subsection. In Fig. 5.7 I present the pos-

terior distributions when all parameters are allowed to be free, fitting to both the host

stellar mass and cumulative satellite GSMF, as was done in the previous subsection.

Here both the 1 and 2-sigma contours are shown.

It can be seen that this analysis allows for a strong constraint to be placed on

the WDM mass, with an upper limit of mWDM = 8.4 and 4.5 at the 1 and 2-sigma

uncertainty. As the analysis strongly prefers a large WDM mass the posterior for the

baryonic parameters closely resemble those from using a fixed ΛCDM cosmology (see

Fig. 5.6, blue lines). The current prediction on the constraints for WDM is likely to

be too strong. This is due to systematics in emulator, as even the predictions for the

fiducial ΛCDM parameters are in mild tensions with the data, as well as the emulation

range being too narrow to properly marginalise over the baryonic parameters. If these

issues were not present, it is likely that the marginalised posterior for the WDM mass

would be significantly weaker than quoted above. This analysis does demonstrate the
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Figure 5.7: Same analysis as Fig. 5.6, fitting to both the host stellar mass and the GSMF.
However, here the WDM mass was not held fixed but rather allowed to vary to test how well
mDM can be constrained. Here the corner plot now shows the 1 and 2-sigma contours. Note
that the mDM axis is scaled according to Eqn. (5.5), with a linear sampling for mDM < 5 and
a reciprocal scaling for mDM > 5. As such, mDM = 0 corresponds to the far left of the plotted
axis.
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way that meaningful constraints, that account for uncertainties in baryonic physics, can

be placed on WDM and other cosmological extensions with similar effects.

5.5 Conclusions and future work

In this chapter I have explored the joint effects of WDM, stellar feedback and the reion-

isation redshift on the stellar masses of a Milky Way mass analogues and the satellite

populations. To the best of my knowledge this is the first such study undertaken.

A fast and efficient exploration of the 6-dimensional (mWDM, nH,0, fmin, fmax,

α and z) parameter space is made possible by the use of emulation (Section 5.3.2).

Here a Latin hypercube is used to sample the space with 25 simulations, from which

a Gaussian process is trained to predict the statistics of interest. This reduces the

computational expense by many orders of magnitude, with the simulations requiring ∼

104 cpu hours on a high performance supercomputer, while the emulator takes fractions

of a second on a single cpu. This then allows for MCMC sampling to be used to explore

the full parameter space.

One of the key things of interest in this work is identifying any degeneracies

between the WDM mass and the baryonic parameters. Such degeneracies are indeed

observed in Section 5.4.2 (see Fig 5.6). This result is particularly important as the

majority of works looking at extensions to ΛCDM on these scales use a feedback model

originally calibrated to a ΛCDM cosmology, and therefore do not take into account any

uncertainty in the feedback implementation and, more importantly, any degeneracies

between the feedback and the given cosmological extension. In this chapter I have

demonstrated how these uncertainties and degeneracies can be accounted for to place

reliable, marginalised constraints on various cosmological extensions. Here I have

focused on WDM, though the general approach could be used for any extension to

ΛCDM that has an effect at these scales.

There is still more analysis and work that needs to be done:
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(i) The systematics in the emulator and the MCMC analysis running into the edge

of the emulator’s sampled range both need addressing. I expect both of these issues

can be resolved by using a Latin hypercube with a wider range of parameters, where

the necessary range can be estimated from the currently sampled posteriors (Fig. 5.6).

Additionally, it would be useful to run the same analysis for a few additional haloes.

The framework to do this is therefore already in place, and it is just the time necessary

to rerun the simulations for the Latin hypercube.

(ii) In Section 5.4.2 it was found that the results are insensitive to the reionisa-

tion redshift, a surprising result. It is currently unclear if this is unique to this particular

analysis, the EAGLE model or a general result. As such this requires further analysis.

Running a ΛCDM simulation with the fiducial feedback parameters but with a signif-

icantly different reionisation redshift will help identify what is happening. Also an

exploration of the star formation histories of the smallest haloes will help understand

how the effects of reionisation propagate through to the stellar mass of dwarf haloes

today.

(iii) Finally, it would be useful to consider how other statistics than stellar mass

may help constrain cosmological extensions. As there is significant degeneracy be-

tween the stellar feedback and the WDM mass this suggests that this limits the ability

to put strong constraints on mWDM. As such, it would be useful to explore if additional

statistics can break this degeneracy. Stellar feedback must be made less efficient at low

masses to compensate for WDM, as such some promising statistics would be: the mass

to light ratio as the DM mass of subhaloes is mostly insensitive to feedback. Addition-

ally the metallicities and the quenched fractions should be promising statistics due to

changes in the star formation histories of dwarf galaxies.



Chapter 6

Summary & Conclusions

In this section I review the research and results of this thesis. I will briefly summarise

each research chapter in turn, highlighting some of the key results.

6.1 Connecting the structure of dark matter haloes to

the primordial power spectrum

In Chapter 3 I study the link between the primordial power spectrum and the present

day internal structure of DM haloes. This is achieved by systematically varying the

amplitude and slope of the linear power spectrum, allowing for the two effects to be

isolated. Interestingly, for cosmologies with significantly higher amplitudes than our

Universe a number of assumed universal results break down. Specifically, it is ob-

served that the density profiles of DM haloes deviate strongly from an NFW form,

with observed outer slopes steeper than −3. In general, there is no observed evidence

for any limit to the steepness of the DM density profile; while these results conclu-

sively demonstrate that there is not an outer asymptotic slope of −3 it seems unlikely

that the general idea of an outer asymptotic slope is correct. The entropy profiles (or

similarly PPSD profiles) are observed to obey a power law behaviour, however the

slope is observed to exhibit a clear mass and cosmology dependence, not observed
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before.

By isolating the effects of shape and amplitude changes to the linear power spec-

trum it is concluded that the density and velocity dispersion profiles are predominantly

set by the amplitude of the linear power spectrum at an associated scale, with the slope,

or shape, of the power spectrum having little to no effect.

6.2 Towards a universal model for the density profiles

of dark matter haloes

In Chapter 4 I present a model to predict, for the first time, both halo concentration, c,

and the shape parameter, α, for a general mass, redshift and cosmology.

Using the simulations introduced in Chapter 3 I explore the idea that halo con-

centration and shape parameters can be expressed as a single function of peak height,

using a different window function than traditionally used. To explore a wide range of

effective window functions the smooth k-space window function is used, with two free

parameters, µ and β. The optimal window function is quantified through the χ2 of the

resulting c and α peak height relations. Here it observed that there is a strong degener-

acy between µ and β. The form of this degeneracy suggests that the important feature

is getting the peak of the k2W 2(k) function at the correct scales. This in turn implies

that it is the amplitude of the linear power spectrum at an associated scale that sets the

concentration and shape parameter of DM haloes. Interestingly, this preferred scale

is different for c and α, suggesting they are set by different scales in the primordial

density field.

With the optimal window function constrained, accurate empirical fits to the

resulting universal c–νc and α–να relations are found. This then allows for a simple

model to be created, where c and α can be predicted for a wide range of masses,

redshifts and cosmologies from these empirical functions.
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6.3 ARTEMIS Dark

In the final research chapter I present ongoing work studying the joint effects of warm

dark matter and baryonic processes on Milky Way mass systems and their satellite

populations. In this chapter I jointly vary the stellar feedback parameters alongside

the epoch of reionisation and the assumed WDM mass, with the goal of exploring if

WDM changes the preferred subgrid parameters from the fiducial calibration, as well

as how the constraints on the WDM mass change when the baryonic parameters are

effectively marginalised over.

A key challenge in undertaking such a study is the computational expense of the

simulations. This is overcome by developing an emulator using Gaussian processes

that can sample a combination of the emulator parameters extremely quickly. This

allows for fast and exhaustive exploration of the available parameter space.

Currently, the analysis focuses on studying the stellar mass of these systems,

primarily through MCMC sampling. Specifically studying the stellar mass of the host

galaxy (the Milky Way analogue) and the satellite GSMF of the system. Here it is

found that the key parameter in setting the host stellar mass is nH,0, the transition scale

of the stellar feedback relation, with little to no constraint on the other baryonic pa-

rameters. It is also observed that the host stellar mass is unaffected by the sampled

WDM masses (minimum mass of mDM = 0.5 keV), as expected. When the MCMC

analysis is constrained by both the host stellar mass and the satellite GSMF most of the

baryonic parameters have clearly preferred values. Most importantly, the optimal val-

ues depend strongly on the assumed WDM mass, highlighting that a feedback model

originally calibrated for a ΛCDM cosmology may not be appropriate for simulations

studying cosmological extensions. Additionally, to be able to place reliable constraints

on these cosmological extensions uncertainties in, and degeneracies with, the feedback

implementation should be accounted for, as demonstrated in this chapter.



Appendix A

A.1 Density and velocity dispersion calculation meth-

ods

Typically throughout the literature radial density profiles are calculated using logarith-

mically spaced bins, essentially taking a histogram of the radial position of particles

before normalising to convert to a mass density. Most often bins are be taken as a

set number, Nbins, spaced logarithmically from a minimum to a maximum fraction of

R200c, rmin/R200c < r/R200c < rmax/R200c. Typical values are: Nbins ∼ 20 − 50,

log(rmin/R200c) ∼ −3 – −1 and rmax/R200c ∼ 0.7 − 1 (or much higher if the work

specifically focused past R200c).

The standard approach described above is a particular form of a more general

method to calculate the density (or similarly number/probability density) from a finite

sample of data points. More generally a weight function can be used to estimate these

quantities. There are two key free parameters associated with using a weight function,

the ‘shape’ of the function used and its width. In the standard method the ‘shape’ is a

top-hat function and the widths are chosen to be logarithmically spaced.

Associated with using a weight function are two types of error. The first being

Poisson noise due to having a finite amount of data, this type of error is purely random.

The second is systematic errors associated with the width of the kernel, essentially

error due to trying to sample the density at a singular location by using data over
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a range of radii. These two errors work in opposite ways, Poisson errors decrease

with a larger kernel width while the systematics respond in the opposite manner. This

suggests that for a particular problem there is an optimal kernel width to use.

Consider the following problem in one dimension. Given a set of particles (or

simply data points) at positions xi, where i = 1, 2, 3...N , estimate the number den-

sity function, n(x), that they have been sampled from. This is equivalent to trying

to calculate the mass density as a function of radius for a halo, only with a different

normalisation from 1D to 3D as well as a mass term. One way to estimate n(x) is to

use a weight function, as I will discuss here. To estimate n(x) the following relation is

used,

ncalc(x) =
∑

W ((xi − x)/h). (A.1)

Here I have used the subscript ncalc(x) to distinguish this as the estimate of the true

n(x). h is the ‘width’ of the weight function and is a free parameter of the method.

W (x) is a general weight function which is assumed to have the following properties:

(i) the function is symmetric about x = 0 , (ii) the function is zero in the range |x −

xi|/h > 1 and (iii) the weight function is normalised such that
∫∞
−∞W (x)dx = 1.

As discussed before, in general, n(x) ̸= ncalc(x) due to two main types of error.

We can therefore write, with a summation ansatz, n(x) = ncalc + nPoisson + nsyst. The

first error term, nPoisson, is the Poisson error and completely random. We expect this

error to scale as nPoisson ∝
√
NKern, the number of points contained within the kernel.

The second term is the systematic error, and is the residual left when NKern → ∞. The

leading order dependence is as follows,

n(x) + nsys =

∫ ∞

−∞
n(x′)W

(
x− x′

h

)
dx′ = n(x) +O(h2n′′(x)). (A.2)

The systematic error scales as O(n′′(x)h2).

We cannot put a strict form on the optimal h(x) as this would involve a priori

knowledge of n′′(x). We can, however, derive the scaling with the total number of data

points Ntot, i.e. how h should behave in cases of different numerical resolution. If
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we require that for all resolutions we wish to be in a regime where neither error term

dominates the other then we require that nPoisson(Ntot) ∝ nsys(Ntot).

To proceed we need to parameterise the general form with which we will vary

the kernel width. There are a few possible options, including using a fixed number of

particles in the kernel.1 However, after trying a few different methods and comparing

the results it appears the optimal option is choosing h(x) such that it is equivalent to

logarithmically spaced bins. The logarithmic spacing of bins can be calculated as the

following,

∆ = (log10(rmax)− log10(rmin))/Nbins (A.3)

and is related to the kernel width by

h(x) = (10∆ − 1)/(10∆ + 1)x = Ax. (A.4)

This highlights that the term ‘logarithmically spaced bins’ is equivalent to a ker-

nel width that scales linearly with radius. To first order it is found that nPoisson =√
2n(x)h(x) and nsys = n′′(x)h2(x). The kernel width should therefore scale with

Ntot in the following way,

A = h0N
−1/3
tot or ∆ = log

(
1 + h0N

−1/3

1− h0N−1/3

)
≈ h0N

−1/3
tot

ln 10
. (A.5)

The parameter, h0, depends in a complicated way on the particular weight function

used and density function trying to be estimated. However, it is directly related to the

ratio of systematic to random error, nPoisson/nsys, wished to be imposed. This derived

behaviour with Ntot is consistent with the qualitative expectation; for a more highly

sample function the kernel can be narrower to minimise systematics before counting

error becomes dominant, and for more coarsely sampled profiles a wider kernel is

required to have enough particles to reliably estimate n(x).

An equivalent analysis can be applied to the velocity dispersion to find the equiv-

alent scaling with Ntot. Although the systematic errors have a different Nrmtot depen-

1Equivalent to how many smooth-particle hydrodynamics schemes estimate densities.
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dence it is found that after imposing the condition that nPoisson(Ntot) ∝ nsys(Ntot)

that the same Nrmtot dependence is required. We therefore also use A = h0N
−1/3
tot for

calculating velocity dispersions.

A.1.1 Choosing appropriate parameters

We can relate the above discussion directly to calculating the density and velocity

dispersion profiles of real haloes in a cosmological simulation. Working in scale-free

dimensionless coordinates, with radii scales by R200c, particle masses scales by M200c

and densities scaled by ρ200 then dark matter haloes are approximately self-similar.

There is, however, a systematic dependence of the concentration parameter with mass

that should be kept in mind. If, for the moment, we neglect this mass-concentration

relation then what we would expect in such a self similar universe is the exact situation

above were we want to estimate densities with a varying mass resolution (i.e. number

of particles). For a density profile of finite mass Ntot ∝ N200, so we can directly use

Eqn. (A.5) withN200 in place ofNtot. To be able to apply either method to a general N-

body simulations we still need to find appropriate values of h0. I will find the optimal

choice of h0 empirically using a numerical approach.

I use a Monte-Carlo approach to study how well various values of h0 recover

the density and velocity dispersion profiles. For this I study Einasto density profiles

at variable resolutions. I assume that haloes are statistically perfect Einasto profiles

and generate random positions such that they match the equivalent probability density

function. The number density (per unit volume) of such a profile can be written in the

following way,

n(x) = B(α, r−2)N200exp(−2/α((x/x−2)
α − 1). (A.6)

x = r/R200c (with x−2 assumed to be similarly normalised) and B is a normalisa-

tion factor, B(α, r−2) = 1/(4π(x−2/(2α)
1α)3Γ(3α)exp(2α)Γ(3α, 2/(αxα−2))). I then

generate the probability density function by numerically solving for the cumulative
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distribution function.

In this analysis I try to recreate the process that would be applied to haloes as

accurately as possible. I calculate the density and velocity dispersion at 30 logarithmic

spaced radii from log(r) = −2–0. The figure of merit used to define the errors is as

follows,

ψ2 =
∑
Nbins

(log(ρcalc,i)− log(ρ))2. (A.7)

I use this parameter to give an indication of the errors (both random and systematic)

on the given profile. I also minimise this quantity to fit the calculated profiles. All

profiles are only fit over the range where the sampled radii exceed the convergence

radius (Ludlow et al., 2019b).

I also study how these quantities vary with different concentration parameters.

I assume α = 0.16 for all of the subsequent analysis. For each quantity I look at

how errors vary with N200c, concentration (assuming α = 0.16) as well as the method

employed. I also include a fiducial model where the standard method is used with 31

logarithmically spaced bins over the same range, with the key point being that it is a

method whose width does not vary as a function of N200c.

For eachN200c I average over 100 different random seeds to obtain typical values.

As well as systematically varying x−2 (from 1/2 to 1/50).

In Fig. A.1 I present how ψ2 (averaged over 100 different seeds) varies as a

function of N200c for a halo with r−2 = 1/10 and α = 0.18. In general the wider the

kernel (larger values of h0) results in a smaller ψ2. The only exception to this is in the

region N200c < 103 which, for h0 = 10, corresponds to the where h > r so will end

up with non-physical results. Looking at the fiducial model (black line) it appears that

it is a middle ground to some of the other parameters, with errors at low N200c larger

than other models but performing better at high values. The fiducial model appears to

be the optimal choice in regard to minimising ψ2 at N200c = 106, however for most

simulations haloes of this size will only be a few and the errors for h0 = 10 and 3.16

are still small.
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I next focus on the averaged fitted parameters, x−2 and α, to make sure they can

be reliably recovered. This part of the analysis should most definitely be considered as

it was found that minimising ψ2 does not necessarily minimise the error on the fit and

can, if mismanaged, lead to significant systematic errors. I present the average of these

fitted parameters in Fig. A.2. We can see that for the well resolved haloes,N200c > 103,

All choices of parameters other than h0 = 0.1 results in minimal systematic on the

fitted parameters with errors ∼ 1%.

Based on this analysis it appears that the best choice is h0 = 10. However

this analysis has been done on mathematically perfect haloes. For real haloes with

substructure we want a kernel narrower than the optimal one found from this study. I

therefore choose h0 = 5001/3. I also apply a resolution cut of N200c = 2000 so that we

are in the regime where ψ2 < 10−2 and the large scatter found in fitted parameters in

the low resolution limit (N200c < 103).

Although not presented here, the analysis was also applied to haloes with con-

centrations ranging from c = 2 to 50. The key results are the same and doesn’t change

the conclusion of the optimal value of h0. The only notable difference observed for

differently concentrated haloes is that haloes with lower concentrations lead to larger

errors both on the density profiles and the fits. This trend is fairly mild, but does rule

out issues with calculating the densities for the extreme concentrations observed in this

work. There were no observed differences in the reliability of finding the densities for

variation in α.

All of the above analysis was applied to the velocity dispersions as well. To gen-

erate a velocity dispersion I numerically solve the Jeans equation, assuming isotropic

velocities, to find the velocity dispersion as a function of radius for a given Einasto

profile normalising it so that the maximum velocity dispersion is unity. The velocities

are then assumed to be a Gaussian about zero with a standard deviation equal to the

velocity dispersion. Although it didn’t have to be the case it is found that h0 = 5001/3

is also optimal.
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Figure A.1: Figure of merit for the calculated density profiles, see Eqn. A.7, as a function of
resolution, N200c. Each value is averaged over 100 different haloes. Each line represents a
different choice of parameter, h0, see legend. Plotted in black on each plot is the standard
method.
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Figure A.2: Fitted Einasto parameters, x−2 (top panel) and α (bottom panel), as a function of
resolution for the various sampled parameters, h0, see legend. The fitting is done to minimise
ψ2 and is fit over the range rconv < r < R200c, where rconv is the convergence radius, and the
values are averaged over 100 different haloes. In each panel the standard method is plotted in
black for reference.
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A.2 Resolution test and box size tests

In this work I have assumed that the density, entropy and velocity dispersion profiles

are converged in the regime where r > rconv. Where rconv is the found using the

relation in Ludlow et al. (2019b). In the work of Ludlow et al. (2019b) the condition

for convergence was derived from a suite of simulations with cosmologies close to our

own. As such the haloes studied were drastically different to some in this work, with

orders of magnitude different concentrations. It is therefore possible that this condition

for convergence does not hold in these more extreme cosmologies.

To check that this is not a factor in this work I have two different resolution

simulations WMAP9 pivot with variable ns suites with a box size of 100h−1Mpc. In

this way I can make sure that both amplitude and shape changes to the initial power

spectra are not a convergence issue. The two comparison suites of simulations are

almost identical (same box size, same cosmologies, same initial redshift, etc) but use

5123 and 2563 particles, corresponding to particle masses of 4.62 × 109h−1 M⊙ and

5.78 × 108h−1 M⊙ respectively.2 I have modified the scaling relations for the kernel

width, Eqn. (3.7), to make the different resolution simulations equivalent and remove

this as a factor in the comparison.

In Fig. A.3 I present the stacked density profiles for haloes between 1013h−1

M⊙ and 1013.5h−1 M⊙, hence directly comparable to Fig. 3.3, of the two different

resolution suites of simulations. As with the rest of the paper different shades of red

represent different values of ns while here the two different line styles show the differ-

ent resolutions, see legend. In the top panel is plotted the density, the middle panel the

logarithmic slope and the bottom panel show the ratio of densities for the two different

resolutions.

It can be seen in the ratio plots that all of the simulations studies here are indeed

converged with r > rconv. With maximum errors of ∼ 10% and more typical errors of

only a few percent. Although not shown here equivalent convergence trends are seen

for the entropy and velocity dispersion profiles. In the regime r > rconv they are well

2The softening length has also been changes appropriately from ϵ = 4h−1 Mpc to ϵ = 2h−1 Mpc.
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Figure A.3: Stacked density profiles for haloes in the mass range M200,c = 1013–1013.5h−1

M⊙ for two different mass resolution simulations. Solid lines represent the simulation using
2563 particles while dashed 5123. The different shades represent the different values of ns
used to generate the initial conditions. In the top panel is shown the density profiles, the
middle panel shows the logarithmic slope while the bottom panel the density ratios for the two
different resolutions. Transparent parts of the lines represent regions not meeting the condition
for convergence, while opaque lines represent the opposite.

converged, again < 10%.

Additionally I have checked that the finite box size is not an issue for the statistics

studied in this work. This was done by simulating the most extreme cosmology in the

suite with variable As, corresponding to σ8 = 8.103 (see Table 3.1) at three different

box sizes with consistent particle masses. The results of this test are shown in Fig. A.4,

where it can be seen that the density profiles are converged to within a few percent for

all box sizes studied here. Although not shown here I find similarly well converged

results for the entropy and velocity dispersion/anisotropy profiles.
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Figure A.4: Stacked density profiles for haloes in the mass range M200,c = 1013–1013.5h−1

M⊙ for the most extreme cosmology in the suite with variableAs, corresponding to σ8 = 8.103
(see Table 3.1), simulated at three different box sizes with fixed mass resolution. Solid lines
represent the simulation using 2563 particles and a box size of 100 h−1Mpc, dashed lines
represent 5123 particles with a box size of 200 h−1Mpc and dot-dashed lines represent 10243

particles with a box size of 400 h−1Mpc. The top panel show the densities, the middle the
logarithmic slope and the bottom panel the ratio with respect to the largest box.



Appendix B

B.1 Resolution and box size study

In this section I present the c–mass and α–mass relations as a function of varying box

size and mass resolution for a few of the cosmologies presented in this paper. The

following notation will be used to specify box size and number of particles used in the

simulations: L<Boxsize>N<particle number>. For instance, L400N1024 denotes a

simulation using a 400 h−1M⊙ with 10243 particles, which is the box size and number

of particles used throughout the main part of this work. Presented here are simula-

tions with L200N512, L400N1024 and L200N1024. The details of the simulations

and how they are analysed to determine values for c and α are identical to that de-

scribed in Section 4.2 with the softening length changed appropriately for the higher-

resolution L200N1024 simulation, with this simulation using 2 h−1Mpc as opposed

to the 4 h−1Mpc used for the other two simulations. With these three simulations I

can test both the effects of box size and mass resolution to make sure that neither sys-

tematically affect the results. The L400N1024 and L200N512 simulations have the

same mass resolution with a different box size, while the L200N1024 and L200N512

simulations share the same box size but have different mass resolutions.

The c–mass and α–mass relations are presented in Fig. B.1 for the three different

combination of box size and resolution for the standard WMAP 9-yr best fit and the

Planck pivot with ns = 1.75 cosmology. As can be seen, both c and α are well con-

verged for all simulations for haloes resolved with an adequate number of particles. It
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Figure B.1: The c–mass and α–mass relations for a variety of box sizes and resolutions to test
the convergence and robustness of these results. Presented here are the z = 0 results for the
fiducial best-fit WMAP y-yr cosmology (purple lines) and one that adopts a Planck pivot point
and ns = 1.75 (green lines), which is the most extreme cosmology studied in this work. The
line styles represent the simulation box size and resolution (see legend). Data points have been
artificially shifted horizontally for clarity: the L400N1024 data is at the true mass with the
L200N1024 and L200N512 multiplied by a arbitrary constant of 1.05 and 1.052, respectively.
Additionally, the values of α for the Planck pivot cosmology have been increased by a constant
of 0.15 with respect to their true value. The values of c have been unchanged due to the data
naturally stratifying. The two vertical dashed lines represent haloes with 5, 000 and 10, 000
particles for the L400N1024 and L200N512 simulations.
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is found that for the most extreme cosmology studied, i.e. the green lines presented

here, at least 10, 000 particles are needed to get sufficiently resolved values for c and

α. Although not shown here, it is found that only 5, 000 particles are required for all

other cosmologies studied. I therefore use the associated mass cuts when analysing the

simulations in this study.

As mentioned the analysis is identical for all simulations. A key part of the anal-

ysis is the radial range fit over, rconv < r < 0.7R200c, where rconv is the convergence

radius (see Eqn. (4.4)). rconv primarily depends on the number of particles that the halo

is resolved with, meaning that the higher resolution simulation (L200N1024) is fit over

a wider effective range for the same mass halo. I do not find any systematic difference

with mass resolution demonstrating that the c and α are robust to the radial range fit

over, as long as an appropriately conservative convergence criterion is used to avoid fit-

ting to the numerical core present. I also do not observe any degeneracy between c and

α that is correlated with the radial range being fit over as found in other works (e.g.

Udrescu et al., 2019). I attribute this primarily to fitting to stacked density profiles,

resulting in smooth profiles without any discernible features from sub-structure.
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Raúl E., Li Ming, White Simon D. M., Frenk Carlos, Springel Volker. The mass

profile and accretion history of cold dark matter haloes // Monthly Notices of the

Royal Astronomical Society. 04 2013. 432, 2. 1103–1113.

Ludlow Aaron D., Navarro Julio F., Li Ming, Angulo Raul E., Boylan-Kolchin Michael,

Bett Philip E. The dynamical state and mass-concentration relation of galaxy clus-

ters // MNRAS. XII 2012. 427, 2. 1322–1328.

Ludlow Aaron D., Navarro Julio F., Springel Volker, Vogelsberger Mark, Wang Jie,

White Simon D. M., Jenkins Adrian, Frenk Carlos S. Secondary infall and the

pseudo-phase-space density profiles of cold dark matter haloes // MNRAS. VII

2010. 406, 1. 137–146.

Ludlow Aaron D., Navarro Julio F., White Simon D. M., Boylan-Kolchin Michael,

Springel Volker, Jenkins Adrian, Frenk Carlos S. The density and pseudo-phase-

space density profiles of cold dark matter haloes // MNRAS. Aug 2011. 415, 4.

3895–3902.

Ludlow Aaron D., Schaye Joop, Bower Richard. Numerical convergence of simulations

of galaxy formation: the abundance and internal structure of cold dark matter haloes

// MNRAS. Sep 2019a. 488, 3. 3663–3684.

Ludlow Aaron D., Schaye Joop, Bower Richard. Numerical convergence of simulations

of galaxy formation: the abundance and internal structure of cold dark matter haloes

// MNRAS. Sep 2019b. 488, 3. 3663–3684.

Lynden-Bell D. Statistical Mechanics of Violent Relaxation in Stellar Systems //

Monthly Notices of the Royal Astronomical Society. 05 1967. 136, 1. 101–121.



Bibliography 180

McCarthy I. G., Babul A., Bower R. G., Balogh M. L. Towards a holistic view of

the heating and cooling of the intracluster medium // MNRAS. May 2008. 386, 3.

1309–1331.

McCarthy I. G., Schaye J., Bird S., Le Brun A. M. C. The BAHAMAS project: cali-

brated hydrodynamical simulations for large-scale structure cosmology // MNRAS.

III 2017. 465. 2936–2965.

McClintock T., Varga T. N., Gruen D., Rozo E., Rykoff E. S., Shin T., Melchior P.,

DeRose J., Seitz S., Dietrich J. P., Sheldon E., Zhang Y., von der Linden A., Jel-

tema T., Mantz A. B., Romer A. K., Allen S., Becker M. R., Bermeo A., Bhargava

S., Costanzi M., Everett S., Farahi A., Hamaus N., Hartley W. G., Hollowood D. L.,

Hoyle B., Israel H., Li P., MacCrann N., Morris G., Palmese A., Plazas A. A., Pol-

lina G., Rau M. M., Simet M., Soares-Santos M., Troxel M. A., Vergara Cervantes C.,

Wechsler R. H., Zuntz J., Abbott T. M. C., Abdalla F. B., Allam S., Annis J., Avila S.,

Bridle S. L., Brooks D., Burke D. L., Carnero Rosell A., Carrasco Kind M., Carretero

J., Castander F. J., Crocce M., Cunha C. E., D’Andrea C. B., da Costa L. N., Davis

C., De Vicente J., Diehl H. T., Doel P., Drlica-Wagner A., Evrard A. E., Flaugher B.,

Fosalba P., Frieman J., Garcı́a-Bellido J., Gaztanaga E., Gerdes D. W., Giannan-

tonio T., Gruendl R. A., Gutierrez G., Honscheid K., James D. J., Kirk D., Krause

E., Kuehn K., Lahav O., Li T. S., Lima M., March M., Marshall J. L., Menanteau F.,

Miquel R., Mohr J. J., Nord B., Ogando R. L. C., Roodman A., Sanchez E., Scarpine

V., Schindler R., Sevilla-Noarbe I., Smith M., Smith R. C., Sobreira F., Suchyta E.,

Swanson M. E. C., Tarle G., Tucker D. L., Vikram V., Walker A. R., Weller J., DES

Collaboration . Dark Energy Survey Year 1 results: weak lensing mass calibration

of redMaPPer galaxy clusters // MNRAS. I 2019. 482, 1. 1352–1378.

Mead A. J., Peacock J. A., Heymans C., Joudaki S., Heavens A. F. An accurate

halo model for fitting non-linear cosmological power spectra and baryonic feed-

back models // Monthly Notices of the Royal Astronomical Society. Oct 2015. 454,

2. 1958–1975.



Bibliography 181

Merritt David, Graham Alister W., Moore Ben, Diemand Jürg, Terzić Balša. Empirical
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K., Benoit-Lévy A., Bernard J. P., Bersanelli M., Bielewicz P., Bobin J., Bonaldi A.,

Bond J. R., Bouchet F. R., Burigana C., Cardoso J. F., Catalano A., Chamballu A.,

Chiang H. C., Christensen P. R., Clements D. L., Colombi S., Colombo L. P. L.,

Couchot F., Cuttaia F., Danese L., Davies R. D., Davis R. J., de Bernardis P., de

Rosa A., de Zotti G., Delabrouille J., Dickinson C., Diego J. M., Dole H., Donzelli
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