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Abstract: In the fight against climate change, energy modeling is a key tool used to analyze the
performance of proposed energy conservation measures for buildings. Studies on the integration of
photovoltaic energy in buildings must use calibrated building energy models, as only with them is
the demand curve real, and the savings obtained at the self-consumption level, energy storage in the
building, or feed into the grid are accurate. The adjustment process of a calibrated model depends
on aspects inherent to the building properties (envelope parameters, internal loads, use schedules)
as well as external to them (weather, ground properties, etc.). Naturally, the uncertainty of each is
essential to obtaining good results. As for the meteorological data, it is preferable to use data from a
weather station located in the building or its surroundings, although this is not always possible due to
the cost of the initial investment and its maintenance. As a result, weather stations with public access
to their data, such as those located at airports or specific locations in cities, are largely used to perform
calibrations of building energy models, making it challenging to converge the simulated model with
measured data. This research sheds light on how this obstacle can be overcome by using weather
data provided by a third-party company, bridging the gap between reality and energy models. For
this purpose, calibrations of the two buildings proposed in Annex 58 were performed with different
weather configurations, using the mean absolute error (MAE) uncertainty index and Spearman‘s rank
correlation coefficient (rho) as comparative measures. An optimal and cost-effective solution was
found as an alternative to an on-site weather station, based on the use of a single outdoor temperature
sensor in combination with third-party weather data, achieving a robust and reliable building energy
model.

Keywords: building energy models (BEMs); weather file; weather station; calibration; EnergyPlus;
energy simulation; Annex 58

1. Introduction

The growing concern to minimize the energy consumption of buildings, associated
with climate change mitigation, makes the use of energy modeling increasingly necessary
for professionals, designers, architects, and researchers.

The use of building energy modeling is broad; it includes energy certification [1–3],
the study of energy conservation measures (ECM) [4], fault detection diagnosis (FDD) [5],
and the study of complex energy-saving strategies. For the correct quantification of energy-
savings in the latter case, the quality and accuracy of the energy model and the weather
forecasts are critical. The models must be calibrated, and the weather forecasts must
come from reliable sources [6]. In general, these strategies are based on the integration of
renewable energies—in particular photovoltaics—into the grid, whether they come from
buildings or large energy production centers. Building approaches often derive from the
pursuit of nZEB buildings. The challenge in these cases is to try to reduce the period over
which the energy balance is measured, generally using monthly or seasonal periods [7–9].
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D’Agostino et al. analyzed the difference in the sizing of photovoltaic systems (fixed and
tracking) when the energy balance was performed on a monthly or annual basis to obtain
nZEB buildings [10]. The importance of the energy model is key to demonstrate that if the
monthly balance is considered, sometimes the size of the PV plant does not fit the owner’s
financial criteria. However, it is not only the energy model that is important; weather
forecasting errors can also seriously distort the expected results, leading to significant
errors, such as “different energy distributions between heating and cooling” [11].

There are also other approaches for self-consumption installations in which the ac-
curacy of the energy model is key to the improvement of the estimation of the building’s
energy demand coverage by renewables. There are approaches, such as power-to-heat
(P2H), in which the building is used as a thermal battery for the storage of the energy
generated hour-by-hour, which allows us to delay it in time so that when heating is needed,
it is the building itself that gives it back to us thanks to the fact that it is stored in its thermal
inertia [6,12–14]; or in model predictive control (MPC) applications, whose objectives are to
obtain the optimal heating curve of the building to decide which part of the energy gener-
ated is destined for self-consumption and which part of the grid, allowing the optimization
of the design of PV self-consumption installations [15–17]. All of this can be managed
individually or locally by managing the energy balances of the various buildings to make
efficient use of the grid by sharing surplus electricity generated on-site [18]. In these cases,
the energy model is essential to study both the grid limitation and the storage capacity of
the facility [19].

However, several studies report that the results of simulation models in the design
phase rarely match the measured performance, calling this deviation, the “energy perfor-
mance gap” [20]. The possible causes are manifold, ranging from deviations between actual
user loads and their predictions, different characteristics of HVAC systems, startups and
shutdowns of HVAC systems [21], etc. Regardless of the error of the simulation software
itself, the general solution proposed by the researchers to reduce this gap is to use as much
real data as possible, from the building characteristics of its envelopes, accuracy when
modeling spaces and the environment, and from outside conditions of the building, e.g.,
the climate [22,23].

To minimize these “discrepancies” and ensure the model’s accuracy, it is advisable
to perform a calibration of the energy model. There are numerous strategies used to
obtain calibrated models [24] that ultimately attempt to find model parameters that give
results that match the measurements obtained. The proper definition of calibration in
ASHRAE Standard 14-2014 [25] reads, “process of reducing the uncertainty of a model
by comparing the predicted output of the model under a specific set of conditions to the
actual measured data for the same set of conditions”. In both this standard and in the
International Performance Measurement and Verification Protocol (IPMVP) [26] and in
the Federal Energy Management Program (FEMP) [27], uncertainty limits are established,
based on the coefficient of the variation of the root mean square error (CV(RMSE)) and the
normalized mean bias error (NMBE). These indices limit what is considered a calibrated
model and what is not. They are intended to measure the energy uncertainty of the building,
but are sometimes also used to measure the deviation between the measured temperature
and the temperature generated by the BEM [28,29].

Since the calibration process must be performed taking into account the same indoor
and outdoor conditions, the weather file plays an important role in the process. There are
three main types of weather files: typical meteorological year (TMY), actual meteorological
year (AMY), and weather forecasts. The latter is meaningless in terms of building energy
calibration since the main purpose is to perform future predictions on such factors as con-
sumption and comfort; therefore, they need calibrated models to reduce the uncertainty of
their predictions, which depend on both the model and the accuracy of the weather forecast.

Typical meteorological year (TMY) weather files are based on meteorological data from
previous years—statistically processed—and are intended to represent the location climate.
Their suitability depends mainly on the years used for their creation. They are used to obtain
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the estimated annual energy demand of the building, so that comparative studies, energy
certifications, and even consumption calculations can be carried out when generic HVAC
systems are used. They are the most common and there is a wide range of repositories of
these types of files. These types of weather files do not represent site-specific meteorological
conditions and are therefore not recommended for use in calibration processes, as in many
cases energy use and peak loads are overestimated or underestimated [30].

Actual meteorological year (AMY) weather files are developed with data from real
years without any statistical process. They are used to corroborate the solutions adopted
under real climatic conditions. The weather files are necessary to perform calibrations
since they provide information on the same “set of conditions” necessary to calibrate [25].
The suitability for the calibration process will largely depend on the origin of the data.
There are three possible data sources for the creation of AMY weather files: nearby weather
stations, weather data providers, and on-site weather stations. The latter data source will
produce the best results, as it will faithfully reproduce the microclimatic conditions of
the building under study (heat islands, specific wind speeds, directions conditioned by
adjacent buildings, solar radiation conditioned by the environment, etc.). Those coming
from data sources from nearby locations (airports, specific places in the city, etc.) may
have diametrically opposed microclimatic conditions that do not benefit the calibration
process [31]. Finally, those that depend on third-party companies are at the mercy of the
accuracy of the algorithms used to interpolate the values of the meteorological variables
of the site under study. The general recommendation to reduce the “energy performance
gap” involves the use of on-site weather station data [32,33], but this is not always possible
due to the high cost of the initial investment and its subsequent maintenance. There is
the possibility of using a mixed weather file created from the optimal combination of
meteorological variables from external companies and on-site weather stations since not all
sensors have the same price, nor do they all have the same impacts in the simulation. This
was the main objective of this research.

This research is a continuation of a previous study conducted by the authors in which
the impacts of weather files on simulation models were analyzed [34]. Using a previous
calibrated model with different AMY weather files from the same location (from an on-site
weather station, from a third-party weather company, and all their possible combinations),
the impacts on the energy performance gap with respect to the different weather files were
analyzed. In this case, the objective of the research was more demanding, since we analyzed
the accuracy achieved in the calibration process of a building based on the weather data
used, evaluating the use of data from both an on-site weather station and from a third-party
weather company, as well as all of their possible combinations, in order to find the most
cost-effective one.

To make the results relevant, the degree of calibration of the selected simulation model
was important. In this research, the Twin House models analyzed by the International
Energy Agency—Energy in Buildings and Communities Programme, IEA EBC Annex
58 “Reliable building energy performance characterization based on full-scale dynamic
measurements” [35] were used. The main objective of Annex 58 was to “develop the
necessary knowledge, tools, and networks to achieve reliable in situ dynamic testing and
data analysis methods that can be used to characterize the actual energy performance
of building components and whole buildings”. Different modeling teams (21 in total)
were formed to receive the building details and boundary conditions to calibrate the Twin
Houses using commercial and research simulation software [36].

The experiment lasted for two months, during which the interior conditions were
modified to have different periods of load, free-floating, etc. Therefore, the calibrated
model of the Twin Houses developed by the authors was chosen [37]. The calibration
methodology used was based on the appropriate selection of capacitances, internal mass,
infiltration, and thermal bridges of the model, which allowed obtaining a calibrated model
that was one of the first in the ranking of the models obtained by the 21 teams of Annex 58.
In this research, the calibrations were carried out using the same methodology, so that it
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was possible to establish the most cost-effective combination of the AMY weather files in
relation to the on-site and third-party weather data used in the calibration process.

The article is structured as follows. Section 2 explains the steps taken to achieve the
objectives set out in this paper, the proper simulation and calibration process (Section 2.1),
and the weather file creation for the simulations (Section 2.2). Section 2.3 explains the
case study used, corresponding to the monitored houses of Annex 58, and the calibration
and evaluation periods taken into account. Section 3 shows the results obtained after the
simulations and calibrations were performed. Finally, Section 4 presents the conclusions.

2. Methodology

The methodology described below aims to shed light on two problems faced by
building energy modelers: (i) the possibility that a BEM can be reasonably matched to
reality using a weather file developed with third-party data and (ii) the feasibility of finding
a weather file that is best in terms of cost/efficiency, and composed of a combination of
data from an on-site weather station and third-party weather

Figure 1 shows a diagram of the different phases of the methodology, indicating in
which section each phase is explained.
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Figure 1. Diagram of the developed methodology.

2.1. Calibration Process with On-Site and Third-Party Weather Data

The starting point was an as-built energy model of the building under study, which
was the base model on which the calibration process was performed. This first phase of the
methodology aimed to analyze the possibility of obtaining optimum quality models using
third-party weather files. For this purpose, the BEMs were calibrated with the weather
files created with data from the sensors of the on-site weather station and with data from
third-party sources during training and checking periods (see Section 2.3).

First, to analyze the differences between the two weather files used, a comparison of
their data will be made using the Taylor diagram. In this way, it can be seen quickly and
precisely which elements of the two kinds of weather are closer to each other and vice versa
(Section 3.1), and make a first evaluation of the impact that each meteorological variable
will have on the calibration process.

It is a widely used diagram for weather comparisons [38–43], since it shows three
statistical metrics in a single figure: the correlation R, the centered root mean square
difference (RMSdi f f ), and the standard deviation between the reference and test values.

The correlation R ranges from 0 to 1, measuring the degree of similarity between two
fields, with 1 being the best value. The centered root-mean-squared difference measures
its adjustment in terms of amplitude, (the closer to zero means that the patterns are more
similar). Both indices provide qualitative and quantitative information, but for complete
characterization, it was necessary to know their variances, measured by the standard
deviation. All of this information was used to quantify the pattern similarity between two
time series (temperature, humidity, direct normal irradiation, diffuse horizontal irradiation,
etc.); the closer they were to the center (gray point), the better. As an example (Figure 2),
the comparison of the time series represented with the red dot (Example 2) had higher
similarity than the one represented with the blue dot (Example 1), reaching a correlation
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of 0.99, a standard deviation of 1.175, and a centered root-mean-square difference of 0.24.
They were virtually identical and, therefore, produced similar results that had a minor
impact on the results of the simulations.

Example 1

Example 2

Standard deviation - Normalized

REF

RMSdifference

Correlation

Figure 2. Taylor graph example and its formulation [44].

σ2
f =

1
N

N

∑
n=1

( fn − f̄ )2 (1)

σ2
r =

1
N

N

∑
n=1

(rn − r̄)2 (2)

R =
1
N ∑N

n=1( fn − f̄ )(rn − r̄)
σf σr

(3)

RMSdi f f =
[ 1

N

N

∑
n=1

[( fn − f̄ )− (rn − r̄)]2
]1/2

(4)

After the completion of this first process, both energy models were subjected to the
calibration process with the on-site and third-party weather files [37]. The calibration
process was performed in a training period and evaluated during a checking period,
to avoid possible overfitting of the calibration process.

In order to achieve an energy model adjusted to the real data, the average temperature
measured in each of the thermal zones of the building was used to feed the model. This
gave the thermal waveform of the real building. The calibration methodology is based on
an optimization process using genetic algorithms, whose objective function looks for the
relationship between real and simulated data (Figure 3).
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Figure 3. Calibration and evaluation environments.

The objective function of the optimization performed is based on the uncertainty
indices proposed by Annex 58: the mean absolute error (MAE) and the Spearman range
correlation coefficient (ρ), so that the model obtained could be compared with the models
obtained in Annex 58 [45].

• The mean absolute error (MAE, Equation (5)) between measured (yi) and simulated
temperatures (ŷi) of each of the thermal zones were calculated to evaluate the differ-
ence between them. The results are presented in Section 3.

MAE =
1
n

n

∑
i=1
|yi − ŷi| (5)

• The correlation coefficient of Spearman’s range (ρ, Equation (6)) estimates the level
of correspondence of the form. This uncertainty index measures the degree of cor-
respondence that exists between the ranges that are assigned to the values of the
analyzed variables.

ρ =

n
∑

i=1

(
rg(yi)− rg(y)

)(
rg(ŷi)− rg(y)

)
√(

n
∑

i=1

(
rg(yi)− rg(y)

)2
)(

n
∑

i=1

(
rg(ŷi)− rg(y)

)2
) (6)

The non-dominated sorting genetic algorithm (NSGA-II) [46] was chosen to guide
these functions towards the optimal result, as it is one of the most widely used algorithms
in building optimization strategies [47–49]. The proposed combinations for the algorithm
to work and, thus, obtain quality results, were based on the parameters of capacitance,
thermal mass, and infiltration of each thermal zone (see Figure 3). Once the chosen period
has been calibrated according to this methodology, the model that best suits it will be
chosen. The calibration process will be repeated with the two proposed weather files
(on-site and third-party).

In order to validate the quality of the models, the limits established by Annex 58 were
used as a reference, where the BEM was valid if a mean absolute error (MAE) equal to or
less than 1 °C and a Spearman´s rank correlation coefficient (rho) equal to or greater than
90% were obtained. This is because other standards, such as IPMVP or ASHRAE [26,50],
do not give any reference for the evaluation of temperature, but only mention the energy
behavior of the BEM. The results are presented in Section 3.2.

Once all of the models were developed, their degrees of fit (with respect to the real data)
were analyzed to see whether it was possible to calibrate a BEM using a third-party weather.
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2.2. Weather File Creation for the Cost/Effectiveness Analysis

To find out if it was possible to calibrate a building using a weather file composed
of a combination of data from an on-site weather station and third-party weather, it was
necessary to create each of the possible weather combinations and use them to calibrate
the models. In this way, it was possible to analyze which was the best combination in
terms of cost/effectiveness. The data from the third-party company were used as the
bases for the creation of the weather files, replacing (one by one) all of the meteorological
variables measured at the on-site weather station: outside temperature (T), global horizontal
irradiation (GHI), horizontal diffuse irradiation (DHI), relative humidity (RH), wind speed
(WS), and wind direction (WD). In this way, six weather files were created, as seen in
Figure 4.

On-site
Weather 
sensors

Temp.

Rel. Hum.

GHI

DHI

Wind Speed

Wind Dir.

Third-
party

Weather 
data
Temp.

Rel. Hum.

GHI

DHI

Wind Speed

Wind Dir.

Weather_T 
data

Temp.

Rel. Hum.

GHI

DHI

Wind Speed

Wind Dir.

Weather_RH 
data

Temp.

Rel. Hum.

GHI

DHI

Wind Speed

Wind Dir.

Weather_GHI 
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Temp.

Rel. Hum.

GHI
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Wind Speed

Wind Dir.

Weather_DHI 
data

Temp.

Rel. Hum.

GHI

DHI

Wind Speed

Wind Dir.

Weather_WS 
data

Temp.

Rel. Hum.

GHI

DHI

Wind Speed

Wind Dir.

Weather_WD
data

Temp.

Rel. Hum.

GHI

DHI

Wind Speed

Wind Dir.

*.epw *.epw *.epw *.epw *.epw *.epw *.epw *.epw

Figure 4. Weather explanation and objectives of the research.

Once the six new weather files were created, the calibration and evaluation pro-
cesses were performed for each of them (training and checking periods), taking into
account the same limits established in Annex 58 (see Section 3.3), in order to develop the
cost/effectiveness analysis.

2.3. Case Study

To implement the methodology proposed in this paper, publicly available data from
the Annex 58 IEA-EBC [35,36], Reliable Building Energy Performance Characterisation
publication, were adopted. Full-scale dynamic measurements were used for the generation
of the energy model and for obtaining the calibrated model. The Annex 58 project started
in 2011 and ended in 2016; it was developed with two main objectives: to develop common
lines of action that offered improved system performance to obtain energy models, and to
achieve quality BEMs capable of reproducing the thermal characteristics of buildings.

Regarding the outcome of the Annex 58 project—a pair of houses (Figure 5), i.e., N2
and O5, located at the test site of the Fraunhofer Institute for Building Physics, Holzkirchen,
Germany, was fully monitored with research-grade equipment, and data were made
available for the public. Therefore, the Twin Houses were selected in the case studies
due to the transparency and the quality of monitoring data.

The houses do not have any elements nearby that could cast a shadow on them in
the summer—the season in which the study was carried out. Both houses are located a
few meters away from each other. A single weather station was set up for both buildings
so that the weather files generated by the on-site sensors were the same for both houses.
The station was located about 25 m from N2 and about 45 m from O5. This single station
served both houses because it reliably reflected their meteorological environment due to
the low density of the site. The recommended distance at which the weather station should
be located will be the distance necessary to capture the meteorological characteristics of
the building environment. For example, in a high building density environment, such
as a large city, the optimal placement of the weather station would be as close to the
building as possible, but this distance can be increased if the density decreases and there
are no obstacles that make it difficult to clearly obtain the weather characteristics of the
building environment.
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Figure 5. External views of the twin houses (N2 and O5), Holzkirchen, Germany [37].

The buildings are single-family homes with three floors: attic, main floor, and base-
ment. Each has a free height of 2.50 m. The study focused on the main floor, as was done in
the project described in Annex 58. The main floor has a configuration of two bedrooms, a
corridor, a bathroom, a kitchen, a living room, and an entrance.

The monitoring conducted in Annex 58 involved five periods (Table 1) in terms of
thermal dynamic characteristics to reflect the common conditions of the buildings. Each
period had bespoke configurations, and the BEM must have been capable of responding
to reality in terms of the energy consumed and the temperature reached. The proposed
period began with the first (initialization), lasting three days, in which a constant interior
temperature of 30 °C was maintained in the buildings. In period 2, with a seven-day
duration, a constant temperature of 30 °C was maintained inside the houses. In period
3, which lasted 14 days, the energy was introduced through the living room radiator at
random periods with a randomly ordered logarithmic binary sequence (ROLBS). This
sequence was created in the EC COMPASS project . Its goal was to give the same influence
to all energy inputs that affected the BEM. The energy inputs and the free oscillation
intervals were selected so that they did not stand out from each other and were mixed in
a quasi-random way. Using this form of introducing power into the models, there is no
relationship between the energy introduced by the HVAC systems (or heating system) and
the solar energy. The energy model must be able to reproduce the internal temperature
that this energy produces. In period 4, a constant temperature was again introduced
into the houses, but this time at 25 °C. In the last period (period 5), where the house
was left in free oscillation without any energy input, the model trued to reproduce the
interior temperatures.

Two of the five periods proposed in Annex 58 were used to conduct the study in
this paper. Period 3 (ROLBS) was chosen as the training or calibration period, which ran
from 30 August to 14 September 2013, since the random load of the living room radiator,
by heat pulses of 500 W, governed by the randomly ordered logarithmic binary sequence,
allowed the optimization algorithm to find solutions that properly captured the thermal
dynamics of the building. The evaluations of the energy models were performed in period
5 (checking) from 20 to 30 September 2013, where the buildings were not subjected to any
load from equipment or people. It was the best period to verify that the model obtained had
captured the thermal dynamics of the building. Different and non-consecutive calibrations
and checking periods were chosen to ensure that the experiment was free from the effect of
overfitting inherent to the calibration process.
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Table 1. Period features used in the research study of Annex 58.

Period
Date

Configuration
Data Data

Beginning End Provided Requested

Period 1 21 August 2013 23 August 2013
Initialization Temperature

-(constant and heat
temperature) inputs

Period 2 23 August 2013 30 August 2013
Constant Temperature

Heat outputstemperature and heat
(nominal 30 °C) inputs

Period 3 30 August 2013 14 September 2013
ROLBS heat Temperature

Temperature
(Calibration) inputs in and heat

outputsliving room inputs

Period 4 14 September 2013 20 September 2013
Re-initialization Temperature

Heat outputsConstant temp. and heat
(nominal 25 °C) inputs

Period 5
20 September 2013 30 September 2013 Free float

Temperature Temperature
(Checking) inputs outputs

3. Results and Discussion
3.1. Comparison of In Situ and Third-Party Weather Files

The first elements to be analyzed and evaluated were the weather files used in the
simulations. For this purpose, the Taylor diagram [51,52] was used to see which weather
parameters were similar and which were not, so that it was possible to predict which of
them would have better behavior.

Figure 6 shows the comparison of the two weather files. Both are the actual meteo-
rological year (AMY) generated with the information of the on-site weather station and a
third-party. As can be seen, there were large differences in wind speed and wind direction,
which influenced both the baseline and the calibrated model.

-
-

Figure 6. The normalized Taylor diagram for Holzkirchen (Germany) weather, comparing on-site
and third-party weather data.
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According to the results obtained and shown in the diagram, the temperature and
diffuse radiation data were the most similar to the ones provided by the on-site weather
station, while the least similar were those related to the wind (direction and speed).

The following subsections show the results of the model simulations and calibrations
using on-site and third-party weather, as well as the combinations of both to obtain more
cost-effective weather data.

3.2. Simulation and Calibration Results: On-Site vs. Third-Party Weather Data

Table 2 shows the results of both the base model and the model obtained after the
calibration process of the two case studies: N2 and O2 houses. The weather files used
were developed using the on-site and third-party weather data during the training and
checking periods. The left side of the table shows the housing (N2 or O5); the model (base
or calibrated); the type of weather file used, and the simulation period. The right side
shows the adjustment results obtained by the thermal zone, following the same scheme
proposed in Annex 58. Finally, the adjustment is presented; we performed an area-weighted
average of the thermal zones involved in the process (global index). The results (MAE and
ρ) are subdivided by columns highlighted in red showing the ones that exceed the limits
proposed by Annex 58.

Table 2. Overall adjustment results for the N2 and O5 houses.

House Model Weather File Simulation
Living Children

Bedroom Kitchen
Global

Name Period
Room Room Index

MAE (°C) ρ (%) MAE (°C) ρ (%) MAE (°C) ρ (%) MAE (°C) ρ (%) MAE (°C) ρ (%)

N2 Base On-site Training 1.54 96.6 0.25 98.7 0.5 97.2 0.90 96.5 0.81 93.0
N2 Base On-site Checking 1.82 91.9 0.23 99.6 0.33 98.3 0.66 95.5 0.76 90.1
N2 Base Third-party Training 1.21 94.9 0.66 99.1 1.16 94.7 2.57 90.55 1.40 87.9
N2 Base Third-party Checking 0.84 87.5 0.74 99.4 0.93 97.2 2.10 86.2 1.15 84.5
N2 Calibrated On-site Training 0.56 98.6 0.41 98.2 0.44 96.8 0.80 95.1 0.55 97.4
N2 Calibrated On-site Checking 0.32 99.7 0.60 99.8 0.38 98.8 0.74 93.7 0.51 97.1
N2 Calibrated Third-party Training 0.98 96.2 0.43 99.0 0.77 92.0 1.73 90.2 0.98 92.0
N2 Calibrated Third-party Checking 0.50 94.0 0.73 99.5 0.82 97.8 1.58 85.6 0.90 91.5

O5 Base On-site Training 1.46 98.7 0.60 98.7 0.28 98.6 0.48 98.4 0.71 97.8
O5 Base On-site Checking 1.31 97.9 0.54 99.7 0.26 97.4 0.50 96.9 0.65 95.0
O5 Base Third-party Training 2.10 95.9 1.26 98.1 0.82 96.0 1.83 93.3 1.50 95.0
O5 Base Third-party Checking 1.68 84.4 1.43 97.8 0.70 94.0 1.64 88.1 1.37 87.7
O5 Calibrated On-site Training 0.65 98.6 0.25 99.1 0.30 97.8 0.36 97.9 0.40 98.9
O5 Calibrated On-site Checking 0.50 98.2 0.50 98.7 0.30 99.3 0.40 97.9 0.42 97.5
O5 Calibrated Third-party Training 1.64 95.9 0.29 98.5 0.35 95.3 0.40 97.0 0.67 97.2
O5 Calibrated Third-party Checking 1.43 86.1 0.38 96.3 0.41 96.4 0.74 94.0 0.74 90.7

The first result to highlight in Table 2 is that all the models (base and calibrated) that
used the on-site weather file were within the acceptable limits proposed by Annex 58.
The calibrated models have a better fitting.

When looking at the results produced by the third-party weather file, the base models
did not comply with the acceptable limits in either house. Their global indices were far
from these limits, both in the training period and in the checking period (marked in red),
except for one parameter in the O5 house during the training period, whose ρ index reached
95.0%. This result reinforces the need to use calibrated models for complex energy-saving
strategies, such as P2H solutions, MPC applications, etc.

On the other hand, when calibrated models from both houses were used, all the
weather files (third-party and on-site) were within the proposed limits. Therefore, the cal-
ibration process not only makes better use of the indoor data but also overcomes errors
in the environmental sensors. This way, a third-party weather file could be considered an
option for improving models with an acceptable error index. The fact that the same results
were achieved in two different models and that both were checked in an independent
period shows that they are robust and avoid the risk of overfitting in the solutions.
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Table 2 also shows the results obtained in the thermal areas that were analyzed. These
thermal zones are the same as those proposed in the project of Annex 58. In general, it
is observed that the models that underwent the calibration process generated a better fit
with the real data than the base models. Therefore, when the thermal zones were analyzed
individually, they followed the same pattern as when the global data of the houses were
analyzed: the calibration process helped the model approach the limits set by Annex 58,
making the use of a third-party weather file feasible.

3.3. Simulation and Calibration Results: Combination of On-Site and Third-Party Weather Data

Tables 3 and 4 show the simulation results of the base and calibrated models in the
training and checking periods, respectively. The studies were performed using the weather
files created by the on-site weather station, third-party weather, and the combination of
data proposed in Section 2.2. In order to facilitate its understanding, only the global MAE
index of both models is shown. The rest of the results by the thermal zone, globally, as well
as the ρ index obtained, are shown in Appendix A.

Table 3. Comparison of results between the base and calibrated models in the training period. The
N2 and O5 houses.

House Weather File
Global MAE Global MAE

House Weather File
Global MAE Global MAE

Base Model Calibrated Model Base Model Calibrated Model

N2 On-site 0.81 0.55 O5 On-site 0.71 0.39
N2 Third-party 1.40 0.98 O5 Third-party 1.50 0.67
N2 Weather_T 1.15 0.69 O5 Weather_T 1.14 0.51
N2 Weather_GHI 1.10 0.75 O5 Weather_GHI 1.24 0.59
N2 Weather_DHI 1.22 0.82 O5 Weather_DHI 1.28 0.58
N2 Weather_WS 1.38 0.93 O5 Weather_WS 1.46 0.69
N2 Weather_WD 1.40 0.98 O5 Weather_WD 1.50 0.66
N2 Weather_RH 1.40 0.98 O5 Weather_RH 1.51 0.67

Table 4. Comparison of results between the base and calibrated models in the checking period. The
N2 and O5 houses.

House Weather File
Global MAE Global MAE

House Weather File
Global MAE Global MAE

Base Model Calibrated Model Base Model Calibrated Model

N2 On-site 0.76 0.51 O5 On-site 0.65 0.42
N2 Third-party 1.15 0.90 O5 Third-party 1.37 0.74
N2 Weather_T 0.95 0.60 O5 Weather_T 0.98 0.47
N2 Weather_GHI 0.85 0.67 O5 Weather_GHI 0.91 0.56
N2 Weather_DHI 1.06 0.81 O5 Weather_DHI 1.30 0.67
N2 Weather_WS 1.14 0.87 O5 Weather_WS 1.35 1.28
N2 Weather_WD 1.15 0.90 O5 Weather_WD 1.37 0.74
N2 Weather_RH 1.16 0.91 O5 Weather_RH 1.38 0.75

The results shown in Table 3 (training period) are homogeneous. All the models, when
submitted to the calibration process, managed to improve their indices with respect to
their base models. The range of improvement was between 30% and 39% in the case of
N2, and 45% and 55% in the case of O5. Secondly, the base model was beyond the limits
with all the combined weather files (values in red), except the on-site weather. This result
strengthened the first goal of this research, which was to show how the calibration process
could overcome faulty environmental data. In this case, as both models were trained during
this period, the overfitting could be an argument against this result.

Focusing on the new weather files, some improved the results of the base model
simulated with the third-party weather files; these were: Weather_T; Weather_GHI and
Weather_DHI. The weather files weather_WS, weather_WD, and undefined weather_RH
slightly improved or worsened the results.
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Regarding the results obtained by the calibrated models, all of them can be considered
quality models, since they comply with the limits recommended by Annex 58. Regarding
the improvement produced by the sensors when the data from the on-site weather station
entered into the weather file of a third-party, the same effects were produced as in the base
models. The weather files weather_T, weather_GHI, and weather_DHI, in both houses,
considerably improved the adjustment produced by the model calibrated with the weather
file generated with the data of the third party. The models calibrated with weather_WS,
weather_WD, and weather_RH improved very little or even worsened the results.

Table 4 shows the results achieved when considering the base and the calibrated
models in the checking period. These were very similar to those obtained during the
training period, but in this case, there was no risk of overfitting because the data were
independent of the training period.

When the base models were simulated with the different weather files, only three
of them complied with the limits suggested by Annex 58: the models simulated with
weather files weather_T and weather_GHI and the on-site data. The others did not meet
the expectations (marked in red). However, when these models underwent the calibration
process, they all improved their indices, introducing them within the range set out in
Annex 58.

When examining the effects of the sensors, as it happened during the training period,
there was a group of sensors that generated weather files that improved the adjustment
produced by the third-party data in both models—based and calibrated—these files were:
weather_T, weather_GHI, and weather_DHI. The weather files weather_WS, weather_WD
and weather_RH showed very little improvement and even worse when their results were
compared with the models simulated with the third-party weather file.

Looking at Table 4 (O5 house), one can see how an anomalous result was produced in
the model calibrated with the weather file weather_WS. The result produced by the MAE
index was much higher than the rest of the models, and could not be placed within the
limits of Annex 58. This can be considered an outlier, as it does not apply to the rest of the
tests performed. This result complies with that obtained after the comparative analysis of
the weather files in the Taylor diagram (see Figure 6).

One aspect that should be highlighted when looking at the results is that, for the two
houses, and in both periods, there was a correlation between the improvement produced by
the new weather files in the base models and that of the calibrated models. This correlation
reached 95% for the two houses in the training period and 92% for the testing period.
Looking at the results obtained, it could be concluded that, if there was a significant
improvement in the degree of fit with the new weather file with respect to the third-party
file, this will also occur if the model is subjected to a calibration process. This effect could
be used as a prior qualitative test before carrying out the calibration process, which is costly
in time. It should also be taken into consideration that the range of improvement between
the based and calibrated models is not the same, and some discrepancies can occur.

To summarize, Figures 7 and 8, respectively, produce a general view of the whole
process, the results of which are discussed in the tables above. The dark grey bars represent
the calibrated models, while the light grey bars represent the base models, which have
not undergone any calibration process. The red dotted line indicates the limit imposed by
Annex 58 to judge the quality of the model. When the models are below this line in the
MAE index, they meet the quality conditions set.
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Figure 7. Results of the MAE index of the base and calibrated models with the different weather files
created. Training period, Houses N2 and O5.
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Figure 8. Results of the MAE index of the base and calibrated models with the different weather files
created. Checking period, Houses N2 and O5.

The effects of the calibration process and the different types of weather files on the
energy models were also measured with the ρ index. Figures 9 and 10 show the ρ indices
obtained by the different models when they were simulated and calibrated with the new
weather files in the training and checking periods for both houses, as quantitatively shown
in the tables described above. As in Figures 7 and 8, the light grey represents the model
that was not subjected to any calibration process (base model), while the dark grey shows
the results of the models that underwent the calibration process (calibrated model). The red
dotted line shows the limit of Annex 58 to indicate the quality of the model. When the
model exceeds that line, it is considered to be of quality.
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Figure 9. Results of the ρ index of the base and calibrated models with the different weather files
created. Training period, Houses N2 and O5.
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Figure 10. Results of the ρ index of the base and calibrated models with the different weather files
created. Checking period, Houses N2 and O5.

4. Conclusions

The integration of renewable energies (particularly photovoltaic) in buildings for
the study of complex energy-saving strategies, such as power-to-heat (P2H) or model
predictive control (MPC), depends on the quality/accuracy of the energy models and
weather forecasts. One of the key challenges in developing these realistic energy models is
dealing with the many uncertainties involved in the process. Obtaining accurate building
information is essential to developing a robust simulation model, but it is often a complex
task. Weather data are part of this information and the quality will have a major influence
on the results obtained.
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An on-site weather station requires a heavy financial investment, not only in buying
or renting the necessary sensors but also in processing and validating the generated data.
They often have to be placed by expert personnel in order for these sensors to collect the
data as realistically as possible, without interference from external factors. Despite these
drawbacks, the data generated by these stations are optimal for input into an energy model
calibration process.

An alternative to the on-site weather station is the use of data from a third-party
weather company. This is much cheaper and requires no effort to collect, but its major
disadvantage is that it is generally much less accurate. BEMs simulated with the weather
files provided by a third-party are much further away from the real building (when ana-
lyzing the behavior) than those simulated with the data provided by the on-site weather
station. However, if these inputs are subjected to a calibration process, it is possible to
obtain quality models that meet established objectives. This makes it feasible to use these
files as a better alternative than using data from weather stations that do not take into
account the characteristics of the building under study (weather stations located at airports
or in specific places in the city).

Although data provided by on-site weather station sensors continue to provide the
best results in model fitting, this study has shown that third-party data are viable when the
BEM is subjected to a calibration process, creating an alternative when choosing a weather
file. In turn, the solution that could be the best (in terms of cost/effectiveness and efficiency)
was found—the archive combining third-party weather data and outdoor temperature data
measured in situ. This possibility is of great relevance as it allows obtaining calibrated
models of buildings where a BMS with historical indoor and outdoor temperature data
are available. Nowadays, these types of models are in great demand as they provide
very useful information in optimization strategies that require training with data, such as
machine learning, artificial neural networks, etc.

One relevant finding obtained in this study is that it is possible to know in advance
which sensors of the in situ weather station, when introduced into the data of a third-party
weather file could improve the fit data of the calibrated model without being subjected to
this adjustment process. The concordance results obtained with the simulation of the base
model and the different weather files are proportionally similar to those obtained when the
model is subjected to the calibration process.

In the future, more case studies with different building characteristics, such as orien-
tation, window wall ratio, thermal fabric properties, and weather conditions, should be
explored to confirm these findings.
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Abbreviations
The following abbreviations are used in this manuscript:

AMY actual meteorological year
BEM building energy models
CV(RMSE) coefficient of variation of root mean square error
DHI diffuse horizontal irradiation
ECM energy conservation measures
FEMP federal energy management program
FDD fault detection diagnosis
GHI global horizontal irradiation
IPMVP international performance measurement and verification protocol
MAE mean absolute error
MPC model predictive control
NMBE normalized mean bias error
NSGA-ii non-dominated sorting genetic algorithm
P2H power to heat
RH relative humidity
ROLBS randomly ordered logarithmic binary sequence
TMY typical meteorological year
WD wind direction
WS wind speed

Appendix A. Complementary Data from the Base and Calibration Processes by the
Thermal Zone, with the Different Weather Files

Tables A1–A8 show the results obtained in each house by the thermal zone, both by
the base and calibrated models, when simulated with the different types of weather files in
the training and checking period.

The thermal zones evaluated correspond to those indicated in Annex 58. Those that
do not reach the quality index set out are marked in red.

Table A1. MAE and ρ indices per thermal zone in the training period. House N2, base model.

Base Weather File Simulation
Living Children

Bedroom Kitchen
Global

Model Name Period
Room Room Index

MAE (°C) ρ (%) MAE (°C) ρ (%) MAE (°C) ρ (%) MAE (°C) ρ (%) MAE (°C) ρ (%)

N2 On-site Training 1.54 96.6 0.25 98.6 0.50 97.2 0.97 96.5 0.81 93.0
N2 Third-party Training 1.21 94.9 0.66 99.1 1.16 94.7 2.57 90.5 1.40 87.9

N2 Weather_T Training 1.32 95.7 0.39 98.6 0.81 96.0 2.09 92.4 1.15 88.2
N2 Weather_GHI Training 1.27 95.5 0.61 99.3 1.14 93.7 1.38 94.4 1.10 91.8
N2 Weather_DHI Training 1.11 95.5 0.59 99.0 0.90 97.1 2.27 92.9 1.22 90.0
N2 Weather_WS Training 1.21 94.9 0.64 99.1 1.13 94.7 2.53 90.6 1.38 88.0
N2 Weather_WD Training 1.21 94.9 0.66 99.1 1.16 94.7 2.57 90.5 1.40 87.9
N2 Weather_RH Training 1.21 94.9 0.67 99.1 1.17 94.7 2.59 90.5 1.41 87.8

Table A2. MAE and ρ indices per thermal zone in the checking period. House N2, base model.

Base Weather File Simulation
Living Children

Bedroom Kitchen
Global

Model Name Period
Room Room Index

MAE (°C) ρ (%) MAE (°C) ρ (%) MAE (°C) ρ (%) MAE (°C) ρ (%) MAE (°C) ρ (%)

N2 On-site Checking 1.82 91.9 0.22 99.6 0.32 98.3 0.65 95.5 0.75 90.1
N2 Third-party Checking 0.846 87.5 0.73 99.4 0.93 97.2 2.09 86.2 1.15 84.5

N2 Weather_T Checking 1.23 90.3 0.41 99.5 0.57 97.0 1.57 89.1 0.95 84.5
N2 Weather_GHI Checking 1.09 88.3 0.59 99.4 0.81 97.2 0.92 90.9 0.85 88.9
N2 Weather_DHI Checking 0.79 88.9 0.69 99.6 0.78 98.6 1.98 87.8 1.06 85.6
N2 Weather_WS Checking 0.84 87.6 0.72 99.4 0.92 97.3 2.08 86.4 1.14 84.6
N2 Weather_WD Checking 0.84 87.5 0.73 99.4 0.93 97.2 2.09 86.3 1.15 84.5
N2 Weather_RH Checking 0.84 87.4 0.74 99.4 0.94 97.1 2.11 86.1 1.16 84.4
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Table A3. MAE and ρ indices per thermal zone in the training period. House N2, calibrated model.

Calibrated Weather File Simulation
Living Children

Bedroom Kitchen
Global

Model Name Period
Room Room Index

MAE (°C) ρ (%) MAE (°C) ρ (%) MAE (°C) ρ (%) MAE (°C) ρ (%) MAE (°C) ρ (%)

N2 On-site Training 0.56 98.6 0.41 98.2 0.44 96.8 0.79 95.13 0.55 97.4
N2 Third-party Training 0.98 96.2 0.42 99.0 0.77 92.0 1.73 90.2 0.98 92.0

N2 Weather_T Training 0.68 96.7 0.25 98.0 0.54 94.6 1.29 92.5 0.69 93.6
N2 Weather_GHI Training 0.85 96.7 0.40 99.1 0.79 91.2 0.97 93.4 0.75 94.2
N2 Weather_DHI Training 0.87 96.8 0.36 98.9 0.60 95.3 1.46 92.7 0.82 94.2
N2 Weather_WS Training 0.96 96.1 0.36 99.0 0.76 92.1 1.63 90.7 0.93 92.3
N2 Weather_WD Training 0.98 96.2 0.42 99.0 0.77 92.0 1.73 90.2 0.98 92.0
N2 Weather_RH Training 0.98 96.2 0.43 99.0 0.78 92.0 1.74 90.2 0.98 91.9

Table A4. MAE and ρ indices per thermal zone in the checking period. House N2, calibrated model.

Base Weather File Simulation
Living Children

Bedroom Kitchen
Global

Model Name Period
Room Room Index

MAE (°C) ρ (%) MAE (°C) ρ (%) MAE ( °C) ρ (%) MAE (°C) ρ (%) MAE (°C) ρ (%)

N2 On-site Checking 0.32 99.7 0.60 99.9 0.38 98.8 0.74 93.7 0.51 97.1
N2 Third-party Checking 0.49 94.0 0.72 99.5 0.82 97.8 1.58 85.6 0.90 91.5

N2 Weather_T Checking 0.78 96.5 0.40 99.6 0.46 97.8 1.04 88.7 0.60 92.1
N2 Weather_GHI Checking 1.09 94.8 0.59 99.5 0.81 97.8 0.91 90.2 0.85 93.2
N2 Weather_DHI Checking 0.79 94.7 0.68 99.4 0.78 98.9 1.98 87.1 1.06 92.2
N2 Weather_WS Checking 0.84 94.1 0.72 99.4 0.92 97.7 2.08 85.9 1.14 91.8
N2 Weather_WD Checking 0.84 94.0 0.74 99.5 0.93 97.8 2.09 85.6 1.15 91.6
N2 Weather_RH Checking 0.84 94.0 0.74 99.5 0.94 97.7 2.11 85.5 1.16 91.5

Table A5. MAE and ρ indices per thermal zone in the training period. House O5, base model.

Base Weather File Simulation
Living Children

Bedroom Kitchen
Global

Model Name Period
Room Room Index

MAE (°C) ρ (%) MAE (°C) ρ (%) MAE (°C) ρ (%) MAE (°C) ρ (%) MAE (°C) ρ (%)

O5 On-site Training 1.46 98.7 0.60 98.7 0.28 98.6 0.48 98.4 0.71 97.8
O5 Third-party Training 2.10 95.9 1.26 98.1 0.82 96.0 1.83 93.3 1.50 95.0

O5 Weather_T Training 1.67 96.5 1.00 98.1 0.51 96.7 1.37 95.0 1.14 95.8
O5 Weather_GHI Training 1.91 97.7 1.23 99.1 0.82 95.3 0.98 95.9 1.24 97.4
O5 Weather_DHI Training 1.83 96.5 1.16 98.1 0.58 98.7 1.55 94.8 1.28 96.0
O5 Weather_WS Training 2.07 96.0 1.22 98.1 0.78 96.0 1.76 93.4 1.46 95.1
O5 Weather_WD Training 2.10 96.0 1.26 98.1 0.82 96.0 1.83 93.3 1.50 95.1
O5 Weather_RH Training 2.11 96.0 1.27 98.1 0.83 96.0 1.84 93.2 1.51 95.0

Table A6. MAE and ρ indices per thermal zone in the checking period. House O5, base model.

Base Weather File Simulation
Living Children

Bedroom Kitchen
Global

Model Name Period
Room Room Index

MAE (°C) ρ (%) MAE (°C) ρ (%) MAE (°C) ρ (%) MAE (°C) ρ (%) MAE (°C) ρ (%)

O5 On-site Checking 1.31 97.9 0.54 99.7 0.26 97.4 0.50 96.9 0.65 95.0
O5 Third-party Checking 1.68 84.4 1.43 97.8 0.70 94.0 1.64 88.2 1.36 87.7

O5 Weather_T Checking 1.16 86.9 1.16 98.6 0.41 94.8 1.15 92.0 0.97 89.5
O5 Weather_GHI Checking 1.28 94.7 1.09 98.9 0.59 93.9 0.68 91.4 0.91 93.8
O5 Weather_DHI Checking 1.64 84.1 1.44 98.0 0.57 97.6 1.53 90.0 1.30 88.6
O5 Weather_WS Checking 1.66 84.5 1.41 97.9 0.69 94.2 1.61 88.5 1.346 87.9
O5 Weather_WD Checking 1.68 84.4 1.44 97.8 0.70 94.0 1.64 88.2 1.36 87.7
O5 Weather_RH Checking 1.70 84.4 1.44 97.8 0.71 93.9 1.66 88.1 1.37 87.7
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Table A7. MAE and ρ indices per thermal zone in the training period. House O5, calibrated model.

Calibrated Weather File Simulation
Living Children

Bedroom Kitchen
Global

Model Name Period
Room Room Index

MAE (°C) ρ (%) MAE (°C) ρ (%) MAE (°C) ρ (%) MAE ( °) ρ (%) MAE (°C) ρ (%)

O5 On-site Training 0.65 98.6 0.25 99.1 0.30 97.8 0.35 97.9 0.39 98.9
O5 Third-party Training 1.64 95.9 0.29 98.5 0.35 95.3 0.40 97.0 0.67 97.2

O5 Weather_T Training 1.12 97.1 0.30 98.4 0.29 97.0 0.33 96.9 0.51 97.9
O5 Weather_GHI Training 1.46 98.0 0.21 99.1 0.37 95.1 0.32 97.7 0.59 98.3
O5 Weather_DHI Training 1.41 96.6 0.26 98.7 0.29 96.9 0.36 96.6 0.58 97.5
O5 Weather_WS Training 1.58 96.8 0.30 98.7 0.43 95.0 0.45 97.0 0.69 97.4
O5 Weather_WD Training 1.64 96.0 0.28 98.5 0.35 95.3 0.40 97.0 0.67 97.1
O5 Weather_RH Training 1.65 96.0 0.28 98.5 0.35 95.3 0.40 97.0 0.67 97.1

Table A8. MAE and ρ indices per thermal zone in the checking period. House O5, calibrated model.

Base Weather File Simulation
Living Children

Bedroom Kitchen
Global

Model Name Period
Room Room Index

MAE (°C) ρ (%) MAE (°C) ρ (%) MAE ( °C) ρ (%) MAE (°C) ρ (%) MAE (°C) ρ (%)

O5 On-site Checking 0.50 98.3 0.50 98.7 0.28 99.3 0.40 97.9 0.42 97.5
O5 Third-party Checking 1.43 86.1 0.37 96.3 0.41 96.4 0.74 94.0 0.74 90.8

O5 Weather_T Checking 0.85 89.8 0.30 97.3 0.28 98.2 0.43 94.8 0.46 93.3
O5 Weather_GHI Checking 1.05 95.2 0.33 98.1 0.42 96.6 0.41 96.0 0.55 96.2
O5 Weather_DHI Checking 1.40 85.8 0.37 96.3 0.33 98.5 0.58 89.4 0.67 90.5
O5 Weather_WS Checking 1.46 85.9 0.35 96.1 0.44 97.0 2.87 95.7 1.28 70.6
O5 Weather_WD Checking 1.43 86.1 0.38 96.3 0.41 96.5 0.74 94.0 0.74 90.8
O5 Weather_RH Checking 1.43 86.1 0.38 96.3 0.41 96.4 0.75 93.9 0.74 90.7
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