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Abstract 

In a digitally empowered business world, a growing number of family businesses are leveraging 

the use of chatbots in an attempt to improve customer experience. This research investigates the 

antecedents of chatbots successful use in small family businesses. Subsequently, the authors 

determine the effect of two distinctive sets of human-machine communication factors, namely 

functional and metaphysical, on customer experience. The latter is then is then assessed with 

respect to its effect on customer satisfaction. Whilst a form of intimate attachment is widely 

observed between customers and small businesses, affective commitment is prevalent in 

customers’ attitudes and could be conflicting with the distant and impersonal nature of chatbot 

services. Hence, the moderating role of customers’ affective commitment on the relationship 

between customer experience and customer satisfaction is also tested. Data were collected from 

408 respondents and the results offer an explicit course of action for family businesses to 

effectively embed chatbot services in their communication with their customers. The authors 

provide practical and theoretical implications that stipulate the dimensions of chatbots effective 

use in the context of small sized family businesses. 
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1.Introduction 

Family firms play a very important role in the global economy. In the UK only, family businesses 

employ over 14 million people, which is over 50 per cent of all employees in the private sector. 

This contributes over £657 billion to UK GDP which is more than 43 per cent of the private 

sector’s total GDP contribution (IFB Research Foundations, 2020). As firms are permitted to 

restart their operations after the last wave of the pandemic, and production levels head back 

towards more normal levels, family firms will continue to play a critical role in the economic 

recovery, as well as continue to make a very important contribution to the global economy in the 

future. Family firms are now acknowledged as the prime form of business enterprise in the world.  

 

Nevertheless, management literature has been neglecting family firms for many years (e.g., Dyer 

& Dyer, 2009; Litz, 1997; Sharma et al., 2007), and only recently serious efforts have been made 

to define and capture their essence and dynamics (Hadjielias, Christofi, Vrontis & Khan, 2022; 

Glyptis et al., 2021; Sharma & Nordqvist, 2008; Klein, Astrachan, & Smyrnios, 2005; Chua, 

Chrisman, & Sharma, 1999; Heck & Trent, 1999; Westhead & Cowling, 1998; Handler, 1989). 

Essentially, this disparity comes as a result of the heterogeneity of organizations that fall under 

the heading of family businesses and the ambiguity revolving around their nature and 

arrangement; in recognition of the latter, there has been an ongoing debate to resolve definitional 

disparities in the past years (e.g. Astrachan & Shanker, 2003).  

 

Whilst the need to gain a deeper understanding of the delineation of family businesses in different 

institutional contexts is always present, new themes are increasingly gaining scholarly attention 

in the field (e.g. Hadjielias, Christofi & Tarba, 2021; Thrassou, Vrontis & Bresciani, 2018; Craig 

& Salvato, 2012; Reuber & Fischer, 2011) given the massive use of digital technologies and the 

evolution digital transformation. As consumers progressively spend more time on digital 

platforms and the volume of e-commerce activities increases, family businesses are attempting to 

gain a competitive advantage (Moriuchi et al., 2021; Lude & Prügl, 2018; Huang & Rust, 2018; 

Bilgihan, Kandampully & Zhang, 2016) and meet customer requests (Araujo & Casais, 2020; 

Moriuchi et al., 2021; Kumar et al., 2020; Trivedi, 2019; Bilgihan, Kandampully & Zhang, 2016) 

through the use of new technologies. Effectively, they have been in the cusp of introducing digital 

tools to improve customer experience, aid business growth and offset competition, which is 

reportedly one of their biggest obstacles to success for small sized family businesses according to 

SBS (2018).  

 



That said, Artificial Intelligence (AI) powered technologies, like chatbots, are increasingly 

applied in family businesses’ e-commerce websites to accommodate the customer journey 

(Davenport et al., 2020; Kumar et al., 2020). Businesses employ AI technology to perform 

empathetic and intuitive tasks like humans (Huang & Rust, 2018) through the use of algorithms, 

software and technologies like machine learning, deep learning and natural language processing 

(Davenport et al., 2020). A conversational agent (CA) is powered with AI and uses human 

language to interact with customers (Danckwerts, Meißner & Krampe; 2019; Kumar et al., 

2020). CAs can be distinguished according to their communication mode – namely, text-based 

and speech- based (Danckwerts, Meißner & Krampe; 2019; Araujo & Casais, 2020; Luo et al., 

2019). Speech-based agent is, for example, Apple’s Siri, while text-based ones are chat agents 

that respond to written text (Kumar et al., 2020; Danckwerts, Meißner & Krampe, 2019 Go & 

Sundar, 2019; Lee & Choi, 2017). 

 

While AI technology implementation in business – customer communications is an eventuality 

that all businesses should prepare for, customers are nevertheless reported to also have 

unsatisfactory interactions with chatbots (Trivedi, 2019; Go & Sundar, 2019; Huang & Rust, 

2018). Chatbots do not often meet the expectations of customers due to the misunderstanding 

of input (Sheehan, Jin & Gottlieb, 2020; Danckwerts, Meißner & Krampe, 2019) or due to 

perceived risk of using them (Trivedi, 2019) as they are not yet adequately sophisticated (Go & 

Sundar, 2019; Lee & Choi, 2017). More importantly, CAs often lack empathy and struggle to 

understand the emotions of customers (Huang & Rust, 2018; Luo et al., 2019; Danckwerts, 

Meißner & Krampe, 2019) and tend to communicate artificially due to their reliance on the 

programmed scripts (Go & Sundar, 2019). Conversely, some customers feel uncomfortable 

exchanging personal information with chatbots (Luo et al., 2019; Danckwerts, Meißner & 

Krampe, 2019) and this sense of distancing challenges the use of chatbots. This is further 

amplified by the allegedly strong personal relationships observed between small family 

businesses and their customers (Johnson, Herrmann & Huber, 2006; Rust, Zeithaml & Lemon, 

2000; Price and Arnould, 1999). Reportedly, small businesses' distinctive customer experience 

lies in their human interaction with customers (Gilboa, Seger-Guttmann & Mimran, 2019). This 

unique personal relationship is conveyed through customer affective commitment, an attitude 

that reflects customers’ attachment to a business and, thus, has pivotal role in relation to 

understanding chatbot successful implementation in a small family business context.  

 

Subsequently, extrapolating the existing findings about the chatbots usefulness in the family 



business context would be mostly based on intuition, as to the best of the authors knowledge no 

such study is conducted in relation to any family business setting. The contribution of this study, 

therefore, lies in the investigation of the effectiveness of chatbots used by family businesses. 

Identifying the antecedents of AI chatbot effective implementation in a family business context 

is of extreme importance given the sheer numbers of family businesses in the world economy 

and their contribution to GDP. It also becomes even more important given the increasing 

embedment of new technologies in customer service. But establishing these key factors is only 

the first part of the jigsaw. Understanding how these antecedents shape and influence customer 

experience at a more fine-grained level is the second part of the jigsaw, if we are able to offer 

potential solutions, which might ameliorate the family business customer journey. And this is 

where we present new knowledge and evidence, having initially established just how important 

specific drivers (namely functional and metaphysical) of chatbot effectiveness are in respect of 

customer experience in small family businesses. The moderating role of customer affective 

commitment is also considered given that our investigation focuses on small family businesses, 

where affective commitment is deemed as a critical driver of customer behaviour (Fullerton, 

2003).  

 

2.Theoretical conceptualization and hypotheses 

 

2.1 Chatbots and Human Machine Communication 

Chatbots, otherwise known as conversational agents or digital assistants, help consumers with 

product or service-related information in their path to make purchase decision (Willems et al., 

2017). The literature presents chatbots as an opportunity for increased online engagement when 

they meet a certain criterion of features in interactions (Pantano & Pizzi, 2020). According to 

Evans (2019), more than 60% of respondents claim that AI will handle customer requests. 

Araújo and Casais’s (2019) indicate that investment in chatbots is an important factor of 

differentiation as they will become a key competitive advantage that allows brands to create 

personalized experiences and offer tailored services and improved customer engagement 

(Euromonitor, 2020). In contrast, Prentice et al. (2020) suggest that chatbots are gaining 

popularity due to their operational efficiency and enhancement of customer experiences, 

however they claim this has little or no impact in comparison to employee efforts. 

Consequently, it is asserted that AI services should not be impetuously regarded as an essential 

component for a differentiation strategy.  

 



On the same basis, insights by industry reports (Eurmonitor International, 2019) reveal that a 

gap exists within the relationship of AI, customers and businesses, as the absence of humans 

may not meet the customers’ traditional expectations; therefore, a need of integrating human 

qualities with AI is highlighted. Wilson et al. (2017) posit that when chatbots display human-

like characteristics and behaviors it is more likely for consumers to interact and relate with 

them. Nonetheless, recent studies address the limited knowledge available on the subject of 

augmenting consumer perceptions of trust and acceptance of these digital assistants (Wirtz et 

al., 2018). This is considered the main challenge of using chatbots as a communication method, 

the loss of the human touch and the distrust of algorithms making ethical decisions (Friedland, 

2019) leading to customer pushback. In addition, risks and issues related to privacy violations, 

information bias, discrimination or manipulation are considered as challenges in chatbot 

adoption (Cheatham, Javanmardian and Samandari, 2019).  

 

Lewis, Guzman and Schmidt (2019) suggest that traditional paradigms of communication 

theory do not supply a suitable theoretical underpinning for chatbot implementation. As 

communication theory is based on human-to-human interactions, it has failed to evolve and 

integrate technology (Gunkel, 2012). Additionally, communication theory holds an 

anthropocentric meaning of communication that is a reflection of a larger cultural 

conceptualization of communication, which is limited to humans (Peters, 1999). Human 

Machine Communication (HMC) was developed to tackle this issue and progress the study of 

AI by theorizing technology in the context of communication with humans (Lewis, Guzman 

and Schmidt, 2019). Guzman (2018) defines HMC as creating meaning between humans and 

machines, whereas Spence (2019) considers it as a modification and advancement of the theory 

involved in people’s interactions with chatbots and technology. With AI technologies now 

designed to function as communicators (Rogers, 1997), certain dimensions of HMC, namely 

functional and metaphysical can be adapted to assess the effective use of AI powered 

technologies in customer-business communication. Functional elements refer to how people 

make sense of AI devices and technologies as communicators while metaphysical elements 

refer to the blurring of ontological boundaries around what constitutes as human, machine and 

communicator (Gunkel, 2012).  

 

2.2 Customer Experience 

Contemporary marketing activities aim to create and enrich the customer journey, also known 

and theorised as customer experience with the firm or the brand (Lemon and Verhoef, 2016). 



Experiences are seen as the cumulative effect of business – customer interaction in various 

touchpoints (Lee et al., 2018; Shankar, 2014), highlighting the holistic nature of customer 

experience (Bolton et al., 2018; Schmitt, Brakus & Zarantonello, 2015; Meyer & Schwager, 

2007). The literature provides numerous definitions of customer experience (Richardson, 2010; 

Lemon & Verhoef, 2016). Customer experience is recently conceptualised as ‘the internal and 

subjective response that customers have to any direct or indirect contact with the company 

(Meyer & Schwager, 2007, p18) while Jain, Aagja, and Bagdare (2017) posit that it is the sum 

of feelings, perceptions and attitudes shaped during a cohesive succession of contacts with 

people, objects, processes and environment. It is also suggested that the concept of customer 

experience refers to a multidimensional (i.e. emotional, cognitive, sensorial, relational and 

behavioural) customer response to a business offering or communication (Jaakkola, Helkkula, 

and Aarikka-Stenroos, 2015; Schmitt, 1999). For instance, the use of emoticons in a chatbot 

service impacts the emotional dimension of customer experience (Bleier, Harmeling & 

Palmatier, 2019; Brakus, Schmitt & Zarantonello, 2009; Lemon & Verhoef, 2016). The 

acknowledgement of customers emotions is actually a fundamental antecedent of customer 

experience (McLean, Al-Nabhani & Wilson, 2018; Edvardsson, 2005). As such, in its current 

conseptualisation, customer experience is expected to embody the subjective response of 

customers towards a direct or indirect contact (e.g. chatbot service) with a company (Homburg, 

Jozić & Kuehnl, 2017). 

 

Customer experience significance for companies and marketers is further asserted by its use to 

determine the company performance and define the strategic marketing objectives (Bilgihan, 

Kandampully & Zhang, 2016; Klaus & Maklan, 2013; Rose, Hair & Clark, 2011). Previous 

studies have linked positive customer experience to different outcomes pertaining to e.g. 

customer satisfaction, customer loyalty, re-purchase intention (Shobeiri, Mazaheri & Laroche, 

2018; McLean, Al-Nabhani & Wilson, 2018; Verhoef et al., 2009). These outcomes are 

achieved with the use of effective marketing strategies (e.g. the use of new technologies in 

marketing communication) and are leveraged more effectively through the creation of positive 

customer experience (Bilgihan, Kandampully & Zhang, 2016; McLean, Al-Nabhani & Wilson, 

2018).  

 

Given the formerly claimed perception of family businesses, as better in service but worse in 

price vs value, there is inadequate evidence about family businesses performance in terms of 

customer experience (Orth & Green, 2009). With big corporations already demonstrating 



proficiency in expanding experience optimization across channels, it is also imperative for 

businesses that lag behind (e.g. SME family businesses) to delve into the antecedents of 

customer experience. As the twin pressures of consumer expectations and competition continue 

to accelerate, and while family businesses slowly move away from (Schmitt, 1999) traditional 

marketing, it is critical to exploit the use of innovative customer services (e.g. chatbots) and 

provide exceptional experiences to keep their customers satisfied (Rose, Hair & Clark, 2011). 

 

2.3 Customer Satisfaction 

Customer satisfaction has been in the centre of academics’ attention for many decades (e.g. Oliver, 

1981; Li et al., 2020). Researchers have assessed customer satisfaction in various contexts and in 

relation to several critical factors (e.g. Szymanski and Henard, 2001; De Wulf et al., 

2001; Garbarino and Johnson, 1999). While there is a wide stream of research across multiple 

disciplines within the extant literature, there is no consensus on the definition of customer 

satisfaction. Chiou and Droge (2006) posit that satisfaction is reached when customers purchase 

choices meet or exceed their positive expectations. This is further rationalized by the expectation 

confirmation theory (Oliver, 1977), where satisfaction is seen as the active process of expectation 

formation, technology use and confirmation towards a satisfied judgment (Brill et al., 2019; 

Morgeson, 2013). Parasuraman et al. (1995) explain that satisfaction is achieved when consumers 

continue to use a specific service rather than choosing an alternative; in this respect service 

quality, regardless of whether it refers to the overall service (e.g. the one the customer paid for) 

or part of it (e.g. customer service from a chatbot), is considered as a precursor of customer 

satisfaction (Meuter et al., 2000; Shi et al., 2014).  

 

Scholars have associated satisfaction with AI related functions of a service (Gursoy et al., 2019; 

Araújo and Casais, 2019; Prentice et al., 2019). Prentice et al. (2020) suggest that the use of 

chatbots and other AI-powered applications is offered to enhance customer experience (Van 

Belleghem, 2017) and is thus, significantly related to customer satisfaction. Core elements of 

technology acceptance theories (e.g. TAM, Davis, 1985), such as perceived usefulness, have also 

been associated with satisfaction (Scherer et al., 2019; Marangunić and Granić, 2014); still the 

power of these models to explain customers behaviour towards AI-powered services is allegedly 

curtailed owing to their effectiveness to assess only non-intelligent technologies (Lu et al., 2019). 

Customer satisfaction is fundamentally important in a family business context where business-

customer relationships are presumably based on a genuine connection of mutual understanding, 

trust and rapport (Anderson and Sullivan, 1993; Cooper et al., 2005). In order to instil and renew 



these relationships, family businesses endeavour to offer customer enhanced customer journey 

through technological advancements, like AI chatbots, and increased customer satisfaction 

through improved customer experience. Similar to prior investigation (e.g. Oliva et al., 

1992; Mittal et al., 1998) satisfaction in this study is theorised as the evaluation of the total of 

customer – family business relationship (Anderson and Narus, 1990).  

 

 

2.4 Functional Factors of Chatbots Use and Customer Experience 

According to Human Machine Communication (HMC) theory (Guzman and Lewis, 2020), the 

users’ perception of AI chatbots as communicators is immediately related to the functional 

dimension of these machines and to the pertaining factors. This dimension refers to the practicality 

of the chatbot use, for example to its usefulness and communication skills. These characteristics 

are supposedly prominent in altering users’ perceptions of AI conversation agents (Sundar, 2008; 

Crolic et al, 2022). Accordingly, perceived usefulness and perceived ease of use are presented as 

two of the functional elements that can be considered as experience factors in the context of 

service robots (Wirtz et al., 2018). Both derive from the Technology Acceptance Model (TAM) 

and are therefore primarily expected to serve as predictors of technology acceptance (McLean, 

Al-Nabhani & Wilson, 2018; McLean & Osei-Frimpong, 2017; Rose, Hair & Clark, 2011; 

Bilgihan, Kandampully & Zhang, 2016). Still, perceived ease of use is alleged to be somewhat 

irrelevant to chatbots as the latter do not require users to learn how to operate them; they are 

designed to resemble and replace employees, therefore ease of use would not meaningfully relate 

to experience either.  

 

On the contrary, customers are normally shaping their experience on the basis of AI chatbot 

communication usefulness. In that case, the user-machine communication is determined by the 

influence of role theory, which suggests that both actors should behave in harmony with socially 

defined roles in order for role congruency to emerge (Solomun et al., 1985). Roles, here, are 

defined as collections of social, functional and cultural norms that dictate how interacting parties 

should act in certain situations (Giebelhaussen, 2014). Therefore, if the chatbot presents itself in 

a socially acceptable manner, the interacting user will comply with the same behaviour. Functional 

elements could otherwise be a barrier to the customer – bot communication, that is if not exhibited 

at a standard expected by consumers (Wirtz et al., 2018). Conversely, Chung et al. (2020) suggest 

that problem solving, customization and enjoyment are key functional elements that can 

ameliorate customer communication experience and satisfaction. Building on the aforementioned 



theoretical standpoint, this study examines four functional elements of chatbots use, namely 

perceived usefulness, problem solving, customization and perceived enjoyment, which will be 

discussed further in relation to customer experience. 

 

2.4.1 Perceived usefulness and Customer Experience 

The usefulness of information systems refers to the way they assist customers to increase 

efficiency, productivity and the overall performance (Davis, 1989). Perceived usefulness plays 

a vital role in accepting new technology (Kasilingam, 2020). Equally, previous studies present 

the significant impact of perceived usefulness on the use and behavioural intention towards 

specific forms of technology (Wu & Wang, 2005; Khalifa & Shen, 2008; Zhang, Zhu & Liu, 

2012). According to Rose et al. (2012) customer experience is influenced by the usefulness of 

technology. Many researchers have subsequently examined the impact of usefulness on 

customer satisfaction and customer experience (Trivedi, 2019; McLean & Osei- Frimpong, 

2017; Martin, Mortimer & Andrews, 2015; Rose et al., 2012; McLean, Al- Nabhani & Wilson, 

2018; Bilgihan, Kandampully & Zhang, 2016). Consumers are more likely to adapt and use 

technology that they perceive as useful (Kasilingam, 2020). Previous research also shows that 

users’ predefined expectations about technology usefulness are prerequisites of their positive 

experience (Jan & Contreras, 2011; King & He, 2006; Kasilingam, 2020). Therefore, the 

requirement of the perceived usefulness needs to be fulfilled in order to create positive 

experiences (Hackbarth, Grover & Yi, 2003). The following hypothesis can, thus, be drawn to 

examine the relationship between perceived usefulness and customer experience: 

 

H1: Perceived usefulness positively impacts customer experience with family business chatbots  

 

2.4.2 Perceived Enjoyment and Customer Experience 

Perceived enjoyment refers to the level of entertainment and fun in an exchange of effective 

help with peers. Conversely, it effects the intrinsic motivation for systematic cognitive 

processing and, thus, the attitude towards the technology's usefulness (Lee & Choi, 2017; Sun 

and Zhang, 2008; Venkatesh et al., 2002) and functionality (Venkatesh, 2000; Rese et al., 2017; 

Bilgihan, Kandampully & Zhang, 2016). It indicates the excitement of customers, and it 

functions as an intrinsic value of e-commerce behaviour (Salehi, Salimi & Haque, 2013; 

Bilgihan, Kandampully & Zhang, 2016). Several technology-acceptance studies have 

investigated perceived enjoyment (e.g Venkatesh, Thong & Xu, 2012); reportedly it is a 

significant factor leading to positive customer experience (Hsiao, Chang & Tang, 2016; 



McLean, Al-Nabhani & Wilson, 2018; Bilgihan, Kandampully & Zhang, 2016). However, little 

to no research is conducted in the context of chatbots use. Chatbots with more sophisticated 

social skills tend to demonstrate enriched entertainment elements, increase perceived enjoyment 

and eventually enhance the customer experience (Lee & Choi, 2017). In fact, previous research 

suggests that customers will not report a positive experience without enjoying their activity 

(Hoffman & Novak, 2009; Hsiao, Chang & Tang, 2016). The more a customer enjoys 

communicating through chatbots, the more likely this individual will have a seamless 

experience and continue using this service ((Muntinga et al., 2011). Eventually, enjoyment 

impacts the customer experience positively (Haas & Kenning, 2014; Kasilingam, 2020). Thus, 

the following hypothesis can be drawn: 

 

H2: Perceived enjoyment positively impacts customer experience with family business chatbots. 

 

2.4.3 Problem Solving and Customer Experience 

Problem solving entails instant and direct responses to issues that the customer brings forward; 

essentially the way this is executed forms attitudes and perceptions about the service involved 

(Kim et al., 2016). Subsequently, customers whose expectations are met tend to report a positive 

experience while those with unresolved issues feel frustrated and alienated. AI powered devices 

can offer advanced skills and are used in customer service to conform with this conception. It 

is anticipated that chatbots will effectively resolve consumer issues, as they can successfully 

make decisions when dealing with complex tasks (Gray, Reardon & Kotler, 2017). Effective 

problem solving is seen one of the principal success factors for family businesses (Hoover & 

Hoover, 1999); in retrospect they create positive customer experience through relationship 

marketing practices, customer care and day-to-day problem solving. Using chatbots as a means 

of communication is expected to amplify problem solving effectiveness and, hence, contribute 

to a progressive boost to customer experience. Although effective problem solving is a concept 

notionally close to perceived usefulness, we consider its separate inclusion in our conceptual 

framework important, as decision making is particularly crucial for customer interactions and 

AI devices’ contribution to that end goes beyond the general firm productivity and effectiveness 

improvement. Thus, we hypothesise:  

 

H3: Effective problem-solving skills positively impacts customer experience with family business 

chatbots. 

 



2.4.4 Customization and Customer Experience 

Customization refers to the process of personalizing and tailoring offerings to satisfy individual 

needs (Wang and Li, 2012). This could be achieved through the use of big data, AI technologies 

and customer relationship management strategies that reportedly promote personalization and 

customization of customer services (Anshari et al., 2019). Exceptional conversation agent - 

customer interaction derives from customer need for customization (Locker, 1995). Unlike the 

established technology-based customer service already illustrating large enterprises practices, 

small family businesses customization derives mostly from employee-customer interaction. 

Chatbots are able to meet that standard as they can offer personalized messages and assistance 

through direct chat and meet the customers’ individual differences through co-creation, e.g. 

when customers are able to self-create their chatbot (Wald et al., 2021). Akin to previous studies 

(Teng, 2010; Mochon et al., 2012), small family business customers are expected to be more 

eager to engage with a chatbot they self-create, thus having the opportunity for increased level 

of customer experience (Chakrabarty, Widing & Brown, 2014; Chaung et al., 2020). Hence, we 

hypothesize: 

 

H4: Customization positively impacts customer experience with family business chatbots. 

 

2.5 Metaphysical Factors of Chatbots Use and Customer Experience 

Guzman and Lewis (2019) describe the metaphysical aspects of communicating through AI 

devices as the dissolution of ontological boundaries between individuals and technology. These 

barriers refer to certain characteristics of human substance, function and behaviour (Riskin, 

2007). The metaphysical dimension, therefore, embraces the idea of establishing particular 

humanistic attributes to chatbots that would allow users to relate to them flawlessly and 

experience a seamless customer journey (Papacharissi, 2019). Progressively, the social roles 

between customers and chatbots are clearly defined and explained and customer expectations 

are more accurately formed; in other words, customers are able to mentally prepare on how they 

should communicate with chatbots (Suchman, 2009). This is driven by verbal and non-verbal 

attributes such as social presence demonstrated by the device technology, humanlike responses, 

emotions and anthropomorphic qualities. These elements inform users on how to conceptualize 

the chatbot and how to act and communicate with it, leading to customer improved customer 

experience and acceptance (Guzman, 2020). Eventually, as chatbots are designed to take on a 

role previously assigned to a human, this blurs the border between humans and machines (Weil, 

2017).  

https://www.sciencedirect.com/science/article/pii/S0148296318304776#bb0240


 

2.5.1 Social Presence and Customer Experience 

Many scientists have worked on social presence theory and elaborated the concept of social 

presence (Lu, Fan & Zhou, 2016; Short, Williams & Christie, 1976). Social presence is defined 

as ‘the degree of salience of the other person in the interaction’ (Short, Williams & Christie, 1976, 

p65). It refers to the connection, perception and feelings of customers towards another 

intellectual identity like chatbots (De Cicco, e Silva & Alparone, 2020 Kang & Lee, 2018; 

Hassanein & Head, 2007)) and is expressed through visual humanlike cues (e.g. figures) that 

may increase the feeling of salience (Go & Sundar, 2019). Social presence creates a 

psychological connection between customer and technology that reportedly leads to positive 

experience (Lu, Fan & Zhou, 2016; Ogara, Koh & Prybutok, 2014). On this basis, previous 

research has tested the effect of social presence on perceived human warmth in the digital 

communication environment (Go & Sundar, 2019; Araujo, 2018; Chen, Olfman & Harris, 

2005). Social presence theory has been intensively investigated in the context of information 

systems and is found to have a critical role in shaping customer experience (Ogara, Koh & 

Prybutok, 2014; Short, Williams & Christie, 1976; Ye et al., 2019), particularly e-service 

experience (Kang & Lee, 2018). When the attribute of social presence is embedded in 

technology it can predict the experience of the customer with a tech interface (Ye et al., 2019). 

Thus, the following hypothesis can be drawn: 

 

H5: Social presence positively impacts customer experience with family business chatbots 

 

2.5.2 Emotions and Customer Experience 

Positive emotions are seen to stipulate fruitful experiences within social interactions: familiarity, 

empathy and warmth are achieved through smooth, accurate and complete dialect (Emmers-

Sommer, 2004). By expressing emotions in a human-machine interaction, chatbots are attaining 

social roles therefore users form corresponding expectations and attitudes (Nass and Moon, 2000). 

Sutoyo et al. (2019) explain that expression of emotions is key for chatbot believability. It is also 

suggested that chatbots exhibiting humanoid emotions of empathy and compassion lead to more 

trust (Wirtz et al., 2018; Van Doorn et al., 2017). Emotions may also be displayed through 

‘Emoji’s’, which are defined as small digital images that convey emotions and ideas. Several 

studies (e.g. Beattie, Edwards & Edwards, 2020) posit that the use of Emojis produced feelings of 

intimacy and uplifted mood (Ganster, Eimler, Krämer, 2012; Shevat, 2017) resulting in greater 

customer experience. Emotions expression enhances perceptions of attentiveness, emotional 



expressions and competence in chatbot users. Gursoy et al. (2019) acknowledge the need for a 

comprehensive model that encompasses the emotional and social presence of chatbots in 

interactions elements that are neglected in TAM. According to the of AI Device Use Acceptance 

(AIDUA) theoretical model (Van Doorn et al., 2016), individual’s response to a stimulus is 

decided by the emotions generated by them in multi-facetted cognitive evaluation of the stimulus 

(Lazarus, 1991). Thus, based on these studies, a consumer’s acceptance of chatbot communication 

is highly related to the emotions generated during the interaction. Therefore, the following 

hypothesis is formed: 

 

H6: Emotions positively impact customer experience with family business chatbots. 

 

2.5.3 Anthropomorphism and Customer Experience 

Anthropomorphism is the process of assigning human characteristics and traits to computer 

technology (Araujo, 2018; Sheehan, Jin & Gottlieb, 2020). Alternatively, anthropomorphism 

refers to ‘the human tendency to attribute human-like characteristics such as intentions, 

emotions or motivations to non- human agents’ (Seeger & Heinzl, 2018, p132).); it is, therefore, 

considered one of the key elements in establishing humanlike interactions between chatbots and 

customers (Seeger & Heinzl, 2018; Sheehan, Jin & Gottlieb, 2020). Human-like characteristics 

(e.g. the use of language idioms) help the consumers to establish a relationship with the 

computer agent (Touré-Tillery & McGill, 2015; Kiesler et al., 2008; Nass, 2004, Crolic et al, 

2022). When customers anthropomorphise they serve the need to increase their control of an 

unpredictable computer agent (Seeger & Heinzl, 2018; Waytz et al., 2010; Epley et al., 2008). 

Go and Sundar (2019) reveal that visual anthropomorphic representation of a human chatbot 

increases levels of homophily. This is a result of increased social presence through an 

established identity as this suggests the existence of another person during the interaction. Luo 

et al. (2019) revealed that customers are alienated if they realise the non-human nature of 

chatbots; ‘machine vs. human’ heuristics are triggered when consumers are aware that the 

conversational partner is not a human.  

 

What’s more human characteristics, such as names, are likely to fuel “humanness” heuristics 

(Sundar, 2008), and shape social perceptions, which allows users to treat chatbots as social 

actors (Nass and Moon, 2000). If the agent is perceived as a chatbot, users will judge its 

performance based on their pre-conceptions of machines rather than their actual performance 

(Koh & Sundar, 2010; Sundar, 2008). This can be attributed to category-based perceptions 



composed by social labels, which humans carry out to minimize cognitive effort when making 

judgments of others (Ashforth & Humphrey, 1997).Furthermore, a human-like conversation 

with a chatbot increases the satisfaction of customers and helps to form a positive customer 

experience (Lee & Choi, 2017). When customers perceive chatbots as human-like, they are 

more likely to establish an emotional connection, and therefore, enhance their overall 

experience (Danckwerts, Meißner & Krampe, 2019; Sheehan, Jin & Gottlieb, 2020). Hence, the 

following hypothesis can be drawn to examine the relationship between perceived humanness 

and customer experience: 

 

H7: Anthropomorphism positively impacts customer experience with family business chatbots. 

 

2.6 Customer Experience, Customer Satisfaction and the moderating role of Customer 

Affective Commitment 

 

Customer experience is, by definition, able to predict customer satisfaction (Oraedu, 2017; 

Zarantenello and Schmitt, 2000), as the latter refers to the evaluation of both partial and full 

experience with the offering provided by a business (Ugwuanyi et al, 2021). Ultimately, this 

suggests an enduring positive relation between the two constructs (Garg et al., 2014; Overby 

and Lee, 2006) as already discussed above. In a similar vein, a good experience with an AI 

powered chatbot service enhances the overall business offering and adds value to the 

relationship. Hence, conversation assistants are expected to optimize customers’ experience, 

which, in turn, is positively related to enhanced levels of customer satisfaction (Ying et al., 

2020); customers with advanced experience are expected to be more satisfied. Thus, we propose 

the hypothesis below: 

 

H8: Customer experience with family business chatbots positively impacts customer satisfaction 

 

Despite the emergence of new technologies in customer service, family business staff members 

continue to have a pivotal, albeit somewhat diluted role (Young et al., 2009). They are the 

family business face in the customers’ eyes and preserve a relationship of mutual commitment 

with customer. Customers’ affective commitment is particularly resilient in small family 

businesses and this draws extensively on the unique, strong relationships built between 

customers and businesses. This is reflected by the strength of the customer’s identification and 

involvement with that business (Porter et al. 1974) and comprises the basis of affective 



commitment. (Bansal, Irving & Taylor 2004; Fullerton 2003). Affective commitment which is 

widely researched in the literature is described the “psychological attachment” to a business 

(Gundlach, Achrol &Mentzer, 1995), entails the customer motivation to remain in a relationship 

with that business. Effectively, this is different to loyalty in that affective commitment is a 

positive bonding and not a behavioural intention (Wetzels, de Ruyter, and Lemmink, 2000). In 

that sense, it should be mostly seen as a predictor of customer behaviour rather than the outcome 

or the actual behaviour itself. That said, the distinctive role of affective commitment in the 

family business context is expected to amplify the positive effect of customer experience on 

customer satisfaction. Overall, when customers are affectively committed to businesses (like in 

small family businesses), they are inclined to be more positive when experiencing a service 

(Fullerton, 2005) and consequently more satisfied. Thus:  

  

H9: Customer affective commitment has a moderating effect on the relationship between customer 

experience with family business chatbots and customer satisfaction. 

 

3. Methodology 

 

The target market for this study was the UK market, where family-owned SMEs continue to drive 

innovation (Covin et al., 2016). In plain numbers, more than 20 per cent of them have directed 

their efforts towards drastically enhancing their business and communication processes and 

services. According to Repgraph (2020), 15.1 per cent of family SMEs have invested in R&D 

over the last three years. The overall dynamics of family businesses are also outstanding, as 

approximately 88 per cent of all businesses in the UK, and a total of more than 5 million in actual 

numbers are family-owned businesses that operate in the UK today (IFB Research Foundations, 

2020). Initially, a series of discussions with market experts, namely small family business owners 

and customers, helped us get a clear picture of the specifics of the constructs in the family business 

context.  

 

To test the validity of our developed research hypotheses, we followed a positivistic approach and 

carried out a primary quantitative study (Parasuraman et al, 2006). Specifically, we carried out a 

field study with the use of structured questionnaire. It was considered essential for participants to 

have recent, real-life experiences with chatbots, so all of the participants included in the sample 

had previously used chatbots. To secure for this, we liaised with small family business managers 

that use chatbots in their customer service. Specifically, using the UK government’s database 



“Companies House” we identified 600 family firms that can be classified as small since they 

“annual turnover must be not more than £6.5 million, the balance sheet total must be not more 

than £3.26 million and the average number of employees must be not more than 50” (Companies 

House, 2021). Sequentially, we chose 80 of these firms that after an online check we did, they 

were identified as companies that use chatbots to communicate with their customers. We then 

conducted a manager from each of the 80 firms by email, explaining the scope of our study and 

asking them for access to customers who use their chatbots. Out of 80 managers, 45 agreed to 

help us with our study. subsequently, we used the chatbot communication service to recruit 

participants during their interaction with a chatbot. Specifically, at the end of the communication, 

the chatbot offered the option to participate to the study. Chatbot users had to simply follow a link 

to the questionnaire once they declared their interest to take part in the research. In order to achieve 

consistency in the service delivered by various family businesses’ chatbots, we used only chatbots 

that offered information via text pertaining to customer requests and queries about the business or 

the business services. In cases where the chatbots could not give a convincing answer the chat 

was ended, and the users were offered the study link before they were directed to talk to a human 

representative who would follow up the discussion. The participants' ages ranged from 25–65 

years (mean = 34.4; SD = 3.7). 216 participants identified as female and 192 as male.  

 

Problem Solving and Customization were measured with scales adapted from Chung et al. (2020) 

describing the interaction with the chatbot in terms of problems solving customization skills 

respectively. Perceived Enjoyment and Emotions scale items derived from Lu, Cai and Gursoy 

(2019). Similarly, the measurement for Anthropomorphism was adapted from scales validated in 

previous studies (Mowday, Steers, and Porter 1979; White and Schneider 2000). Perceived 

Usefulness was adapted from Davis (1989). Social Presence measurement was adapted from 

Gefen and Straub (2003) and measured how the participants perceived social presence displayed 

by the chatbot in their interaction. In line with the existing literature (Harrison-Walker, 2001; 

White & Schneider, 2000) Affective Commitment was assessed by adapting the scale that 

measured the psychological attachment (sense of belonging) with the family business. Likewise, 

Customer Experience scale was adapted from Trivedi (20019). Customer Satisfaction scale 

derived from Chung et al. (2020) measuring overall customer satisfaction. All measurement scales 

were assessed based on 7-point Likert-type scale items and ranged from 1= “strongly disagree” to 

7= “strongly agree”. Emotions were assessed on a 7-point bi-polar scale (e.g. bored-relaxed). 

 



Due to the fact that all data come from a single source, we consider the possibility of bias due to 

common method variance relatively high (Podsakoff et al. 2003). For that reason, we tested our 

data for common method bias using Harman’s one-factor test (Harman, 1976). The results 

indicated that the study’s item cannot be grouped into a single factor (p < 0.001), proving us with 

evidence to assume that common method bias is not a significant factor in our study. 

 

 

4. Data Analysis 

 

4.1 Scales’ validity and reliability 

In order to test the scales’ validity and reliability, we carried out confirmatory factor analysis 

(CFA) and then calculated each scale’s Average Variance Extracted (AVE), Composite 

Reliability (CR) coefficient and Cronbach a coefficient. As shown in Table 1, all measurements 

were found valid and reliable (Nunnally 1978; Fornell & Larcker 1981). Subsequently, the data 

were aggregated into a single measurement for each scale by calculating the arithmetic mean. The 

aggregated measures were tested for normality, by calculating their skewness and kurtosis indices 

and they were found to follow the normal distribution by approximation. The skewness and 

kurtosis indices, along with the aggregated scales’ descriptive statistics are depicted in Table 1. 

 

-Place Table 1 around here- 

 

4.2 Hypotheses testing 

To test the validity of the study’s hypothesised conceptual framework (Figure 1), we employed 

structural equation modelling (SEM) using EQS 6.2. We incorporated the measurement 

component and the path component in a single hypothesized model. As indicated by the results 

presented in Table 2, the hypothesized model has a relatively good fit with the data (X²=6191.68, 

df=397, CFI=0.927, TLI=0.920, RMSEA=0.089). Furthermore, most paths’ coefficients were 

found significant as hypothesized. Specifically, Customer Experience was found to be positively 

and significantly influenced by Perceived Usefulness, Problem Solving, Customization, 

Anthropomorphism, Emotions and Social Presence (R² = 0.869). Hypotheses H1, H3, H4, H5, H6 

and H7 are therefore accepted. On the contrary, there is are not enough evidence to accept 

hypothesis H2, as the relationship between Perceived Enjoyment and Customer Experience was 

not found significant. Finally, Customer Experience was found to influence Customer Satisfaction 

positively and significantly (R² = 0.742), allowing as therefore to accept H8.  

 



-Place Table 2 around here- 

 

4.3 Moderating effect of customer affective commitment  

To test the validity of H9, which posits that customer affective commitment has a moderating 

effect on the relationship between Perceived Experience and Customer Satisfaction, we ran a 

moderating regression analysis. In doing so, we used Customer Satisfaction as the dependent 

variable and the other two variables, as well as their product, as independent variables (R² = 

0.795). The results of the analysis (Table 3) indicate that the dependent variable is influenced 

positively by Customer Experience (b = 0.968, p < 0.001) and Customer Affective Commitment 

(b = 0.664, p < 0.001). At the same time, it is influenced negatively and significantly by the 

interaction term which is captured as the product of the other two variables (b = -0.685, p < 0.001). 

Therefore, it’s reasonable to assume that Customer Affective Commitment has a negative 

moderating effect, meaning that the more committed the users feel to the company, the less 

powerful the relationship between experience and satisfaction will be. 

 

-Place Table 3 around here- 

 

 

5. Discussion 

 

As artificial intelligence gradually but blatantly/drastically becomes the new reality in 

contemporary world, the resulting services, like AI powered chatbots, are more frequently 

embedded in marketing strategies and convey value for most types of businesses. Amid the urgent 

diffusion of new technologies that has been recently noticed in the business landscape, even 

businesses that have been reluctant to use machines in their interaction with their customers have 

been increasingly introducing high-tech services. Small family businesses have been traditionally 

investing on their prominent personal relationships with customers and have been normally 

lagging behind in using AI powered machines (e.g. chatbots) in their communication with 

customers; partly for cost reasons or for fear of losing their intimacy with them, but mostly 

because there is no foundational framework or guide to assist this process. The aim of this study 

was to debunk this misconception and fill the gap by providing new knowledge on the use of 

chatbots. The main contribution of the research is, therefore, twofold and it denotes both 

theoretical and practical implications. First, we present significant predictors of successful 

chatbots use with reference to customer experience and in turn, customer satisfaction. Then, more 



importantly, we demonstrate that the psychological attachment of customers to a small family 

business, as expressed by customer affective commitment, amplifies the positive effects of 

experience on satisfaction, signifying that an already strong personal relationship between 

customers and family businesses may only have positive results.  

 

To begin with, the study has made a significant theoretical contribution by providing new evidence 

on the successful use of chatbots in small family businesses customer service. Results indicate 

that certain functional and metaphysical factors are good predictors of customer experience. In 

relation to functional factors specifically, problem solving, customization and perceived 

usefulness are positively related to customer experience. Nowadays, customers are sophisticated 

users of new technologies and text messaging in particular, which has led to businesses 

incorporating messaging to solve customers’ problems. Sensuse et al. (2019) affirm that chatbots 

have faster response compared to customer care personnel. They can run uninterruptedly, hence, 

the customer is assured of a quick answer at any time. Additionally, chatbots continuously and 

uniquely engage with the customers and provide additional information swiftly. With an average 

decrease in time response, the family business – especially in cases where the business has few to 

no employees – can ultimately achieve effective problem solving, increase customer experience, 

and engender customer satisfaction.  

 

Chatbots, of course, should be sophisticated enough to envisage the customers’ individual needs, 

and personalise the way to respond to their enquiries; virtual agents should relate directly to the 

interests of the customers providing a satisfactory level of customization. As such, the family 

business may include user-created features to allow the customer to be more in control over who 

they interact with, in line with the extant literature (e.g. Wald et al., 2021). When they offer 

customized virtual interaction, they can more actively connect with their customers and, 

ultimately, improve positive customer experience. Furthermore, results of the effect of perceived 

usefulness of chatbots on customer experience confirm previous research (Kulviwat et al., 2007; 

Law et al., 2018). When customers perceive chatbots to be able to provide service of equivalent 

or higher level compared to employees then once the early stage of adjusting to the technology 

framework is over, the positive effect will be harvested in all succeeding interactions. In family 

businesses, if chatbots are used as service assistants with a view to initially compliment employee 

service, research suggests that perceived usefulness will confirm users’ functional acceptance, 

which is a central domain to user experience (Heerink et al.,2010).  

 



Perceived enjoyment was not found to have a significant effect on customer experience with 

chatbots in a family business context. Several studies have examined the effect of enjoyment on 

attitude towards AI technologies in various contexts (Lee & Choi, 2017; Kasilingam, 2020; De 

Cicco, e Silva & Alparone, 2020), but it seems that its role calls for further clarification for family 

businesses. While AI chatbots can effectuate humanoid interactions with customers and 

demonstrate a frontline employee performance, still, enjoyment doesn’t seem to be part of what 

small family business customers would aspire to experience in such an interaction. So, managers 

should not strive to embed enjoyment in order to alleviate customer experience in this type of 

communication, but rather focus on other functions of chatbot use, like problem solving or 

customization. Enjoyment remains a core principle of human-human interaction as well as a 

critical component of family business-customer relationship (Rose et al., 2012; Bilgihan, 

Kandampully & Zhang, 2016); in customer-chatbot interactions, enjoyment could be occasionally 

appreciated albeit not necessarily expected as integral part of positive customer experience. 

 

On the other hand, customer experience from the use of chatbots is also found to be positively 

influenced by anthropomorphism, social presence and emotions. The study revealed that 

anthropomorphism of chatbots can lead to positive experiences similar to the extant literature (e.g. 

Schuetzler et al., 2018; Qiu & Benbasat, 2009). The algorithm behind the development of a 

chatbot should be sophisticated enough to generate anthropomorphism with a customer (Sheehan, 

2018). In order for this interaction to work properly, customers should also be smoothly 

transferred from in person customer service to the chatbot experience. At the end of the day 

anthropomorphism is a process where customers are asked to show human-like behaviors towards 

non-human objects (Waytz et al., 2010) and not the other way around. It is suggested that it should 

be made clear that the chatbot presents itself as a technological and artificial entity that is less 

aware than the human interacting with it; evidently the chatbot is not displaying itself at the same 

conscious level as the user interacting with.  

 

Anthropomorphism may be a useful element but can also be a thwarting variable that prevents 

customers from embracing chatbots to perform human tasks (Lu et al., 2019). The level of 

anthropomorphism is subject to further research as researchers have previously raised concerns 

about the consequences of the high levels of anthropomorphism, which can be perceived as 

deceitful or insincere (Go and Sundar, 2019; Rosenthal-von der Pütten et al., 2019). Humanlike 

characteristics should be attributed to AI chatbots until the point where customers start to feel 

unsettled or uncomfortable and thus end up rejecting the chatbot (Tinwell et al., 2011). In order 



to achieve positive customer experience, family business managers should therefore find the 

delicate balance between customer expectations of the chatbot’s capabilities resulting from 

induced anthropomorphism and delivered customer service quality (Duffy, 2003). In a similar 

vein, the social presence of the chatbot and the consequent emotions and social interaction will 

positively effect customer experience. Similar to previous studies the type of interaction 

experienced with technological devices explains differences in the use of that technology 

(Venkatesh et al., 2012; Brown and Venkatesh, 2005; Childers et al., 2001). Consistent with the 

extant literature (e.g. Kang & Lee, 2018), our findings suggest that family business chatbots 

should embed social skills regardless if they are primarily used to execute a specific automated 

task; the sense of human contact in the chatbot interaction may be still unable to replace frontline 

employee service but stimulates emotions that enrich customer experience (van Doorn et al., 2017; 

Toader et al., 2019). The latter, when achieved, similar to all relevant literature, should be seen as 

the corner stone of increased customer satisfaction.  

 

What’s also noteworthy here, is that our results from small family business customers confirm 

this positive relation between experience and satisfaction. Small family business managers are, 

therefore, encouraged to make use of chatbots, albeit with caution not to jeopardise customers 

experience. They are also encouraged to choose carefully the chatbot technology they are 

adapting, so that the positive influence of their use becomes amplified and the potential negative 

consequences are minimized. When chatbots are customized and used with a focus on problem 

solving and a view to achieve appropriately induced humanness then customers are expected to 

be more satisfied. This implies that a significant investment in more advanced chatbots 

technologies, although it may be perceived as an additional cost for family businesses, it will bring 

increased customer satisfaction and therefore increased loyalty and profitability. More 

importantly, the customer affective commitment can become an advantage for small family 

businesses as customers that demonstrate high levels of attachment with the business will be less 

harsh when expressing their satisfaction as a result of a negative experience. For this to happen, 

both customer experience and affective commitment should be supported and sustained in 

parallel. In other words, small business managers should make a thoughtful customer approach 

through all touchpoints of the customer journey: appropriate use of AI chatbots to achieve positive 

customer experience alongside with employee-customer personal relationship to reinforce 

affective commitment. Moreover, a more strategic focus on developing a customer centric 

approach (i.e. developing customer service culture and competencies) will facilitate the use of 

chatbots and increase their positive influence. Future research could more thoroughly investigate 



the level of anthropomorphism and customization used within a chatbot service in order to test if 

family business customers would prefer having their own personal chatbot with their own 

characteristics and specify the type (e.g. facial, personality or emotional) of human attributes 

added to them to increase homophily. Moreover, future research should incorporate additional 

predictors of customer satisfaction, deriving from recent studies to offer a more holistic view on 

the way chatbots can be used effectively. Similarly, future research should investigate additional 

moderating effects on the relationship between perceived experience with the chatbot and 

customer satisfaction, such as customer switching costs, loyalty, trust and others. 
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Figure 1. Conceptual Framework 

 

 

  



 

Table 1: Descriptive statistics, validity and reliability  

Constructs Mean St Dev Skewness Kurtosis CR 
Cronbach 

a 
AVE 

Problem Solving 4.968 1.358 -0.874 0.285 0.894 0.889 0.738  

Customization 5.803 1.067 -1.508 1.986 0.915 0.915 0.783  

Perceived Enjoyment 5.493 1.121 -1.394 1.714 0.921 0.921 0.796   

Perceived Usefulness 5.465 1.099 -1.357 1.612 0.925 0.925 0.756  

Anthropomorphism 5.524 1.077 -1.556 2.172 0.944 0.943 0.809  

Emotions 5.601 1.112 -1.622 2.283 0.930 0.928 0.768  

Social Presence 5.525 1.083 -1.707 2.607 0.924 0.923 0.802  

Customer Experience 5.540 1.191 -1.330 1.727 0.738 0.933 0.484  

Customer Satisfaction 5.794 1.067 -1.576 2.206 0.786 0.925 0.551  

Customer Affective 

Commitment 
5.612 1.102 -1.749 2.730 0.946 0.946 0.815 

 

 

  



Table 2: Fit indices and regression weights for the path model 

Goodness of Fit: 

X²= 6191.68, df=397, CFI=0.927, TLI=0.920 

RMSEA=0.089 

 

 

 

 

 

Estimate 

 

 

 

SE 

 

 

 

T 

 

 

 

R² 

Problem Solving → Customer Experience 0.073 0.013 5.432*  

Customization → Customer Experience 0.437 0.031 13.897*  

Perceived Enjoyment → Customer Experience 0.014 0.016 0.887  

Perceived Usefulness → Customer Experience 0.088 0.017 5.213*  

Anthropomorphism → Customer Experience 0.217 0.021 10.275*  

Emotions → Customer Experience 0.073 0.017 4.329*  

Social Presence → Customer Experience 0.252 0.022 11.689* 0.869 

     

Customer Experience → Customer Satisfaction 0.888 0.072 12.259* 0.742 

* Significant at 0.05 level 

 

  



Table 3: Moderating effect of Customer Affective Commitment 

Dependent Variable:  

Customer Satisfaction 
Standardized 

Coefficients t Sig. 

 

 

R² 

Customer Experience 0.968 9.757 < 0.001 0.795 

Customer Affective Commitment 0.664 8.763 < 0.001  

PE X CAC -0.685 -4.574 < 0.001  

 

 

 


