Careless responding in crowdsourced alcohol research: a systematic review and meta-analysis of practices and prevalence
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Public Significance Statement
Careless responding poses a threat to the otherwise advantageous method of crowdsourcing research participants. This meta-analysis assessed practices and prevalence of careless responding in crowdsourced alcohol research and found that, out of 96 studies, 51 (53%) included at least one measure of careless responding, identifying ~11.7% [95% CI: 7.6% to 16.5%] participants as careless responders. We provide practical recommendations for handling careless responding and highlight the importance of this to ensure researchers report robust, reliable results with minimal bias.
Abstract

Crowdsourcing — the process of using the internet to outsource research participation to ‘workers’ — has considerable benefits, enabling research to be conducted quickly, efficiently, and responsively, diversifying participant recruitment, and allowing access to hard-to-reach samples. One of the biggest threats to this method of online data collection however is the prevalence of careless responders who can significantly affect data quality. The aims of this preregistered systematic review and meta-analysis were to: i), examine the prevalence of screening for careless responding in crowdsourced alcohol-related studies; ii), examine the pooled prevalence of careless responding; and iii) identify any potential moderators of careless responding across studies. Our review identified 96 eligible studies (~126,130 participants), of which 51 utilised at least one measure of careless responding (53.2%; 95% CI 42.7% to 63.3%; ~75,334 participants). Of these, 48 reported the number of participants identified by careless responding method(s) and the pooled prevalence rate was ~11.7% [95% CI: 7.6% to 16.5%]. Studies using the MTurk platform identified more careless responders compared to other platforms, and the number of careless response items was positively associated with prevalence rates. The most common measure of careless responding was an attention check question, followed by implausible response times. We suggest that researchers plan for such attrition when crowdsourcing participants and provide practical recommendations for handling and reporting careless responding in alcohol research.
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Introduction

The prevalence of research being conducted online has rapidly increased over the previous decade, and online studies are quickly becoming the standard in many areas of psychology (Gosling & Mason, 2015; Stewart, Chandler, & Paolacci, 2017). This is particularly evident in the field of alcohol-use research as the complete anonymity afforded by online surveys may increase the likelihood of individuals responding without fear of stigma whilst also reducing socially desirable responses, leading to more reliable self-reports of drinking behaviours (Aust, Diedenhofen, Ullrich, & Musch, 2013; Strickland & Stoops, 2019). Online research also allows for considerable flexibility in research design, which has led to large cross-sectional surveys (Reynolds et al., 2019), sophisticated prospective or extensive longitudinal designs (Strickland & Stoops, 2018), randomised controlled trials for alcohol use interventions (Cunningham, Godinho, & Kushnir, 2017), and even qualitative research (Strickland & Victor, 2020). Finally, the COVID-19 pandemic has accelerated online data collection due to concerns around face-to-face recruitment and testing (De Man, Campbell, Tabana, & Wouters, 2021).

In line with the transition to data collection online, the use of novel methods for recruiting participants into studies has proliferated. One such method is ‘crowdsourcing’, which generally refers to the process of using the internet to outsource work to the crowd (Strickland & Stoops, 2019; Wazny, 2017) and usually involves paying ‘workers’ (in this case participants) to take part in research studies via a number of different websites or worker pools. Perhaps the most popular of these is Amazon's Mechanical Turk ('MTurk'). MTurk allows ‘requestors’ to post tasks that can be accomplished via a computer, such as problem-solving or content analyses, for a small financial gain. ‘Workers’ then browse the site and
choose whether to undertake the tasks. The use of MTurk for academic research across a
range of disciplines has become increasingly favourable and is now the primary use of the
platform (Silvana & Kim, 2019). Following the success of MTurk, numerous other
crowdsourcing websites have been developed or identified for use by researchers, such as
Prolific (www.prolific.co), CrowdFlower (www.crowdflower.com), and Qualtrics Panels
(www.qualtrics.com) to name a few (Palan & Schitter, 2018; Paolacci & Chandler, 2014).

This increase in popularity is likely due to the considerable benefits of crowdsourcing
participants, particularly in overcoming the limitations of traditional laboratory-based
research. First, crowdsourcing facilitates recruitment of large samples in a relatively short
period of time; meaning research can be conducted quickly, efficiently, and responsively in
‘real-time’ (Wazny, 2017). Indeed, crowdsourcing is able to greatly reduce the ‘cost per
observation’ of studies (Gupta, Rigotti, & Wilson, 2021), as well as expanding opportunities
to recruit diverse and representative samples (Henrich, Heine, & Norenzayan, 2010, Ghai,
2021), and traditionally hard to reach populations (Mullen, Fox, Goshorn, & Warraich,
2021). For example, MTurk has more than 500,000 workers from over 190 countries and can
provide nationally representative samples (at least for the USA: (Burnham, Le, & Piedmont,
2018)). Furthermore, the demographics of this participant pool has remained consistent over
time (Moss, Rosenzweig, Robinson, & Litman, 2020). Similarly, as of November 2021,
Prolific currently has >250,000 unique users and allows for generalisable UK sampling,
based on over 100 demographic screeners (Palan & Schitter, 2018). Given these benefits,
many researchers agree that crowdsourcing has the potential to greatly improve global health
research (Morris et al., 2017; Ranard et al., 2014; Wazny, 2017).
There are also considerable limitations which come with outsourcing participants to the internet. Leaving the laboratory surrenders the high experimental control that researchers have over their environment. For example, in a study by Clifford and Jerit (2014) participants who completed surveys in their natural environment rather than the laboratory reported greater use of their mobile phone (21% vs. 9%, respectively), talking to another person (21% vs. 2%), and browsing the internet (11% vs. 1%). Therefore, one of the biggest limitations is the potential for these distractions to affect data quality. This may be particularly prominent when participants are not intrinsically motivated to complete the research, but gain incentives for doing so (Brühlmann, Petralito, Aeschbach, & Opwis, 2020; Chmielewski & Kucker, 2020). Careless responding (sometimes known as insufficient effort responding), which has been defined as ‘any behaviour, regardless of intention that results in the reporting of data that does not accurately reflect the true nature of the participant’ (Nichols & Edlund, 2020, p. 626), is thought to be prevalent, and has been measured via different methods throughout the psychology literature. For example, implausible completion times might occur when participants aim to gain payment or compensation for the minimal amount of time or effort involved, and therefore provide fast but unreliable/unthoughtful responses (Dominik Johannes, 2019). Non-mutually exclusive might be a lack of attentive responses or failure to read and follow instructions, which can be identified by ‘attention checks’ (Göritz, Borchert, & Hirth, 2019). Importantly for the researcher, poor quality data can increase noise (non-random error variance), making it much more difficult to ascertain any signal within the noise (Schroeders, Schmidt, & Gnambs, 2021). Furthermore, if left unaccounted for, careless responders ‘pose a great threat to replicability’ (Curran, 2016, p. 5).

Given the rapid shifts to online research it is important to draw attention to these issues, but also to overcome them, to ensure the evidence base is not biased by poor quality
studies with unreliable data. Some researchers have suggested that the quality of data from crowdsourcing platforms is worsening. For example, a longitudinal design from 2015 to 2019 saw a dramatic increase in statistically improbable responses (e.g. reporting > 4 children of a single age), response inconsistencies from previous waves, and failed pre-screen questions via MTurk (Chmielewski & Kucker, 2019). It is unlikely these issues are limited to one platform (Boas, Christenson, & Glick, 2020), however the magnitude of noise may be greater in MTurk (Gupta et al., 2021).

Some studies suggest careless responding should be expected in 10-15% of samples, but the overall prevalence may be study specific (Goldammer, Annen, Stöckli, & Jonas, 2020). Such estimates are important to quantify given that even lower prevalence of careless responding (>5%) have been demonstrated to bias study results in simulations (Credé, 2010), or if detected and removed can substantially reduce statistical power (Conijn, Franz, Emons, de Beurs, & Carlier, 2019), or even completely change data interpretations (Arias, Garrido, Jenaro, Martínez-Molina, & Arias, 2020; Maniaci & Rogge, 2014). Importantly, in alcohol and addiction research careless responses can lead to the misattribution of individuals on clinical or diagnostic measures (Meyer, Faust, Faust, Baker, & Cook, 2013), or inflate correlations between alcohol use and other variables of interest (King, Kim, & McCabe, 2018).

Given the growing importance of crowdsourced research into alcohol use the aims of this systematic review and meta-analysis were as follows: i) examine the prevalence of screening for careless responding in crowdsourced alcohol-related studies, ii) examine the pooled prevalence of participants identified as careless responders in these studies, iii) identify any potential moderators of careless responding across studies, and iv) provide
practical recommendations for screening and handling for carelessness for researchers moving forward.

Methods

Transparency & Openness

The design and analysis plan for this review was pre-registered via the standard Open Science Framework protocol on 18th May 2021 (https://osf.io/p837n/registrations) and the full data was extracted between July 2021 and August 2021. Data, materials, and analysis code are publicly available (https://osf.io/p837n/). A lack of data availability limited our ability to conduct individual participant meta-analysis, which was pre-registered as a possibility.

Search Strategy

We searched three comprehensive and widely used academic databases (PsycInfo, Scopus, Pubmed) as well as the pre-print server PsyArXiv from 2011 to 2021. We limited searches from 2011 as Chandler and Shapiro (2016) demonstrated this was the start of the proliferation of journal articles using MTurk, and a 10-year period would provide us with a representative sample of studies. Search terms included [(crowdsour* OR online) AND alcohol*]. Once we had identified reoccurring crowdsourcing platforms that fit our definition (see below), we also conducted simpler searches for the crowdsourcing platform name + alcohol [e.g. (CrowdFlower + alcohol*)] in the first 100 hits in Google Scholar to identify any further studies. Identification of relevant articles and data extraction was conducted in line with the Preferred Reporting Items for Systematic Reviews and Meta-Analyses
Statement (PRISMA; Page et al., 2021; see supplementary online Table 1 for PRISMA checklist).

**Eligibility criteria**

To be eligible for inclusion in the review and meta-analysis, studies were required to (i) collect data about an individual's alcohol use, and (ii) be published in English. To determine crowdsourcing platforms, we used the criteria that a wide variety of participants could opt into the platform rather than being selected purposively (Stewart et al., 2017), and were paid or rewarded for their participation. As such, we excluded studies which recruited student samples online through course-credit recruitment systems (such as SONA systems) and targeted market research (e.g. Ipsos Mori). We reasoned that these are not crowdsourcing platforms because they sample a narrow heterogeneous sample and don’t provide financial gain or are invite-only. This decision was made post-hoc. Studies were also excluded if they were longitudinal follow-up studies (e.g. if brought about by COVID-19 changes to recruitment), were a systematic review or meta-analysis, or if data was duplicated across multiple papers. In the latter case, we included the paper which provided the most information about careless responding.

**Extraction and coding**

Our main outcome variables were: i) the reporting of measurement of careless responding [yes, no] and ii) if careless responding was reported, the percentage of participants that were identified as careless responders (number of careless responders / number of sample recruited). For our moderator variables we extracted the number of unique careless responding measures used (e.g Attention checks + implausible completion times = 2), number of total carelessness items included (e.g. if a study had 4 attention checks and
implausible completion time = 5), crowdsourcing platform, sample location, type of careless responding, length of time of the study (in minutes), the year that data was collected and the year the study was published. To be eligible for moderation analysis a subgroup needed at least 5 effect sizes, as defined in our pre-registration.

**Statistical analyses**

For our first aim (identifying the measurement of careless responding) we conducted a frequency count. To examine the percentage of participants identified as careless responders we conducted a prevalence meta-analysis. We used a Restricted Maximum Likelihood random effects model in anticipation of considerable heterogeneity. In a deviation from our pre-registered analysis we used Freeman-Tukey arcsine transformation (Miller, 1978), rather than square root transformation, using the ‘escalc’ function in ‘metafor’. This was appropriate as some studies had a proportion of 0, and the Freeman-Tukey transformation does not require corrections and improves variance stability in these cases (Lin & Xu, 2020). We report back transformed values in text and Figures.

To examine the robustness of any pooled prevalence estimate we conducted a number of additional analyses, which included (i) Trim and Fill; (ii) removal of outlying effects; (iii) computation of ‘influence’ statistics; and (iv) Graphical Displays of Study Heterogeneity (GOSH). Trim and Fill analysis trims any studies which are thought to contribute to funnel plot asymmetry (usually small studies with large effects) before imputing effects to improve the symmetry of the funnel plot (Duval & Tweedie, 2000). To remove outlying effect sizes, we conducted a box plot on the included effect sizes (see supplementary Figure 1); using the ‘influence’ command in R we examined if any studies were having an outlying influence on the effect size. Finally, GOSH conducts meta-analyses on all possible subsets of effect sizes.
included in the meta-analysis which allows for robust estimates of heterogeneity (Olkin, Dahabreh, & Trikalinos, 2012). We examined the effects of these additional analyses on both the pooled effect, but also between-study heterogeneity. Heterogeneity was measured using the $I^2$ (Inconsistency) statistic. We used $I^2 > 50\%$ as indicative of moderate heterogeneity and $I^2 > 75\%$ as indicative of substantial heterogeneity (Higgins, Thompson, Deeks, & Altman, 2003).

We conducted moderation analyses on i) the number of unique measures of careless responding used (1 vs >1); the absolute number of careless response items; the crowdsourcing platform (MTurk vs Other); and the length of time of the study (in minutes, as reported). We also conducted exploratory analyses on the year in which the data was collected and the year in which the study was published (of which information was available in 28 articles). We examined the prevalence of individuals failing eligibility criteria in studies, and whether this predicted carelessness responding rates. Within studies using the MTurk platform we examined if studies which explicitly reported pre-screening participants using approval rates and previous task completion (e.g. >95% approval rates) influenced crowdsourcing rates (compared to no reporting). We could not perform moderation on type of careless measure due to heterogeneity and small subgroup sizes.

Results

*Articles identified*

The initial searches included 5,942 articles, which decreased to 3,293 after removal of duplicates. Titles and abstracts were screened and cross checked by all authors, with high levels of agreement (>95%). At this stage, 2,827 studies were removed. The full text of all
remaining articles was screened against inclusion and exclusion criteria and cross checked by a second coder. Following this, 96 articles remained. See Figure 1 for PRISMA flowchart.

[insert Figure 1 here]

**Study characteristics**

The majority of studies recruited samples from the USA (N = 52: 54.1%) and primarily using the MTurk crowdsourcing platform (N = 52: 54.1%). The average age of the samples was ~34.2 and the gender distribution was ~51.1% female. Most studies sampled majority White / Caucasian ethnicity. Across all studies identified (including those that did not measure careless responding but did use crowdsourcing) the sample size was ~126,130 (min = 78, max = 7058).

**Frequency of studies which measured careless responding**

Out of 96 identified studies, 51 studies (53.1% [95% CI: 42.7% to 63.3%]: ~ 75,334 participants) utilised at least one measure of careless responding (see supplementary online Table 1 for full list of included studies). The most common measure of careless responding was an attention check question (see Table 1). The majority of studies (27 / 52.9%) included one measure of careless responding only.

**Pooled prevalence of careless responders**

From the 51 studies that utilised measures of careless responding, 48 reported the number of participants which were identified by the method(s). Of these studies, the pooled
prevalence rate of careless responding was 11.7% ([95% CI: 7.6% to 16.5%], $I^2 = 99.7\%$, see Figure 2).

[insert Figure 2 here]

Trim and Fill analyses demonstrated that 14 effect sizes were missing on the right side of the funnel plot (see online supplementary Figure 2), and inclusion of these ‘filled’ effect sizes increased the pooled prevalence of careless responding to 18.6% [95% CI: 13.5% to 24.3%]. Removal of three outliers identified by a box plot reduced this prevalence rate to 8.9% ([95% CI: 6.3% to 11.9%], $I^2 = 99.4\%$: see online supplementary Figure 3). Outliers overlapped with influential cases (N = 2: Rodriguez et al, 2020; Huhn et al, 2021). Finally, GOSH analyses on 50,000 subsets identified the average heterogeneity to be high under every iteration (>96%: see online supplementary Figure 4). Given the influence of outlying prevalence rates for three studies we removed these studies from all subsequent moderation analyses but note any changes to the patterns of results with these included.

Moderation Analyses

*Number of unique careless measures used*

We coded the prevalence of careless responding within studies, where the study used only one measure of careless responding (N = 23) vs. more than one unique measure (N = 22). There was no statistical evidence of moderation ($X^2(1) = 0.07, p = .798$). Studies which used only one measure of careless responding had a pooled prevalence rate of 8.5% ([95%

---

1 Note, these numbers are different to those reported above due to the exclusion of outliers and missing data on prevalence.
CI: 4.9% to 13.1%), I² = 99.4%), and studies which used multiple measures had a pooled prevalence rate of 9.3% ([95% CI: 5.9% to 13.4%], I² = 99.3%). Treating the number of different careless measures used as continuous variable in meta-regression was not significant \( (b = .02 \ [95\% CI: -.07 \ to \ .12]) \).

**Total number of carelessness items**

We examined the total number of carelessness items used in the study using a meta-regression (\( M = 2.9, \ Max = 8 \), based on 32 studies with available information). The association was significant \( (b = .04 \ [95\% CI: .01 \ to \ .07], \ p = .013) \), indicating that the number of carelessness items was positively associated with identification of careless responders (see Figure 3).

[insert Figure 3 here]

**Crowdsourcing platform**

The majority of studies were conducted using MTurk (N = 31), followed by Prolific (N = 3). Given the smaller number of other crowdsourcing platforms used we compared MTurk to others (N = 14, total). Moderation analysis was significant \( (X^2(1) = 4.11, \ p = .042) \). Studies using the MTurk platform identified more careless responders (10.9% [95% CI: 7.4% to 14.9%], I² = 99.2%) compared to other platforms (5.2% [95% CI: 2.5% to 8.8%], I² = 99.3%). If outliers were included in this analysis, the effect of moderation was not significant \( (X^2(1) = 1.17, \ p = .278) \).

**Length of online study**
We were able to extract the average length of the online study in minutes from 16 studies. Across the studies the average length was 18 minutes [min = 5 minutes, max = 32 minutes]. A meta-regression demonstrated that the length of time did not significantly influence careless responding ($b = 0.00$ [95% CI: -0.01 to 0.01], $z = 0.03$, $p = .976$).

**Year**

A meta-regression examining the association between year of data collection and prevalence of careless responding was not significant ($b < -.01$ [95% CI: -.02 to .01], $p = .621$). When examining the year of data publication, this remained non-significant ($b < -.001$ [95% CI: -.02 to .02], $p = .977$).

**Pre-screening and eligibility as a method of reducing carelessness**

Within studies that screened for carelessness, we identified 17 studies that also reported removing participants who did not meet eligibility criteria and the pooled prevalence rate was approximately 38.3% [95% CI: 25.8% to 50.9%] of participants removed. Interestingly, increased percentage of participants removed for failing eligibility checks was positively associated with increased prevalence of careless responding within studies ($b = .50$ [95% CI: .07 to .93], $p = .024$).

Within studies conducted on MTurk we identified 12 studies which did not explicitly state whether participants were pre-screened, and 19 where information was provided. Moderation analyses on pre-screening was not significant ($X^2(1) = 0.26$, $p = .608$).

**Discussion**
In this systematic review and meta-analysis we observed that approximately 53% crowdsourced studies in the field of alcohol-research accounted for careless responding. Within those studies which utilised some measures of careless responding, approximately 12% of participants were identified as providing poor quality data, however there was considerable heterogeneity in these prevalence rates. The methods by which researchers identified careless responding were also highly variable.

Careless responding has been identified as a widespread issue in survey studies, particularly when participants have been recruited through crowdsourcing platforms (Brühlmann et al., 2020). Our data suggests a small majority of studies reported on attempts to identify careless responders, but this reporting was often suboptimal (which has also been observed elsewhere; Arndt, Ford, Babin, & Luong, 2021). This is particularly surprising given research has identified the impact of careless responding on inferences made (Credé, 2010; King et al., 2018), as well as statistical power across a wide range of study types (Conijn et al., 2019). Furthermore, careless responding in alcohol and addiction research has been found to result in misattribution of clinical or diagnostic indices (Meyer, Faust, Faust, Baker, & Cook, 2013), and unreliable, inflated correlations between alcohol use and other variables (King, Kim, & McCabe, 2018). To our knowledge this is the first attempt at characterising the extent (and practices for identifying) careless responding within crowdsourced data in alcohol research.

Our pooled prevalence estimates of ~12% of individuals who could be categorised as careless responders is similar to estimates across different samples and fields of study (between 10 – 15%; Goldammer et al., 2020; Schroeders, Schmidt, & Gnambs, 2021). These comparisons suggest, at least for the studies we were able to identify, that careless responding
is no more prevalent in alcohol-related research than other fields. In all cases, these participants were removed from subsequent study analyses, which can impact any a-priori power calculations. Whilst some online studies report oversampling to account for potential data removal (e.g. Robinson, Smith, & Jones, 2021), this isn’t common practice. Our data therefore suggests that, at least as a rule of thumb, studies in alcohol and addiction research should be prepared to oversample by ~12% to ensure that statistical power is retained if excluding careless responders. Moreover, we found no studies that attempted to examine the impact of removal or inclusion of careless responders on study inferences.

Perhaps contrary to expectations we observed that increased proportion of participants that are removed from a study for failing eligibility criteria was associated with increased prevalence of careless responding, as we might expect removal of participants who failed eligibility criteria to capture individuals who respond carelessly. Alternatively, these studies may be better at capturing carelessness in general. However, this exploratory analysis should be interpreted with caution because it was conducted on a small sub-set of data and needs clarifying in future studies. Similarly, we demonstrated that studies which explicitly stated pre-screening using MTurk criteria (e.g. >95% approval ratings and 100 previous task completed) did not significantly differ in carelessness compared to studies which did not explicitly state the use of pre-screening. In both cases above, it is impossible to distinguish whether pre-screening and eligibility checks took place but were simply not reported (and therefore studies were coded as not including these steps). Future research may benefit from clear reporting guidelines for crowdsourced studies (see Ramírez et al., 2021).

We were able to demonstrate some evidence that careless responding was influenced by our chosen moderator variables. First, MTurk samples tended to have more careless
responders than other samples, which supports other research to suggest increasing rates of poor-quality data from MTurk (Arndt et al., 2021; Chmielewski & Kucker, 2019; Gupta et al., 2021). However, this finding was not robust to outlier inclusion. We also demonstrated that the total number of carelessness items led to increased identification of carelessness (but not the number of unique careless response measures). This is in line with research suggesting that one careless response measure is inadequate (Berinsky, Margolis, & Sances, 2014). The most common type of method for identifying careless responding was an attention check (e.g. asking participants to select a specific response such as ‘strongly agree’ or providing a statement or question with a clear meaningful answer ‘which planet do you live on?’), followed by implausible completion times, but we were unable to reliably test for differences across types of measure. Finally, we found no evidence that typical survey length was associated with careless responding. However, most studies did not report the time taken to complete the survey, and further did not specify at which point in the questionnaire measures of careless responding were included. This may have important consequences given research which has demonstrated that longer surveys are more prone to careless responding (Bowling, Gibson, Houpt, & Brower, 2020), and participants respond more carelessly as surveys progress (Bowling et al., 2020).

It is possible that researchers intentionally choose not to include carelessness checks into their research designs, as some argue that such inclusions are a threat to external validity (Berinsky, Margolis, & Sances, 2016; Kung, Kwok, & Brown, 2018). For example, respondents who fail attention checks are unlikely to represent a random subset of the sampled population (Berinsky et al., 2014), and may have a common underlying personality trait which contributes to their failure. Indeed, Ward et al., (2017) demonstrated that individuals lower in conscientiousness and agreeableness provide more careless responses.
which, in turn, biases the average conscientiousness and agreeableness of the sample if removed (see also, Bowling et al., 2020). Both factors are demonstrably associated with quantity and frequency of alcohol consumption (Hakulinen et al., 2015). Similarly, the inclusion of measures to identify careless responding may also increase subsequent social desirability. Clifford and Jerit (2015) demonstrated that explicit warnings about careless responding and feedback led to increases in socially desirable responses, particularly amongst educated participants. Again, social desirability has been shown to bias estimates of alcohol consumption (Davis, Thake, & Vilhena, 2010). Finally, there is some concern that poorly thought-out careless response checks might incorrectly categorise individuals. For example, the careless response item ‘I can eat as much as a horse’ has a high false positive rate of capturing careless responding (up to 42%), as participants are able to justify why they might agree with this item (Curran & Hauser, 2019). These authors recommend careless response items which focus on clear impossibility/truth (e.g. ‘Oranges are Fruit’ or ‘I work fourteen months in a year’).

It may be possible to overcome issues with explicit carelessness items with the development and implementation of covert measures. Various covert measures exist, such as identifying weak correlations between positively and negatively worded questions, long string index (e.g. consecutive identical responses on a Likert scale), Mahalanobis distance (e.g. distance between data points and a distribution), and individual consistency (e.g. the consistency of response strings within an individual: (Huang, Curran, Keeney, Poposki, & DeShon, 2012)). It is possible that these are less common due to the increased effort and expertise required to analyse them, however we note that various step-by-step guides, syntax, and software packages exist to help researchers implement these (Curran, 2016; Huang et al., 2012; Landers, 2016; Meade & Craig, 2012). Furthermore, perhaps one of the most intuitive
detection methods (long string index) is simple to calculate and requires researchers to identify the longest unbroken sequence of the response. For example, in the case of ‘3, 4, 4, 4, 4, 1, 3, 3, 2, 3’, this is clearly ‘4’ which is repeated 5 times. In this case the max long string score would be 5. Rules of thumb suggest that individuals with a max long string score of greater than half the number of items on the scale should be considered as careless responders (Curran, 2016).

There are some limitations to this meta-analysis. First, we were unable to resolve between-study heterogeneity in our moderator analyses, meaning that these findings should be interpreted with caution (Imrey, 2020; Sun & Feng, 2019), but also future research should attempt to elucidate both individual and study-level variables that might predict careless responding or poor-quality data, specifically in alcohol and addiction research. Second, as we limited our data analysis to alcohol-related research we effectively analysed a narrow sample of studies and individuals who likely drank alcohol. Therefore, we are unable to make robust generalisations to, or comparisons with, other research fields. Finally, we were unable to directly address the issue of inauthentic users (‘bots’) which have been thought to proliferate crowdsourcing platforms and were first identified as an issue in research studies circa 2018 (Rea, Kleeman, Zhu, Gilbert, & Yue, 2020). Many platforms block repeat internet protocol (IP) addresses in attempts to circumvent this issue; however, this can be overcome with Virtual Private Networks. Other safeguards include public Turing tests (e.g. CAPTCHA), individual study links, or open-ended questions (e.g. Chmeilewski & Kucker, 2020). It is possible that the prevalence of careless responders we identified may have included some inauthentic users/bots, and researchers should certainly be mindful of this issue when designing studies. Indeed, Godinho et al. (2020) identified no addiction researchers whom have considered the issues of bots in their designs.
Moving forward we emphasise the importance of examining careless responding in crowdsourced alcohol-related data and ensuring detailed reporting. One such approach would be to include reporting requirements which could be integrated into pre-existing checklists for internet research, such as The Checklist for Reporting Results of Internet E-Surveys (CHERRIES: (Eysenbach, 2004)), as well as specific guidelines for crowdsourced samples (Stewart et al., 2017). Indeed, Chmielewski and Kucker (2019) suggest all studies using MTurk should adopt specific reporting criteria such as validity indicators, screening decisions and the number of participants dropped, which could be broadened to other platforms. Where there is good reason not to include these (e.g., threats to validity; Kung et al., 2018), such decisions should be justified explicitly. Individual studies should also i) compare the sample of individuals who might respond carelessly to the non-careless sample on key demographic information, and variables critical to hypothesis testing; and ii) report any inferential statistics in both the full sample and non-careless sample to examine the extent to which their removal might influence findings (Waites & Ponder, 2016). Researchers should consider which careless responding measures are most appropriate given their study (Huang et al., 2012), but also the individual scales used (McCredie, Harris, Regan, Morey, & Fields, 2021).

Researchers should also transparently detail the measures used for careless responding, avoiding terms such as ‘data quality checks’ or ‘catch questions’ to aid reproducibility. Finally, it is important to consider at what point in a study to measure careless responding; if this is measured early it may not capture later lapses in responding (especially if only one measure is used), as well as influencing social desirability (Clifford & Jerit, 2015).

To conclude, this systematic review and meta-analysis examined reporting of careless responding methods in alcohol-related crowdsourced research, but also the pooled prevalence
of individuals who might be categorised as careless responders in these studies. Approximately 53% of studies explicitly reported on careless responding, whilst the remaining provided no justifications of not doing so. Within these studies the prevalence of careless responding was approximately 12%, which is consistent with reports in other fields. We present some wider recommendations for researchers handling careless responding and hope this review highlights the importance of assessing this to ensure reporting of robust, reliable results with minimal bias.
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Figure 1: PRISMA flow diagram for study selection

Identification of new studies via databases

- Records identified from databases: Total (n = 5,942)
- Records screened (n = 3,293)
- Records sought for retrieval (n = 466)
- Records assessed for eligibility (n = 466)
- Records included (n = 92)
- New studies included in the review (n = 96)
- New studies included in the meta-analysis (n = 51)

Identification of new studies via other methods

- Duplicate records removed (n = 2,649)
- 4 additional records from google scholar searches
- Records excluded:
  Did not meet definition of crowdsourcing or assess alcohol (n = 327)
  Duplicate not picked up automatically (n = 19)
  Publication with same data (n = 19)
  Review / no data paper (n = 9)
- Did not explicitly report applying measure(s) of careless responding (n = 45)
Figure 2: Forest plot for prevalence of careless responding in identified studies.
Figure 3: Meta-regression plot demonstrating the association between number of careless measures and prevalence of careless responding (values are raw proportions for ease of interpretation). Size of data points are reflective of sample sizes.
Table 1: Characteristics of studies included in prevalence meta-analysis.

<table>
<thead>
<tr>
<th>Study ID</th>
<th>Platform</th>
<th>Country</th>
<th>Sample demographic</th>
<th>Sample Size</th>
<th>Careless</th>
<th>Type of careless responding</th>
<th>Specific information</th>
</tr>
</thead>
<tbody>
<tr>
<td>Altendorf et al (2019)</td>
<td>PanelClix</td>
<td>Netherlands</td>
<td>Age_{M} = 46.6 Gender %f = 39.7</td>
<td>637</td>
<td>80</td>
<td>Implausible completion time (N = 1) Integrity check (N = 1)</td>
<td>“participated for too brief a period in the survey (i.e. had z scores &gt;3 for participation time) were excluded.” “respondents who gave contradictory responses to questions.”</td>
</tr>
<tr>
<td>Angus et al (2021)</td>
<td>MTurk</td>
<td>USA</td>
<td>Age_{M} = 37.95 Gender %f = 59.74 AUDIT = 7.85 (alcohol group, only)</td>
<td>1010</td>
<td>446</td>
<td>Attention check (N = 4) Integrity check (N = 4)</td>
<td>“Three attention check items consisted of simple probe questions (e.g., “To continue, ‘select ‘strongly agree’”).” “Response integrity was assessed by examining missing responses for key variables; incomprehensible responses to open-text items; inconsistent responses to matched demographic items; inconsistent responses to paraphrased check items from the PGSI or AUDIT; failing to successfully complete a captcha checkbox”.</td>
</tr>
<tr>
<td>Blackwell et al (2020)</td>
<td>Prolific</td>
<td>UK</td>
<td>Age_{M} = 38.2 Gender %f = 44 AUDIT = 9.65</td>
<td>812</td>
<td>4</td>
<td>Attention check (N = 1)</td>
<td>“An attention check was embedded within the questions post-randomisation: ‘When was the last time you flew to Mars?’ (‘never’; ‘a few days ago’; ‘weeks ago’; ‘months ago’)”.</td>
</tr>
</tbody>
</table>
| Britton et al | Qualtrics | USA    | Age_{M} = 33.2 | 383         | 11       | Implausible | “To ensure valid responses, a speeding check was


<table>
<thead>
<tr>
<th>Study (Year)</th>
<th>Platform</th>
<th>Country</th>
<th>Gender</th>
<th>AUDIT C</th>
<th>Implausible completion time (N = 1)</th>
<th>Attention check (N = unclear)</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Buykx et al (2015)</td>
<td>Market Research Company</td>
<td>Australia</td>
<td>Age M = 46.8 Gender %F = 50.8 AUDIT C = 3.98</td>
<td>3345 44</td>
<td>No information given other than “Following exclusion of 380 respondents who provided incomplete or invalid responses, a final sample of 2100 was obtained”</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Buykx et al (2018)</td>
<td>Vision One</td>
<td>UK</td>
<td>Age M = 48 Gender %F = 49.7 AUDIT C = 4.7</td>
<td>2480 380</td>
<td>Invalid responses (N = 1)</td>
<td>“participants who completed the survey in less than a third of the median time (22 min) or exhibited low variability across pre-determined rating scale items.”</td>
<td></td>
</tr>
<tr>
<td>Corrigan et al (2017)</td>
<td>MTurk</td>
<td>USA</td>
<td>Age M = 35.2 Gender %F = 45</td>
<td>450 61</td>
<td>Implausible completion time (N = 1) Attention check (N = 1)</td>
<td>“Please choose the number ‘4’ for your answer below.” “Additionally, people whose time on task was below minimal cutoff (3 minutes after viewing vignette) to complete the survey competently were excluded”</td>
<td></td>
</tr>
<tr>
<td>Cunningham et al. (2017, Study 1)</td>
<td>MTurk</td>
<td>USA/Canada</td>
<td>Age M = 36.4 Gender %f = 52.1 AUDIT = 9.3</td>
<td>1023 115</td>
<td>Attention check (N = unclear) Honesty check (N = unclear)</td>
<td>No information given other than “Participants did not pass all attention checks” and “Participants who indicated that they did not respond honestly” in Table 1.</td>
<td></td>
</tr>
<tr>
<td>Cunningham et al. (2017, Study 2)</td>
<td>MTurk</td>
<td>USA/Canada</td>
<td>Age M = 35.5 Gender %f = 53.2 AUDIT = 10.9</td>
<td>3740 496</td>
<td>Attention check (N = unclear) Honesty check (N = unclear)</td>
<td>Same as Study 1, above.</td>
<td></td>
</tr>
<tr>
<td>Cunningham et al. (2017, Study 3)</td>
<td>MTurk</td>
<td>USA/Canada</td>
<td>Age M = 34.5 Gender %f =</td>
<td>4009 482</td>
<td>Attention check (N = unclear)</td>
<td>Same as Study 1, above.</td>
<td></td>
</tr>
<tr>
<td>Study</td>
<td>Platform</td>
<td>Location</td>
<td>Age</td>
<td>Gender</td>
<td>AUDIT</td>
<td>Attention Check</td>
<td>Note</td>
</tr>
<tr>
<td>-------</td>
<td>----------</td>
<td>----------</td>
<td>------</td>
<td>--------</td>
<td>-------</td>
<td>----------------</td>
<td>------</td>
</tr>
<tr>
<td>Cunningham et al. (2017, Study 4)</td>
<td>MTurk</td>
<td>USA/Canada</td>
<td>$\bar{\text{Age}} = 33.5$</td>
<td>$% \text{f} = 56.8$</td>
<td>AUDIT = 10.1</td>
<td>4108</td>
<td>572</td>
</tr>
<tr>
<td>Dumas et al (2018 Study 1)</td>
<td>MTurk</td>
<td>USA</td>
<td>$\bar{\text{Age}} = 26.3$</td>
<td>$% \text{f} = 47.1$</td>
<td></td>
<td>363</td>
<td>83</td>
</tr>
<tr>
<td>Dumas et al (2018 Study 2)</td>
<td>MTurk</td>
<td>USA</td>
<td>$\bar{\text{Age}} = 25.45$</td>
<td>$% \text{f} = 35.9$</td>
<td></td>
<td>504</td>
<td>164</td>
</tr>
<tr>
<td>Fendrich et al. (2021)</td>
<td>MTurk</td>
<td>USA</td>
<td></td>
<td>$% \text{f} = 56$</td>
<td></td>
<td>1742</td>
<td>115</td>
</tr>
<tr>
<td>Forkus et al. (2020)</td>
<td>MTurk</td>
<td>USA</td>
<td>$\bar{\text{Age}} = 35.08$</td>
<td>$% \text{f} = 22.7$</td>
<td>AUDIT-C = 10.39</td>
<td>265</td>
<td>62</td>
</tr>
<tr>
<td>French et al. (2020)</td>
<td>MTurk</td>
<td>USA</td>
<td>$\bar{\text{Age}} = 41.41$</td>
<td>$% \text{f} = 58.8$</td>
<td></td>
<td>2040</td>
<td>17</td>
</tr>
<tr>
<td>Gratz et al. (2021)</td>
<td>MTurk</td>
<td>USA</td>
<td>$\bar{\text{Age}} = 41.82$</td>
<td>$% \text{f} = 50.4$</td>
<td></td>
<td>553</td>
<td>53</td>
</tr>
<tr>
<td>Huhn et al. (2021)</td>
<td>MTurk</td>
<td>USA</td>
<td>$\bar{\text{Age}} = 33.6$</td>
<td>$% \text{f} = \text{unclear}$</td>
<td></td>
<td>1257</td>
<td>1017</td>
</tr>
<tr>
<td>Study</td>
<td>Platform</td>
<td>Country</td>
<td>Age_M</td>
<td>Gender</td>
<td>Sample Size</td>
<td>Task Specific</td>
<td>Notes</td>
</tr>
<tr>
<td>----------------------------</td>
<td>----------</td>
<td>---------</td>
<td>-------</td>
<td>--------</td>
<td>-------------</td>
<td>---------------</td>
<td>----------------------------------------------------------------------</td>
</tr>
<tr>
<td>Kaplan (2018)</td>
<td>MTurk</td>
<td>USA</td>
<td>35.5</td>
<td>55.3</td>
<td>1040</td>
<td>Task specific measures (N = 3)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>30</td>
<td></td>
<td>383</td>
<td>“Data were flagged for unsystematic patterns of responding by applying the three criteria proposed by Stein, Koffarnus, Snider, Quisenberry, and Bickel (2015)…”</td>
<td></td>
</tr>
<tr>
<td>Kim et al. (2017)</td>
<td>MTurk</td>
<td>USA</td>
<td>40.89</td>
<td>55.3</td>
<td>608</td>
<td>Honesty (N = 3), implausible completion time (N = 1), and unmatched T1/T2 responses (N = 1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>38</td>
<td>9</td>
<td></td>
<td>“Participants were asked to indicate on a 7-point Likert scale, from 1 (strongly disagree) to 7 (strongly agree), the following questions: ‘I answered the questions truthfully,’” “I paid close attention to the questions,” and a question regarding the ease of answering sensitive questions on MTurk, “I find it easier to answer honestly to sensitive questions on MTurk, compared to an interview [in person or by phone].”</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>“Participants were removed because their completion time was unusually fast”</td>
<td></td>
</tr>
<tr>
<td>Kristan et al. (2015)</td>
<td>MTurk</td>
<td>USA</td>
<td>23</td>
<td>50</td>
<td>272</td>
<td>Attention check (N = 8)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1040</td>
<td>4</td>
<td>50</td>
<td>“We included eight basic arithmetic questions interspersed throughout the 71 messages, with response options ranging from 0 to 7.”</td>
<td></td>
</tr>
<tr>
<td>Lang et al. (2017)</td>
<td>MTurk</td>
<td>USA</td>
<td>34.28</td>
<td>49</td>
<td>663</td>
<td>Attention check (N = 2), implausible completion time (N = 1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>30</td>
<td>9</td>
<td></td>
<td>“we excluded … participants who failed either of two checks of attention, …participants who took significantly longer than average (2.5 SDs) to complete the survey”</td>
<td></td>
</tr>
<tr>
<td>Linden-Carmichael et al. (2020, Study 1)</td>
<td>MTurk</td>
<td>USA</td>
<td>23</td>
<td>53.5</td>
<td>323</td>
<td>Attention check (N = 3)</td>
<td>“attention checks were placed throughout the survey; work was approved if they answered two or more of the three attention checks correctly and if they provided plausible responses.”</td>
</tr>
<tr>
<td>Linden-Carmichael et al. (2020, Study 2)</td>
<td>MTurk</td>
<td>USA</td>
<td>23</td>
<td>46.4</td>
<td>289</td>
<td>Attention check (N = 3)</td>
<td>“using the same eligibility criteria, attention checks [as Study 1]”</td>
</tr>
<tr>
<td>McPhee et al. (2020)</td>
<td>MTurk</td>
<td>USA</td>
<td>40.76</td>
<td>35.3</td>
<td>1127</td>
<td>Attention check (N = 5), Honesty (N = 2)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>30</td>
<td>9</td>
<td>294</td>
<td>“Five attention-check questions were interspersed throughout the survey as a means of detecting random responding. Additionally, two questions appeared at the end of the survey asking the participant to confirm that they: (1) answered the questions honestly, and (2) paid attention to the questions.”</td>
<td></td>
</tr>
<tr>
<td>Meadows et al. (2019)</td>
<td>MTurk</td>
<td>USA</td>
<td>38.6</td>
<td>55.3</td>
<td>165</td>
<td>Attention check (N = unclear)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>30</td>
<td>16</td>
<td></td>
<td>“Attention checks were included to identify nonsystematic, inconsistent, or inattentive”</td>
<td></td>
</tr>
<tr>
<td>Study</td>
<td>Platform</td>
<td>Location</td>
<td>Gender %f</td>
<td>Sample Size</td>
<td>Attention Check</td>
<td>Notes</td>
<td></td>
</tr>
<tr>
<td>------------------------------</td>
<td>----------</td>
<td>----------</td>
<td>-----------</td>
<td>-------------</td>
<td>----------------</td>
<td>-----------------------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>Meisel et al. (2016)</td>
<td>MTurk</td>
<td>USA</td>
<td>50.42</td>
<td>254</td>
<td>19</td>
<td>Attention check (N = 5)</td>
<td></td>
</tr>
<tr>
<td>Meredith et al. (2016)</td>
<td>MTurk</td>
<td>USA</td>
<td>62</td>
<td>1014</td>
<td>140</td>
<td>Attention check (N = 2)</td>
<td></td>
</tr>
<tr>
<td>Morris et al. (2018)</td>
<td>MTurk</td>
<td>USA</td>
<td>54.9</td>
<td>1643</td>
<td>10</td>
<td>Attention check (N = 1)</td>
<td></td>
</tr>
<tr>
<td>O'Hara et al. (2020)</td>
<td>MTurk</td>
<td>USA</td>
<td>55.7</td>
<td>392</td>
<td>3</td>
<td>Attention check (N = 2)</td>
<td></td>
</tr>
<tr>
<td>Peterson et al. (2019)</td>
<td>MTurk</td>
<td>USA</td>
<td>NA</td>
<td>182</td>
<td>8</td>
<td>Attention check (N = 2)</td>
<td></td>
</tr>
<tr>
<td>Phung et al (2019, Study 1)</td>
<td>MTurk</td>
<td>USA</td>
<td>NA</td>
<td>100</td>
<td>0</td>
<td>Validation questions (N = 3)</td>
<td></td>
</tr>
<tr>
<td>Phung et al (2019, Study 2)</td>
<td>MTurk</td>
<td>USA</td>
<td>NA</td>
<td>432</td>
<td>4</td>
<td>Validation questions (N = 3)</td>
<td></td>
</tr>
<tr>
<td>Reisner et al.</td>
<td>Harris Poll</td>
<td>USA</td>
<td>NA</td>
<td>5907</td>
<td>365</td>
<td>Implausible</td>
<td></td>
</tr>
</tbody>
</table>

Accordingly, a 5-item internal consistency scale was developed for the current study to identify any unreliability in reporting. All questions on this scale were structured such that they should be answered with a zero. If participants entered a nonzero response to more than 2 of these items, then they were removed from subsequent analyses. 

“correctly answer two attention check questions (i.e., “trick” questions”).

“A single attention check item was presented following the instructional vignette to check for comprehension of APT instructions…responses on the APT were examined for non systematic data.”

“We also embedded attention-check questions into the second and third surveys in order to remove participants whose responses may not be genuine. Any participant who missed both attention check questions … were removed from the analysis.”

“The 2 validity checks asked, “What day falls between Tuesday and Thursday?” with multiple-choice responses of “Monday,” “Wednesday,” “Friday,” and “Sunday” and “Please retype the sixth word from the following sentence: the quick brown fox jumped over the lazy red dogs.”

“To be included in the final data set, participants needed to correctly answer at least 2 of 3 validation questions. These validation questions involved (i) typing out a 50-word sample prompt provided to them, (ii) recalling the number of words on a standard, double-spaced page, and (iii) answering for the immediate option when asked to choose between $100 now and $50 in 3 weeks.”

Same as Study 1, above.

“those who did not meet valid data requirements (e.g.,
<table>
<thead>
<tr>
<th>Study (Year)</th>
<th>Platform</th>
<th>Country</th>
<th>Gender %f</th>
<th>Sample Size</th>
<th>Time to Complete Survey</th>
<th>Additional Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robinson et al. (2020)</td>
<td>Prolific</td>
<td>UK</td>
<td>67</td>
<td>907</td>
<td>118</td>
<td>Attention check (N = 2)</td>
</tr>
<tr>
<td>Robinson et al. (2021)</td>
<td>Prolific</td>
<td>UK</td>
<td>51</td>
<td>1892</td>
<td>33</td>
<td>Attention check (N = 2)</td>
</tr>
<tr>
<td>Rodriguez et al. (2020)</td>
<td>Qualtrics Panels</td>
<td>USA</td>
<td>50</td>
<td>4335</td>
<td>3581</td>
<td>Attention check (N = 2) Implausible completion time (N = 1)</td>
</tr>
<tr>
<td>Schell et al. (2021)</td>
<td>MTurk</td>
<td>USA</td>
<td>46.1</td>
<td>1865</td>
<td>151</td>
<td>Attention check (N = unclear) Honesty (N = unclear)</td>
</tr>
<tr>
<td>Scully et al. (2017)</td>
<td>I-View</td>
<td>Australia</td>
<td>57.8</td>
<td>8181</td>
<td>567</td>
<td>Data quality checks (N = unclear) No information provided other than “standard quality control processes.”</td>
</tr>
<tr>
<td>Siegel et al. (2014)</td>
<td>Knowledge Networks</td>
<td>USA</td>
<td>58.5</td>
<td>1032</td>
<td>1</td>
<td>Inconsistent responses (N = 1)</td>
</tr>
<tr>
<td>Slater et al. (2012)</td>
<td>Knowledge Networks</td>
<td>USA</td>
<td>50.02</td>
<td>843</td>
<td>58</td>
<td>Implausible completion time (N = 1)</td>
</tr>
</tbody>
</table>

“Two attention checks were included in the survey (e.g., ‘have you ever been to the planet Mars?’) in order to identify any participants not completing questionnaire items as intended.”

“Participants were asked ‘What planet do you live on?’ (multiple choice, item included in demographic measure page) and ‘I have blinked in the last 24 hours?’ (5-point response scale ranging from very unlikely to very likely, item included in perceived behavioural effects of labelling page).”

“Two filter questions were included where participants were asked to select a specific answer. There was also one speeder check performed by Qualtrics.”

“Finally, attention checks and honesty questions were included with the survey tools at baseline and the latter at both time points in order to evaluate participant attention while completing the survey and improve the quality of the data.”

“In an attempt to identify possible errant or implausible reports of the number of drinks consumed for particular brands, we examined the self-consistency of the survey responses by comparing the overall number of drinks per day that each respondent reported consuming in the past 30 days to the sum of the number of drinks that individual reported consuming of each brand.”

“completed the entire study in less than 8 minutes (pretests indicated that it was impossible to actually read the news article and provide responses to each
<table>
<thead>
<tr>
<th>Study Authors (Year)</th>
<th>Collection Platform</th>
<th>Country</th>
<th>Age (M)</th>
<th>Gender (f%)</th>
<th>AUDIT</th>
<th>Sample Size</th>
<th># Failed</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stautz et al. (2016)</td>
<td>Youthsight</td>
<td>UK</td>
<td>21.47</td>
<td>50%</td>
<td>8.8</td>
<td>152</td>
<td>32</td>
<td>No information provided other than “Catch” questions identified and screened out 32 participants who appeared not to be fully engaging with the study (leaving a study sample of 152).”</td>
</tr>
<tr>
<td>Strickland et al. (2017)</td>
<td>MTurk</td>
<td>USA</td>
<td>21.47</td>
<td>50%</td>
<td>8.8</td>
<td>166</td>
<td>19</td>
<td>“Several attention checks were used to identify inattentive or non-systematic participant data. These checks included: 1) comparison of age and sex responses at the start and end of the survey, 2) recall of a single digit number presented halfway through the survey that participants were instructed to remember and enter at the end of the survey, 3) an item that instructed participants to select a specific response (i.e., “Select ‘A Little Bit’”), and 4) an item asking participants if they had been attentive and thought their data should be included.”</td>
</tr>
<tr>
<td>Strickland et al. (2019a)</td>
<td>MTurk</td>
<td>USA</td>
<td>35.2</td>
<td>52.9%</td>
<td>10.3</td>
<td>307</td>
<td>80</td>
<td>“Thirty participants failed one or more data quality checks throughout the study, Fifty participants provided non-systematic data either violating these criteria (n=19) or reporting zero consumption at all prices (n=31) and four participants did not complete the alcohol purchase task data due to a technical error.”</td>
</tr>
<tr>
<td>Strickland et al. (2019b)</td>
<td>MTurk</td>
<td>USA</td>
<td>34.3</td>
<td>51.1%</td>
<td>12.7</td>
<td>476</td>
<td>32</td>
<td>No information provided other than “Thirty-two of these participants failed 1 or more attention or data quality checks throughout the study and were removed from analysis”.</td>
</tr>
<tr>
<td>Strickland et al. (2020)</td>
<td>MTurk</td>
<td>USA</td>
<td>35.2</td>
<td>46.6%</td>
<td>6.6</td>
<td>125</td>
<td>22</td>
<td>“Data were first evaluated for non-systematic or non-attentive responding. Checks included: 1) comparisons of age and gender at two points across the survey, 2) an item that instructed participants to select a particular response, 3) recall of a single digit number presented earlier in the survey that...”</td>
</tr>
</tbody>
</table>
responding (N=1) participants were instructed to remember, and 4) an item that asked if participants had been attentive and that their data should be used… An additional five participants were removed for failing to respond on more than 80 % of task trials indicative of either computer failure or inattention.

<table>
<thead>
<tr>
<th>Study</th>
<th>Platform</th>
<th>Country</th>
<th>Gender %f</th>
<th>N</th>
<th>Validity Questions (N = 3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sunderland et al. (2014)</td>
<td>PureProfile</td>
<td>Australia</td>
<td>AgeM = 25</td>
<td>2013</td>
<td>Data Integrity / Task Specific (N = 3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>“Outliers were respondents who: (i) reported consuming more than 50 standard drinks on their last Saturday night (n = 101), as this would correspond to a blood alcohol level in the lethal range; (ii) paid more than 2 standard deviations above the mean for a standard drink (n = 20), or paid over 2 standard deviations above the mean for total alcohol consumed.”</td>
</tr>
<tr>
<td>Tsai et al. (2021)</td>
<td>MTurk</td>
<td>USA</td>
<td>Gender %f = 47.9</td>
<td>6762</td>
<td>Validity Questions (N = 3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>“… failed three items from the validity scales from the Minnesota Multiphasic Personality Inventory-2 (MMPI-2), which included items: “It would be better if almost all laws were thrown away,” (“yes” response was a validity failure) “Sometimes when I am not feeling well I am irritable,” (“no” was validity failure) and “Once in a while I put off until tomorrow what I ought to do today” (“no” was validity failure)”</td>
</tr>
<tr>
<td>Wardell et al. (2020)</td>
<td>Prolific</td>
<td>Canada</td>
<td>AgeM = 31.99 Gender %f = 45.3</td>
<td>402</td>
<td>Attention check (N = 4) Implausible completion time (N = 1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>“We also included 4 attention check items … participants’ data were automatically rejected from the study if they failed 2 or more attention check items and had a very fast completion time (defined as under 20 minutes in this study). Two participants were removed from the study based on these criteria.”</td>
</tr>
<tr>
<td>Weiss et al. (2020)</td>
<td>MTurk</td>
<td>USA</td>
<td>AgeM = 37.74 Gender %f = 29.1 AUDIT = 9.74</td>
<td>1647</td>
<td>Attention / comprehension checks (N = 4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>“To improve data quality, we incorporated validity checks assessing attentive responding and comprehension (4 items; e.g., “I have never brushed my teeth”)</td>
</tr>
<tr>
<td>Zhang et al. (2016)</td>
<td>No informatio n provided</td>
<td>Canada</td>
<td>Gender %f = 58</td>
<td>100</td>
<td>Implausible completion time (N = 1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>“A minimum time of 200 s was set for each questionnaire, and participants needed to spend a minimum of 200 s to fill up the survey.”</td>
</tr>
</tbody>
</table>

Legend: AUDIT = Alcohol Use Disorders Identification Task.