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Abstract:  

Maritime traffic situational awareness is fundamental to the safety of maritime transportation. The state-of-the-

art research primarily attaches importance to collision risk estimation and evaluation between/among ships but 

encounters the challenges of capturing the high-risk traffic clusters in complex waters. This paper develops a 

systematic traffic clustering approach to enhance traffic pattern interpretability and proactively discover high-

risk multi-ship encounter scenarios, in which both the conflict connectivity and spatial compactness of 

encounter ships are considered. Specifically, a novel hybrid clustering approach that integrates a composite 

distance measure, a constrained Shared Nearest Neighbour clustering, and a fine-tuning strategy is developed 

to segment maritime traffic into multiple conflict-connected and spatially compact clusters. Meanwhile, a 

hierarchical bi-objective optimization algorithm is introduced to search for optimal clustering solutions. 
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Through maritime traffic data obtained from the Ningbo-Zhoushan Port, a thorough methodology performance 

evaluation is carried out through application demonstration and validation. Experiment results reveal that the 

new approach: 1) can effectively capture the high-risk/density traffic clusters; 2) is robust with respect to various 

traffic scenarios; and 3) can be extended to assist in collision risk management. It therefore offers new insights 

into enhancing maritime traffic surveillance capabilities and eases the design of risk management strategy. 

Keywords: Maritime safety, intelligent maritime monitoring, traffic cluster identification, clustering technique, 

AIS data  

1 Introduction 

Maritime safety management has always been regarded as one of the essential concerns due to the intolerable 

ramifications (e.g., loss of life, economic damage, and/or environmental pollution) when maritime traffic 

accidents occur. Economic globalization associated with the rapid boom in transportation demand has made 

maritime traffic more sophisticated, especially in restricted waterways and heavy-traffic ports [1–3]. This 

change brings significant challenges to maritime operational authorities on maritime traffic safety management, 

particularly when the fast development of emerging autonomous ships is considered, which could potentially 

increase the occurrence likelihood of ship collisions without an effective solution to be found. In response to 

such challenges, advanced equipment and systems, such as maritime traffic service networks, geographical 

information systems, and vessel traffic services (VTS), have been employed to assist operators in maritime 

traffic monitoring and surveillance [4–6]. Although presenting a great variety of intelligent functionalities in 

monitoring and regulating maritime traffic behaviours, the currently used systems still reveal some drawbacks 

in rationally interpreting maritime traffic pattern complexity and adaptively capturing real-time high-risk traffic 

clusters. Accordingly, maritime traffic controllers often need to face difficulties of capturing the high-risk ship 

areas by their intuition and experience, significantly increasing their workload and hindering the timely 
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implementation of anti-collision risk control strategies. Thus, it is essential to develop advanced techniques and 

tools to further enhance Maritime Situational Awareness (MSA) to aid the development of intelligent 

transportation service systems. 

To improve the operational safety of ship traffic in complex waters, various approaches have been 

developed and implemented to quantitatively analyse ship collision risk [7–11]. These methods are a 

prerequisite for maritime traffic safety monitoring and management, allowing the operators to raise early 

collision alarms and ensure ship anti-collision safety. In particular, the considerable development of Automatic 

Identification System (AIS) has significantly led to abundant AIS-based trajectory data for enhancing vessel 

collision risk estimation and assessment [12]. In the meantime, detecting clusters of encounter vessels based on 

real-time AIS-based trajectory information has become an emerging research topic [13–15]. It plays a significant 

role in improving maritime surveillance capabilities and identifying potentially multiple ship encounters. 

However, the existing studies suffer from some drawbacks, such as ignoring or simplifying ship dynamics, only 

concerning traffic density, and having difficulty in discovering the traffic clusters with varying densities. 

Similarly, the ever-growing ship spatiotemporal movement uncertainty and maritime traffic complexity further 

influence the state-of-the-art approaches’ effectiveness and applicability, especially in complex traffic scenarios 

involving changeable traffic behaviour. To identify the encountering traffic clusters, it is of paramount 

importance to fully consider the spatiotemporal dynamics of ship movements and the multiple dependent 

conflict-related interrelationships (e.g., spatiotemporal proximity and conflict severity) of encounter ships. 

Therefore, these research gaps must be filled to ensure ship anti-collision safety at sea. 

This paper aims to develop a systematic traffic clustering methodology to adaptively discover the high-

risk/density multi-ship encounters. It can be used to enhance intelligent situational awareness by decomposing 

the whole traffic complexity within a surveillance area, facilitating anti-collision decision-making to control 
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multi-ship collision risks. To achieve this, an improved novel density-based clustering approach that 

incorporates the multi-attribute interactions (i.e., conflict relation and spatial distance) among ships is designed 

to partition the regional ship traffic into lots of conflict-connected and spatially compact clusters. In the 

meantime, a hierarchical bi-objective optimization algorithm is formulated as an integral part of the 

methodology framework to generate robust clustering solutions resilient to the variability of ship traffic 

situations. The main originality and contributions of this paper are summarized as follows.  

1) The proposed traffic clustering methodology captures and recognizes the high-risk/density traffic 

clusters effectively and reliably by considering both the conflict connectivity and density compactness 

of encounter vessels. It also accounts for the influence of the ships’ stochastic and uncertain behaviour 

on collision detection, facilitating the operators to better understand and reveal the actual traffic conflict 

patterns. 

2) A novel density clustering approach is developed by synergizing a composite distance measure, a 

constrained Shared Nearest Neighbour (SSN) clustering, and a fine-tuning strategy. Compared with the 

traditional traffic clustering approaches, the proposed clustering approach can handle traffic scenarios 

with varying densities and find traffic clusters with strong conflict connectivity at high density, making 

it feasible and applicable in complex maritime traffic waters. 

3) A hierarchical bi-objective optimization algorithm is designed to find the optimal clustering solutions 

based on a grid-search strategy. This algorithm is proven effective and robust with respect to various 

traffic scenarios by explicitly concerning the hierarchical priorities among different objectives.  

The rest of the paper is organized as follows. Section 2 summarizes the state-of-the-art research on ship 

collision risk and AIS data applications in maritime surveillance. In Section 3, the proposed traffic clustering 

approach is introduced and described. Section 4 describes the proposed hierarchical bi-objective optimization 
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procedure for super-parameter determination. The parameter sensitivity analysis, application demonstration, 

model comparison and validation, and discussion are provided in Section 5. Conclusions and potential future 

directions are summarized in Section 6. 

2 Literature review 

 Ship collision risk evaluation and estimation 

Ship collision risk has long been among the most critical concerns in marine transportation research. Numerous 

publications have focused on evaluating and quantifying the occurrence likelihood and consequence severity of 

ship collisions. For example, a complete and recent survey can be found in [16–18]. Among such literature, 

collision risk detection and forecasting are one of the most widely studied subjects. An abundance of non-

accidental definitions, such as traffic conflict [19] and near-miss [20], have been proposed to characterize and 

estimate the collision risk. They constitute an integral part of maritime traffic safety management and serve as 

a prerequisite for potential real-time collision risk detection. Two main types of relevant research favoured by 

many scholars are ship domain-based and synthetic index methods. 

The ship domain is a unique property in the maritime traffic domain that refers to a safe space around the 

vessel that the drivers wish to keep free from other vessels. It is employed to detect and estimate potentially 

dangerous encounter events based on the overlaps or violations of the approaching ships’ domain regions. More 

recently, various ship domain models have been designed to identify the candidates with collision potential and 

undesired consequences. The most important concerns of these models are rationally screening the influential 

factors, specifying the domain shapes, and ascertaining the employed methodological techniques [21–23]. They 

have been applied to a variety of issues and demonstrate their strengths in quantitatively examining waterway 

capacity [24], discovering collision risk hot-spots [23], and exploring interrelations between collision candidates 

and historical accident databases [25]. Despite this, the application performance of ship domain models for 
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Conflict Detection (CD) heavily relies on trajectory prediction techniques. Combining these models with refined 

trajectory estimation approaches therefore offers an appealing way to enhance the practical CD capabilities. 

Synthetic index methods formulate mathematical or black-box models to synthesize the indices that reveal 

the spatiotemporal proximity level between encountering ships. The most favoured approaches are deploying 

the two commonly accepted indices, Distance to Closest Point of Approach (DCPA) and Time to Closest Point 

of Approach (TCPA), to calibrate the collision risk. On this basis, further improvements of such approaches are 

implemented by including more essential factors [26–29], employing reliable multi-index integration methods 

[30,31], and assuring their evaluation performance in disparate ship encounter scenarios [32]. These models 

have reliable and practical performance in assisting in noticing potential collisions and issuing an earlier alert 

in open sea. However, they hold a critical assumption that the ships will keep an unchanged speed when 

encountering others, which limits their practical applicability in complex waters. For example, this type of 

research may lack the desired accuracy when the encounter ships take some manoeuvres (e.g., turning) because 

of the constrains of waterway geometry. This suggests that further investigation on the ship traffic’s 

spatiotemporal dynamic patterns is essential for accurate and reliable collision risk estimation. 

Generally, vessel collision risk estimation has always been an active direction of research while at the same 

time the increasingly complicated traffic conditions have required researchers to develop new advanced 

technologies. This can be proved from the following aspects. First, there has been little collision risk estimation 

research which accounts for the dynamics and uncertainty involved in ship motion. Most studies are highly 

dependent on the assumptions that the encounter ships would sail linearly, or their future trajectories are able to 

be determined in advance, overlooking the influence of various uncertainty sources. These assumptions are the 

detriments of discovering the actual traffic conflict pattern, resulting in their inapplicability in complex waters. 

Many studies in the aviation research domain suggest that incorporating traffic dynamics and uncertain 
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behaviours is essential to detect and resolve conflicts [33,34]. They estimate the collision risk by developing 

probabilistic CD models to incorporate the impact of trajectory uncertainty. Second, the studies that can 

automatically capture the real-time high-risk multi-ship clusters are limited in the reported literature, but they 

are crucial for decomposing the global collision risk in a given high-traffic water area and relieving surveillance 

operators’ management pressure. In heavy-traffic waters, the collision avoidance measures performed by one 

ship to resolve its conflict with another may bring about a higher risk with other nearby ships. Therefore, more 

attention should be given to the difficulties caused by the spatiotemporal interactions of multiple ships for 

conflict resolution rather than the collision risk between ship pairs. Correspondingly, many researchers have 

focused on collision risk avoidance in multi-ship encounters [35,36]. To summarize, improving the applicability 

and practical usability of collision risk estimation models and proactively promoting maritime traffic monitoring 

through the development of traffic cluster recognition technologies are beneficial and promising. 

 AIS data applications in maritime transportation surveillance  

Owing to its high sampling frequency, wide coverage, and accessibility of rich information, the applications of 

AIS data have attracted growing attention from academic circles and bring great potential to maritime traffic 

behaviour analysis and ship collision risk characterization. Within this context, advances in computer science 

and artificial intelligence technologies have resulted in its broader and more practical applications in various 

directions, such as maritime anomaly detection [37,38], spatiotemporal ship traffic correlation analysis [39,40], 

ship behaviour modelling and recognition [41–44], and vessel path planning [45]. A detailed literature review 

of AIS data applications has been documented in [46–48]. These studies in the literature fall into two main 

groups: maritime traffic pattern mining and maritime traffic prediction. 

Maritime traffic pattern mining relies on various data mining techniques to undertake maritime traffic 

analytics, traffic pattern exploration, and knowledge extraction. Classical solutions to traffic pattern mining 
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involve vector-based, grid-based, and statistics-based approaches [40,48,49]. The vector-based methods extract 

the network waypoints (i.e., nodes) and routes (i.e., edges) to formulate the maritime traffic network, allowing 

the vessel motions and traffic patterns over busy waters of interest to be characterized as a high compactness 

graph-based representation [48]. Typically, the pre-processing of vessel trajectories is a prerequisite for traffic 

network construction through clustering algorithms. Theoretical maritime traffic network modelling involves 

two important components. One component is to adopt clustering techniques such as Density-Based Spatial 

Clustering of Applications with Noise (DBSCAN) [50] and Ordering Points To Identify the Clustering Structure 

(OPTICS) [49,51] to extract the waypoints, including static points (e.g., port and anchorage area), and entry and 

exit points. The other component is to use a maritime route learning method to detect the vessel trajectories 

following identical itineraries. Leveraging the established maritime geographical networks, they contribute to 

supporting maritime traffic surveillance [52], assisting in anomaly detection [49], facilitating route planning 

[53], and helping to understand maritime traffic patterns [50]. However, maritime traffic following regular 

behaviour patterns is the basic premise for the applications of these methods, and it is highly problematic. They 

reveal the weaknesses in terms of configuring the water areas where the traffic patterns are hard to categorize 

[54]. Further detailed modelling that incorporates more traffic features, such as course and speed distribution, 

should be developed to effectively differentiate the traffic features and improve the accuracy of geographical 

networks. 

The grid-based methods discretize the target maritime traffic area into indexed grids. Each grid is attached 

with essential property statistics (e.g., traffic density, course, and speed) to characterise the maritime traffic 

scenarios. The intention is to construct the gridded database to reduce the data scale and facilitate efficient 

retrieval and search operations of maritime knowledge. Based on the gridded database, various maritime traffic 

layers such as traffic route information and traffic distribution information can be established to identify the 
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traffic spatial-temporal patterns [55], differentiate the anomalous behaviours [56], investigate the traffic motion 

mechanism for maritime situation prediction [57], and discover correlations between the local traffic pattern 

and near collision hotspots [40]. For example, Xiao et al. [58] populated the AIS data into the structured grids 

to support the application of a clustering algorithm to extract the waterway and waypoint patterns. However, 

these methods are only suitable for small-scale waters and are unable to tackle the intense computational load 

required to support the analysis in large-scale water areas [59]. Additionally, the prior determination of the grid 

size is a problematic issue that highly depends on the local traffic features. 

The statistics-based methods analyse the traffic characteristics and conduct quantitative modelling to reveal 

the distribution profile of traffic properties. Examples include the identification of distribution characteristics 

of ship traffic [60,61], the capturing of hot-spot water areas [62], the investigation of temporal variations of 

density maps [63], the correlation examination between different traffic attributes [64], and the visualization of 

maritime traffic situations [65]. These studies set the foundations for enhancing maritime traffic situation 

interpretation, determining important traffic parameter thresholds, and facilitating anti-collision decision-

making. Notably, they need to work with other advanced technologies to support high-level MSA. For example, 

Rong et al. [38] developed an uncertain ship motion prediction approach for trajectory anomaly detection by 

combining the ship acceleration distributions with a data-driven non-parametric Bayesian model. Overall, the 

above methods provide essential knowledge for maritime surveillance and management. Unfortunately, these 

studies are highly dependent on the batch analysis of historical maritime datasets (e.g., months or years), thereby 

providing fewer guidelines for maritime management authorities and operators to comprehend traffic situations 

in real time. 

Maritime traffic forecasting employs reasonable input and output to construct mathematical functions or 

models for prediction applications. It is among the hottest research topics because it is one of the indispensable 

https://www.sciencedirect.com/topics/engineering/bayesian-model
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components for proactive traffic surveillance and management. The relevant traffic prediction research can be 

divided into physics-based, manoeuvre-based, and interaction-aware methods in terms of application 

methodologies [18]. Many types of techniques and algorithms, such as Constant Velocity Model (CVM) [66], 

neural network [67], support vector machine [68], random forest [69], Kalman Filter [70], and Particle Filter 

[71], have been applied for the trajectory prediction. These works demonstrate their merits in terms of prediction 

accuracy, efficiency, and practical usage, enhancing MSA and safety management capabilities to a large extent. 

Apart from trajectory prediction, some research studies [49,58] have attached importance to estimating traffic 

hot-spots (e.g., traffic speed and density) to assist in collision alerts and route planning. In the context of 

maritime intelligence surveillance, traffic prediction, collision detection, and conflict resolution constitute the 

base of the operational authorities’ task, while traffic prediction is the first basic module and is fundamental to 

providing precise collision estimations and supporting practical collision evasion actions. Therefore, traffic 

prediction provides a strong foundation for further studies that facilitate the perception of the forthcoming traffic 

situations. 

While pioneering efforts have been made in AIS data surveillance, there are still unresolved issues to be 

addressed. Very few studies [13–15] focus on capturing the real-time high-risk multi-ship encounters and fewer, 

if not none, on coping with the ship movement dynamics and uncertainty while simultaneously considering both 

the conflict relations and spatial compactness of traffic clusters. However, failure to address these two issues 

often leads to a negative impact on identifying actual traffic conflict patterns and decomposing regional collision 

risk. Hence, much potential remains for improvement by integrating the AIS-based trajectory information into 

recognizing high-risk traffic clusters. In fact, some recent research studies [72–74] have started considering 

detection of large-scale traffic congestion in both air and maritime networks. They have developed risk-based 

interdependency analysis methods to analyse the congestion dependencies and investigate the delay risk 
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propagation, thereby providing valuable insights into relieving traffic delays. However, these studies analysed 

cascading congestions and identified key nodes/edges based on dependency risk graphs from a network analysis 

perspective rather than a traffic partitioning perspective. On the other hand, some research communities [75–

78] have applied clustering techniques to partition heterogeneous road traffic networks into a small number of 

spatially compact, connected, and homogeneous regions. This can facilitate the discovery of congested areas 

and assist in implementing congestion mitigation strategies. Inspired by these studies, an improved clustering 

approach is developed to simultaneously consider multiple ships' conflict connectivity and spatial compactness. 

Extensions are also performed to consider the influence of the ships’ stochastic and uncertain behaviour on 

collision detection. As a result, the proposed methodology offers the potential for capturing real high-risk traffic 

clusters in complex waters. 

3 Methodology: a novel density-based clustering approach 

As previously stated, this study aims to develop an approach to partition the whole ship traffic over busy waters 

of interest into multiple clusters, achieving two essential objectives: (1) conflict connectivity and (2) spatial 

compactness. A conflict-connected ship traffic cluster implies that the ships with high conflict criticality are 

assigned to the same cluster, whereas a spatial compact cluster suggests that the ships are organized together 

based on their closeness in space. The two outlined objectives are crucial for detecting multiple ship encounters. 

In essence, the two objectives can conflict with each other, as the conflict severity between ships is not 

entirely related to their spatial distance. It is also influenced by their converging trend, spatial approaching rate, 

sizes, speeds, etc. Therefore, a new clustering approach is introduced to address this issue. First, a composite 

distance measure is designed to incorporate conflict criticality into the spatial distance between ship pairs 

(Section 3.1). Based on the distance measure results, a constrained SSN clustering algorithm is further employed 

to group the ship traffic under various traffic situations (Section 3.2). Finally, a fine-tuning strategy is applied 
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to guarantee that all ships are in the proper clusters by repeatedly adjusting the boundaries of the clusters 

(Section 3.3). In addition, a hierarchical bi-objective optimization approach is proposed to adaptively determine 

the optimal combinations of super parameters to generate clustering solutions robust to the variability of ship 

traffic situations (Section 4). Detailed descriptions of the critical techniques in each module are shown in Fig. 1 

and explicitly highlighted as follows. 

 

Fig. 1. The research framework. 

 Distance measures 

Distance/similarity measure is a critical component when implementing clustering algorithms. Therefore, it is 

necessary to develop a powerful distance measure to assist the clustering approaches to fulfil the two mentioned 

criteria. In the following subsection, the probabilistic conflict criticality model is first introduced. Then a 

composite distance measure model that incorporates the conflict relation between ship pairs into their spatial 

distance is described. 
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 Probabilistic conflict characterization and estimation 

A CD approach is designed from a probabilistic perspective to make collision detection adaptive to complex 

waters. It considers the influence of dynamic and uncertain characteristics inherent to the ships’ spatiotemporal 

movements, providing a quantitative basis for discovering the actual traffic conflict patterns. The proposed CD 

approach involves two blocks: 1) conflict definition and characterization, and 2) conflict criticality estimation. 

Ship conflict is a critical situation where the encountering ships are predicted to violate the minimum 

allowed distances in the future. This study applies a typical ship domain model [79] to declare the conflict 

between ships. An example of conflict declaration is displayed in Fig. 2. A potential conflict is deemed to exist 

when the following equation is held over the look-ahead time horizon. 

𝐷𝑖𝑠𝑡𝐴𝐵(𝑡) ≤ 𝑆𝐷𝐴(𝑡) + 𝑆𝐷𝐵(𝑡)        (1) 

where 𝐷𝑖𝑠𝑡𝐴𝐵 represents the distance between the ships, and SDA denotes the distance from the centre of ship 

A to its domain boundaries.  

 

Fig. 2. Definition of ship conflict. 

As various uncertainty sources impact future ship trajectories, whether Eq. (1) is satisfied is probabilistic. 

Assume that the probability density function of the unsafe separations, i.e., 𝐷𝑖𝑠𝑡𝐴𝐵(𝑡) − 𝑆𝐷𝐴(𝑡) − 𝑆𝐷𝐵(𝑡) ≤

SDA

DistAB

SDB

ship A
ship B

AB

A 2 B −
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0, is given by 𝑓𝐿(𝑡), the instantaneous occurrence probability of a conflict at a moment t is expressed in Eq. (2). 

𝑃𝐶(𝑡) = Pr[𝐿(𝑡) ≤ 0] = ∫ 𝑓𝐿(𝑡)(𝜌)𝑑𝜌
0

−∞
       (2) 

where L(t) represents 𝐷𝑖𝑠𝑡𝐴𝐵(𝑡) − 𝑆𝐷𝐴(𝑡) − 𝑆𝐷𝐵(𝑡). 

To effectively quantify the expected collision risk between the encounter ships over the look-ahead horizon, 

a practical conflict criticality measure is designed by incorporating the maximum conflict probability and its 

occurrence time. These two indices are similar to DCPA and TCPA and play equally important roles in maritime 

safety navigation [35,80]. One represents the maximum intensity of a conflict, while the other reveals the 

difficulty level of a conflict resolution as the less time left, the fewer opportunities to address the conflict. Hence, 

they are combined by an exponential function [81], as shown in Eq. (3). 

𝐶(𝛾) = 𝑀𝑃𝐶1+(𝑡𝑀𝑃𝐶/𝑇)        (3) 

where MPC is the maximum PC(t) over the prediction time horizon, tMPC represents the time associated with 

the highest conflict probability, and T denotes the predicted time horizon. 

In addition to the definition of conflict criticality, probabilistic CD estimation encounters two issues for its 

practical applications: 1) Modelling the future ship movement uncertainty, i.e., the probability density functions 

of future prediction trajectories; and 2) calculating real-time conflict probability. To address these issues, a 

probabilistic CD framework is introduced, in which a ship motion model is employed to address the uncertain 

trajectory forecasting and a two-stage Monte Carlo (TSMC) algorithm is applied to compute the conflict 

criticality precisely and efficiently. For more details about the probabilistic CD process, one can refer to the 

work in [82]. 

 Composite distance measure model 

The composite distance measure model can be further designed based on the conflict criticality measure model. 

In practice, conflict connectivity is gaining more attention from supervisors or navigators as opposed to density 
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compactness. This is because high conflict criticality explicitly means the potential collision risk, while high 

traffic density merely implies the busy and sophisticated traffic situation. Additionally, the risk states can be 

categorized into three groups in terms of probability and/or consequences: intolerable, As Low As Reasonably 

Practicable (ALARP), and negligible [83]. Here, the conflict criticality is also divided into three states, i.e., 

intolerable, ALARP, and negligible. The intolerable state indicates that ship pairs must be assigned to the same 

traffic cluster. The ALARP state represents that the ship pairs should be arranged to the same cluster as much 

as possible. Finally, the negligible state suggests that the ship pairs are not required to be arranged to the same 

cluster if the conflict criticality is maintained during the operation. 

Based on the risk property and our purpose of revealing the actual conflict patterns, a composite model 

that incorporates the conflict criticality into the spatial distance is proposed to support a robustness distance 

measure, which is defined as follows: 

𝐷𝑖𝑠𝑡𝑖𝑗 = {

0, 𝐶(𝛾)𝑖𝑗 ≥ 𝑅1
𝐷𝑖𝑠𝑡𝑖𝑗 × (1 − 𝐶(𝛾)𝑖𝑗), 𝑅2 ≤ 𝐶(𝛾)𝑖𝑗 < 𝑅1

𝐷𝑖𝑠𝑡𝑖𝑗, 𝐶(𝛾)𝑖𝑗 < 𝑅2

      (4) 

where Distij denotes the spatial distance between ships i and j, and R1 and R2 represent the user-specified 

parameters to divide the conflict criticality into three states. The first part in Eq. (4) helps merge the ships with 

intolerable conflict criticality together (0 distance between them), the second part uses weights to strengthen the 

connection relations between ships with ALARP conflict criticality, while the third part implies that the 

negligible conflict criticality does not influence the distance measure. The motivation for constructing such an 

improved distance measure is inspired by the simi-supervised clustering work in [84], in which both the hard 

and soft constraints are used to spread the influence of the known information. It is noteworthy that the two 

user-specified parameters (i.e., R1 and R2) require to be set reasonably in terms of both the operational authorities’ 

practical demands and the clustering performance, which will be analysed in Section 5.2. 
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 Constrained Shared Nearest Neighbour (SNN) algorithm 

Clustering is a typical unsupervised learning technique that partitions a dataset into multiple clusters based on 

similarity/distance metrics. It has become vital across many domains, including environmental science, 

geographical science, information techniques, and business intelligence. Among the existing approaches, 

DBSCAN is among the most widely used data mining means in the maritime domain because of its desirable 

properties, such as the ability to cluster datasets with arbitrary shapes, identify and eliminate the noise samples, 

and automatically discover the number of clusters. For example, it is adopted to extract marine waterway 

patterns [58], identify maritime traffic turning sections [37], and detect abnormal maritime behaviours [85]. 

Hence, it is used to perform the traffic clustering task. 

Nevertheless, maritime traffic has complex and dynamic features, and directly applying DBSCAN may not 

produce a desirable clustering solution. On the one hand, DBSCAN cannot handle datasets with varying 

densities because it uses a fixed density criterion to find all clusters globally [86,87]. It is therefore challenging 

for DBSCAN to enumerate all ship traffic scenarios, especially for the complicated scenarios with variant traffic 

densities. On the other hand, DBSCAN might not always guarantee that the high-conflict ship pairs reside in 

the same clusters, even though combining it with the designed composite distance measure. It is however 

essential to group the ship pairs with intolerable conflict criticality into the same cluster to capture actual traffic 

conflict patterns. 

As for the first issue, an alternative way to deal with it is to use the Shared Nearest Neighbour (SNN) 

similarity measure [88]. It is relatively insensitive to variations in density and works well in discovering clusters 

in uneven regions. Unlike the distance metric in DBSCAN, the SNN focuses on the local configuration of the 

sample points in the data space. It computes the similarity between two individuals in terms of the number of 

common elements between their k-nearest neighbour lists, which is defined by the following equation: 
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𝑆𝑖𝑚𝑙𝑎𝑙𝑖𝑟𝑖𝑡𝑦𝑖𝑗 = 𝑖𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡(𝑁𝑁𝑖(𝑘) ∩ 𝑁𝑁𝑗(𝑘))      (5) 

where NNi(k) is the subset of k nearest neighbours of individual i. Since the distance (i.e., dissimilarity) is 

adopted as the input of DBSCAN, the dissimilarity/distance between objects i and j is represented by k minus 

Simlarityij. Another density-based algorithm, i.e., OPTICS, has been considered for traffic clustering. This 

algorithm can also handle data with varying densities, however, it is better suited to offline traffic clustering 

due to its limitations in adaptively identifying the super parameters in real-time [49]. 

As for the second issue, a hard constraint is integrated into the DBSCAN algorithm to ensure that the ship 

pairs with intolerable conflict criticality belong to one cluster [89]. The must-link constraints are identified by 

employing the graph theory. The nodes represent ships, and the edges are used to connect the ship pairs with 

intolerable conflict criticality. Then a must-link closure (MLC) comprising of icc1, icc2, …, icci, …, iccs can be 

obtained, in which icci represents a subgraph. Each pair of ships in icci can be reached through at least one 

sequence of edges. 

A detailed description of the constrained SNN is depicted in Algorithm 1. Its procedure is an improvement 

based on the standard DBSCAN algorithm. Three super-parameters (i.e., EPS, MinPts, and k) and a must-link 

closure (MLC) are newly added as the inputs. The super-parameters EPS and MinPts come from DBSCAN, 

denoting the maximum radius of neighbours from an observing point and the minimum number of points 

contained in such neighbours. Based on the two parameters, the relations between two points can be defined as: 

Directly density-reachable, Density-reachable, and Density-connected. Furthermore, all points are classified as 

core points, border points, and noise, in which the core points are determined in terms of the number of points 

that are directly density-reachable (lines 6 and 17). The super-parameter k refers to the k most similar neighbours 

of each point being kept for the SNN similarity measure. The improvements of the constrained SNN compared 

with DBSCAN involve two aspects:  
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1) A SNN measure is embedded to support a more robust and flexible similarity measure that adapts to 

traffic scenarios with varying densities (line 3). 

2) During the loop iteration, if a point falls into MLC, all points belonging to the same subgraph in MLC 

are arranged to the current cluster to satisfy the must-link constraints (lines 10 and 15). 

Algorithm 1: Constrained SNN 

Input: Given parameter k, EPS, and MinPts, I = {1, 2,···, N}, MLC 

Output: C = {ci}i=1:N  // clusters that each point belongs to 

// Initialization 

1. Nc = 1; vi = 0, Nε(i) = [], i = 1, 2, ··, N; {ci}i=1:N = -1; 

// Distance measure 

2. Compute the distance matrix based on the composite similarity measure 

3. Obtain the SNN measure results based on the parameter k 

4. Identify the Nε(i) of each point based on the SNN measure results and the parameters EPS and MinPts 

// Loop 

5. For i = 1: N do 

6.    If vi = 0 && |Nε(i)| ≥ MinPts then 

7.       vi = 1, ci = Nc, seedlist = [], and let I := I\{i} 

8.       Insert Nε(i) ∩ I into the seedlist, 𝑣𝑁𝜀(𝑖)∩𝐼 = 1, 𝑐𝑁𝜀(𝑖)∩𝐼 = Nc, and let I := I\{Nε(i) ∩ I} 

9.       If point i ∈ MLC then 

10.         Insert MLC(i) ∩ I into the seedlist, 𝑣𝑀𝐿𝐶(𝑖)∩𝐼 = 1, 𝑐𝑀𝐿𝐶(𝑖)∩𝐼 = Nc, and let I := I\{MLC(i) ∩ I} 

11.      End  

12.      While NOTEMPTY(seedlist) do  

13.         Get an element j from seedlist, and let seedlist := seedlist\{j} 

14.         If point j ∈ MLC then 

15.            Insert MLC(j) ∩ I into the seedlist, 𝑣𝑀𝐿𝐶(𝑗)∩𝐼 = 1, 𝑐𝑀𝐿𝐶(𝑗)∩𝐼 = Nc, and let I := I\{MLC(j) ∩ I} 

16.         End  

17.         If |Nε(j)| ≥ MinPts then 

18.            Insert Nε(j) ∩ I into the seedlist, 𝑣𝑁𝜀(𝑗)∩𝐼 = 1, 𝑐𝑁𝜀(𝑗)∩𝐼 = Nc, and let I := I\{Nε(j) ∩ I} 

19.         End  

20.      End 

21.      Nc = Nc +1  // update the serial number of clusters 

22.   End  

23. End  

I: sample dataset; Nc: serial number of clusters; Nε(i): neighbours of point i in Eps-based Radius-neighbourhood; 

vi: 1 represents point i is touched and 0 otherwise; MLC(j): subgraph in MLC that point i belongs to. 

 

 Fine-tuning 

During the clustering process, ships sometimes are assigned to improper clusters. This is due to the fact that: 1) 

the distribution of ship traffic in space is random and subject to various disturbances, which has exposed 

unobvious cluster distribution characteristics in some cases, and 2) the SNN measure considers the overlap 

between the objects’ k-nearest neighbours lists instead of the density values to find clusters in varying density 
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regions. It could produce clusters with significant density differences for some complex traffic scenarios. 

Therefore, a fine-tuning strategy is presented to further adjust the ships on the boundary to the proper clusters. 

It consists of two phases: 1) deleting the points far away from the cluster and 2) adding the outliers into the 

proper clusters. 

Fig. 3 illustrates three typical clusters produced that can be improved using outlier deletion. It is apparent 

that the clustering performance can be enhanced by eliminating the red points. To achieve this goal, each point’s 

distance from its 2nd nearest neighbour (2-nn) in the same cluster is identified and ranked. The 2-nn distance of 

each point is shown at the bottom of Fig. 3. According to these diagrams in Fig. 3, the red points have a 

substantially larger 2-nn distance than other points. Therefore, these red points are deleted in an iteration way. 

In each iteration, if the point with the largest 2-nn distance satisfies the following conditions, it will be set as an 

outlier: 

(1) Its 2-nn distance is larger than th1 (a coefficient larger than 1 to help eliminate the points far away from 

the clusters) times the third largest 2-nn distance. 

(2) It does not have an intolerable or ALARP conflict with the points in the same cluster. 

The process will continue for the current cluster until no point is deleted. The reason for using the 2-nn instead 

of 1-nn is that the latter cannot work properly for case 3, where two points far away from the cluster are close. 

A detailed algorithmic step of the outlier deletion is provided in Algorithm 2.  

 

Fig. 3. Graphical illustration of typical clusters produced that can be improved using outlier deletion. (The 

longitudinal axis ‘d’ represents the point’s distance from its 2nd nearest neighbour, and the horizontal axis ‘p’ 
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represents the point label.) 

Algorithm 2: Outlier deletion 

Input: C = {ci}i=1:N, MHCC 

Output: C = {ci}i=1:N 

1. For i = 1: NC do 

2.    While |Ci| ≥ min_np do 

3.       Determine each point’s distance (Dist) with its 2nd 

            nearest neighbour in Ci 

4.       Rank the points as {𝑖1, 𝑖2,⋯ 𝑖𝐶𝑖} in descending 

            order of the 2-nn distances 

5.       If i1 ∉ MHCC && 𝐷𝑖𝑠𝑡𝑖1 > 𝑡ℎ1 × 𝐷𝑖𝑠𝑡𝑖3 then 

6.          ci1 = -1; 

7.       Else 

8.          break 

9.       End 

10.    End  

11. End 

Ci: subset of points that belong to ith cluster; MHCC: dataset 

of ships that have intolerable or ALARP conflict with others. 

Fig. 4. displays two typical clusters produced that can be improved using outlier addition. The red points 

represent the outliers marked by the constrained SNN. It is shown that the outliers’ distances with the points in 

the cluster are relatively close. The outliers are assumed to belong to the cluster, and the average distance 

between each point and other points in the assumed new cluster is calculated. From the right diagrams in Fig. 

4, the average distances of outliers are not the largest. Therefore, the outliers are added to make the cluster more 

compact. The outliers that have intolerable or ALARP conflict relations (case 2) can be added only if they satisfy 

the above distance requirements simultaneously. The procedure of outlier addition is codified in Algorithm 3. 

Note that the outliers are preferentially added to the closer clusters (lines 3-4). 

 

Fig. 4. Graphical illustration of typical clusters produced that can be improved using outlier addition. (The 

longitudinal axis ‘d’ represents the point’s average distance from other points in the same cluster, and the 

horizontal axis ‘p’ represents the point label.) 
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Algorithm 3: Outlier addition 

Input: C = {ci}i=1:N; voi = 0, i = 1, 2, ······, |O|. 

Output: C = {ci}i=1:N 

1. For i = 1: |O| do 

2.    If 𝑣𝑂𝑖 = 0 && 𝑀𝐻𝑃𝑂𝑖 ∉ 𝑂 then 

3.       𝑣𝑂𝑖 = 1 and calculate the distance between Oi with each cluster  

4.       Rank these clusters as {i1, i2, …, iNC} in ascending order of distances 

5.       For k = 1: Nc do 

6.          Assume that Oi belongs to the ikth cluster and calculate average distance (Dist) 

               between each point and other points in the cluster 

7.          If 𝐷𝑖𝑠𝑡𝑂𝑖 is not the largest then  

8.             Let 𝑐𝑜𝑖 equal to the mark of the ikth cluster and break 

9.          End  

10.   Elseif 𝑣𝑜𝑖 = 0 && 𝑀𝐻𝑃𝑂𝑖 ∈ 𝑂 then 

11.      Let Xi = [Oi, 𝑀𝐻𝑃𝑂𝑖 ∩ 𝑂], 𝑣𝑋𝑖 = 1, and calculate the average distance between Xi 

            with each cluster 

12.      Rank these clusters as {i1, i2, …, iNC} in ascending order of distances 

13.      For k = 1: Nc do 

14.          Assume that Xi belong to the ikth cluster and calculate average distance (Dist) 

                between each point and other points in the cluster 

15.          If max⁡{𝐷𝑖𝑠𝑡𝑋𝑖} is not the largest then  

16.             Let 𝑐𝑋𝑖 equal to the mark of the ikth cluster and break 

17.          End 

18.      End 

19.   End  

20. End 

O: dataset of outliers; 𝑀𝐻𝑃𝑂𝑖 : points that have intolerable or ALARP conflict with the ith 

outlier; voi: 1 represents the ith outlier is touched and 0 otherwise. 

It is worth mentioning that the above steps play an essential but modest role as the points with an intolerable 

or ALARP conflict are rarely processed. Despite this, the fine-tuning strategies help to yield more reasonable 

clustering results. This is further demonstrated in detail in Section 5.4. 

4 Hierarchical bi-objective optimization approach  

One direct obstacle to implementing the proposed clustering approach lies in how to adaptively determine the 

super-parameters to ensure the clusters' conflict connectivity while keeping their spatial compactness. More 

importantly, the two criteria conflict with each other. Hence, their non-dominant relations need to be considered 

to allow simultaneous optimization [80]. Additionally, using different combinations of super-parameters leads 

to a variety of clustering results, many of which are infeasible solutions. This study employs a hierarchical bi-

objective optimization algorithm for a solution. 

 



22 
 

Algorithm 4: Hierarchical bi-objective optimization 

Input: Dataset, value range of k, MinPts and EPS.  

Output: Non-dominated solution set 𝛹. 

// Candidate pool generation 

1. Perform the extended clustering for different combinations  

     of k, MinPts, and EPS based on a grid-search strategy 

2. Store all clustering results into a candidate pool 

// Feasible solution extraction 

3. For i = 1: Nk×NMinPts×NEPS do 

4.    If 𝑁𝑃𝐶𝑅𝑖 < 𝑛𝑜𝑖𝑠𝑒_𝑝𝑒𝑟𝑐𝑒𝑛𝑡 && 𝑁𝐶𝐶𝑅𝑖 ≥ 𝑚𝑖𝑛_𝑛𝑐  

         && 𝑀𝑁𝑃𝐶𝑅𝑖 ≥ 𝑚𝑖𝑛_𝑛𝑝⁡then  

5.       Add the ith clustering result CRi into⁡𝛤 

6.    End 

7. End 

// Nondominated solution screening 

8. While NOTEMPTY(𝛤) do  

9.    If CR1 is not dominated by any CRi then 

10.      Add CR1 into 𝛹  

11.   End 

12.   If any CRi in 𝛤 is dominated by CR1 then  

13.      Let 𝛤 ∶= ⁡𝛤\{𝐶𝑅𝑖} 

14.   End 

15.   Let 𝛤 ∶= ⁡𝛤\{𝐶𝑅1} 

16. End 

𝑁𝑃𝐶𝑅𝑖: outlier ratio of CRi; 𝑁𝐶𝐶𝑅𝑖: number of clusters of CRi; 

𝑀𝑁𝑃𝐶𝑅𝑖: number of points of the minimal cluster in CRi. 

Algorithm 4 presents the overall procedure of hierarchical bi-objective optimization. The proposed 

algorithm is first performed based on a grid-search strategy to generate a candidate pool. Then the pre-

processing phase eliminates the infeasible solutions as feasibility takes priority over the two optimization criteria. 

Three constraints are considered: 1) the noise/outlier ratio of the dataset should be less than noise_percent 

because a larger number of outliers imply that the ship traffic clusters are not accurately detected; 2) the number 

of clusters generated should be larger than min_nc because a smaller number of clusters cannot effectively 

decompose the whole collision risk for high traffic waters; and 3) the number of points in each cluster should 

be not less than min_np because a group with a certain number of points can be regarded as a cluster/group. To 

guarantee that the formulated clusters are conflict-connected and spatially compact, the non-dominant solution 

set is further searched for from the feasible solution pool. With respect to the performance of the two criteria, 

two indexes are used to evaluate and examine the effects. The conflict connectivity is measured by the degree 

that the conflicting ship pairs are not arranged into the same cluster, which is defined as： 
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𝑉𝑐𝑐 = ∑ 𝐶(𝛾)𝑖
𝑁𝑣𝑐
𝑖=1          (6) 

where Nvc represents the number of conflicting ship pairs that are not in the same cluster, 𝐶(𝛾)𝑖 represents the 

associated conflict criticality. The smaller the VCC index, the better the clustering performance in terms of 

conflict connectivity. The spatial compactness is calibrated by the Calinski–Harabasz (CH) index [90], which 

is defined as: 

𝐶𝐻 =
[𝑡𝑟𝑎𝑐𝑒⁡𝐵/(𝑐 − 1)]

[𝑡𝑟𝑎𝑐𝑒⁡𝑊/(𝑛 − 𝑐)]
=

[∑ 𝑛𝑘||𝑧𝑘 − 𝑧||2]/(𝑐 − 1)𝑐
𝑘=1

[∑ ∑ ||𝑥𝑘 − 𝑧𝑘||
2𝑛𝑘

𝑗=1
𝑐
𝑘=1 ]/(𝑛 − 𝑐)

 

(7) 

where n is the number of samples, c denotes the number of clusters, nk represents the number of samples 

belonging to the kth cluster, zk is the centre of the kth cluster, and z is the centre of the entire dataset. A larger 

CH index indicates that the inter-cluster distance is larger while the intra-cluster distance is smaller. It implies 

that the spatial compactness of produced clusters is well satisfied. 

Based on the above algorithm, the two optimization objectives can be simultaneously considered, and the 

generated clustering solutions can be robust and resilient to the variability of ship traffic situations. 

5 Case study 

 Study area and data description 

This study chooses the Ningbo-Zhoushan Port, the world's largest port according to cargo throughput, as the 

case to test the applicability and effectiveness of the proposed traffic clustering approach. It exhibits heavy 

traffic, restricted navigable areas, and dynamic and uncertain traffic behaviours, hence being an ideal 

representative of complex waters. Fig. 5 shows the port region, which is bounded by latitudes between 29°43’N 

and 30°02’N, and by longitudes between 121°52’E and 122°22’E. One-month AIS data records during 

01/11/2018–30/11/2018 are collected from the region for real-time traffic cluster identification. Indeed, the raw 

AIS data received is highly informative, but its inherent weaknesses like data noise and position/speed 
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information errors caused by data transmission or technical failures are often criticized. Hence, it is crucial to 

conduct data cleaning and filtering. In this study, a systematic cleaning procedure is employed by referring to 

the pre-processing methods in [64,91]. The procedure can enhance the data quality and reconstruct clean 

trajectory data. 

 

Fig. 5. Hub area of Ningbo-Zhoushan Port, China 

 Parameter sensitivity analysis 

According to the methodologies in Section 3.2, three super-parameters (i.e., EPS, MinPts, and k) directly 

influence the model performance and need to be calibrated to determine the optimal clustering structure. This 

can be addressed by a grid-search strategy to find the best combinations of super-parameters. However, a large 

parameter value range will lead to a higher exploration of the search space and increase computational costs. 

As a result, it is crucial to search for the best clustering performance within reasonable ranges of parameter 

search space. 

The influence of EPS and MinPts is first investigated by using the traffic scenarios extracted every moment 

from one week of AIS data. Because of the spatial heterogeneity, different traffic scenarios may correspond to 

different optimal parameter combinations. Therefore, the traffic scenarios are divided into different groups to 

determine the reasonable super-parameter search ranges under different scenarios. They are categorized into 
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four groups based on the number of ships, which are 30-60, 60-90, 90-120, and >120. Fig. 6 shows the 

probability density distribution of the number of ships. The traffic scenarios with a number of ships less than 30 

are not analysed because they are associated with low traffic complexity. It is not necessary to capture the 

corresponding real-time traffic clusters. Fig. 7 (a) illustrates the percentage distribution of the optimal EPS 

values under different traffic scenarios. It is seen that almost all the optimal EPS values are located within [2, 

8]. Besides, a traffic scenario with a larger number of ships has a higher probability of corresponding to a larger 

optimal EPS value. The same phenomenon can be found for MinPts. According to Fig. 7 (b), the optimal MinPts 

values mainly fall within [1, 11] and disappear when MinPts is larger than 11. These results allow us to search 

for the optimal EPS between 2-8 and MinPts between 1-11, respectively. 

 

Fig. 6. Probability density distribution of the number of ships at each time slice in the investigated waters. 

 

Fig. 7. (a) Percentage distribution of the optimal EPS values; (b) percentage distribution of the optimal Minpts 

values. (The legend represents the number of ships for clustering.) 

Fig. 8 illustrates the impact of k on the performance of the clustering results. The ratio of “k to the number 
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of ships” (k/N) is used as the variable considering the high fluctuation of the dataset size. From the figure, the 

optimal k/N values are mainly concentrated around 0.1. The percentage of the optimal k/N accounts for 99% 

between 0-0.65, and the influence becomes negligible when the value exceeds 0.65. Thus, the search range of 

k/N is set to be [0, 0.65].  

 

Fig. 8. Probability density distribution of the ratio of “k to the number of ships” that corresponds to the optimal 

clustering results. 

In addition, the two specified parameters that divide conflict criticality into three states play a vital role in 

the clustering performance. In fact, the conflict model measures the probability of ship domain overlap, and it 

is far more frequent than collision [25,92,93], suggesting that a higher conflict criticality is acceptable compared 

with a higher collision probability. Therefore, R1 and R2 are set as [0.05, 0.1, 0.2, 0.3] and [0.3, 0.5, 0.7, 0.9] to 

compare the performance of these combinations. As two clustering objectives are considered simultaneously, it 

must determine which parameter combination is better based on the dominant relations of the clustering results 

instead of using one specific indicator to describe their performance. As a result, the number of times that each 

combination is superior to other combinations is counted, as shown in Fig. 9. It is noticeable that the combination 

of R1 = 0.05 and R2 = 0.5 has the best performance as it dominates all other combinations. This enables us to 

determine the critical parameter combination to achieve desirable traffic partitioning. 
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Fig. 9. Clustering performance comparison of various combinations of R1 and R2.  

 Clustering performance demonstration 

To test the performance of our proposed approach, its online application in high-risk traffic cluster identification 

is illustrated through a case study. An example of the traffic clustering performance within an hour in the study 

area is depicted in Fig. 10. In Fig. 10 (a)-(d), the visualization of ship traffic clustering at time t = 0, 20, 40, and 

60 min is presented, where the points represent the spatial distribution of ship traffic, the red lines represent the 

intolerable conflict between ships, and blue lines represent the ALARP conflict. It is found that most ship pairs 

with intolerable or ALARP conflict are arranged in one cluster, and the ships in the same cluster have a spatial 

compact shape. This implies that the high-risk/density traffic clusters are effectively detected by partitioning the 

ship traffic into clusters. In addition, it is observed that there are lots of multi-ship encounters with close 

distances. Hence, the traditional models focusing on the collision risk of ship pairs provide little insight into the 

MSA for this type of heavy-traffic waters. However, the proposed approach decomposes the whole ship traffic 

by considering the multi-ship relations, which offer a higher resolution to the identification of regions with high 

risks.  
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Fig. 10. Illustration of the evolution of ship traffic clustering results, including ship traffic cluster visualization, 

traffic density, sum of conflict criticality of each cluster, and objective function value distribution of feasible 

solutions at time t = 0, 20, 40, and 60 min. 

Based on the detected ship traffic clusters, one can further rank and identify the critical traffic clusters. 

Two indices are utilized to describe each cluster’s characteristics. One index is the sum of conflict criticality, 

and the other is the average density of the ships in one cluster (see [94] for the density definition). Fig. 10 (e)-

(h) displays each cluster’s two indices for the above four scenarios. According to these figures, it can be clearly 
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found which clusters should be more concerned. For example, it is observed that Clusters 1 and 2 in Fig. 10 (e) 

have high conflict criticality and Cluster 5 in Fig. 10 (f) has high traffic density. Additionally, the traffic density 

and conflict criticality of each cluster are significantly unbalanced and heterogeneous, which shows the 

necessity of identifying the key clusters. The proposed traffic clustering approach offers valuable insights into 

where to enhance maritime surveillance and offer hazard warnings. 

To help better understand the proposed hierarchical bi-objective optimization strategy, the sets of feasible 

clustering solutions of the four scenarios (see Fig. 10 (i)-(l)) are plotted. The red diamonds stand for optimal 

solutions that are not dominated by others. In Fig. 10 (i) and (j), more than one optimal solution is non-

dominated by others. These non-dominant solutions constitute the Pareto front. For these cases, the intermediate 

solution in the Pareto front is chosen as the final clustering scheme. In this way, the optimal solutions that 

achieve a sensible trade-off between conflict connectivity and density compactness are retained. 

Fig. 11 further shows the conflict criticality and density evolution of the traffic clusters and whole traffic. 

Note that the maximum conflict criticality and density of the traffic clusters produced at each time slice are 

presented. Two phenomena can be derived from the figure. Frist, the global traffic density varies slightly with 

time, whereas the maximum traffic cluster density has considerable fluctuations. Such results suggest that the 

global traffic density provides little insight into enhancing maritime traffic surveillance capabilities. In contrast, 

detecting high-density traffic clusters can assist the operators in better understanding the traffic situation and 

improve their working ability to deal with complex traffic scenarios. Second, it is observed that the conflict 

criticality of global traffic and traffic clusters display consistent trends. This is of great practical significance to 

anti-collision risk management because the high-conflict clusters are explicitly captured. It can help determine 

the conflict resolution constraints and facilitate the implementation of risk mitigation measures. In summary, 

the proposed approach shows potential to be applied to the intelligent transportation service system to relieve 
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the operator’s safety monitoring pressure in the future. 

 

Fig. 11. Density and conflict criticality evolution of ship traffic within one hour.  

Additionally, the clustering approach's performance under different clusters is also investigated. Fig. 12 

depicts one traffic scenario’s clustering results with varying numbers of clusters. Table 1 presents the objective 

values of the clustering results with different numbers of clusters. The optimal number of clusters is 13/14 in 

terms of the dominant relations of objective values. However, the operators can adaptively specify the desired 

number of clusters for the practical scenarios according to their individual preferences and the clustering 

performance. Therefore, the proposed approach can offer a multi-view analysis of the traffic scenario and 

provide a scalable clustering solution. 
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Fig. 12. Clustering result illustrations with different numbers of clusters. 

Table 1. Optimal values of two objectives with respect to different numbers of clusters 

Objective  

function 

Number of clusters 

7 8 10 11 13 14 

Vcc 0 0 0 0 0 0.3 

CH 210.5 162.9 239.5 277.0 292.9 298.3 

 Model performance comparison and validation 

The methodological comparison and validation are critical to ensure the superiority and effectiveness of the 

model results. Therefore, it starts by examining the performance of the proposed traffic cluster approach by 

comparing it with the DBSCAN algorithm in [13–15]. All configurations of the two algorithms are identical 

except that DBSCAN does not perform the SNN measure. Two super-parameters (i.e., EPS and MinPts) in 

DBSCAN are taken as [1, 1.5, …, 6 km] and [2, 3, …, 10] to search for the best clustering results. Fig. 13 shows 

the percentage of the traffic scenarios with feasible clustering solutions when using the two algorithms. It is 

observed that almost all traffic scenarios can obtain feasible solutions through the proposed approach. In contrast, 

only 33.39% of traffic scenarios using DBSCAN have feasible solutions when adopting the same constraint 

settings (see Section 4). Even though the tolerance of the outlier percentage is adjusted up to 20%, there are still 

a large proportion of traffic scenarios without feasible solutions based on DBSCAN. These results suggest that 

DBSCAN has limitations in handling complex traffic scenarios with varying densities.  
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Fig. 13. Percentage of ship traffic scenarios with feasible clustering solutions. 

In contrast, the proposed clustering approach overcomes the weaknesses by self-adaptively determining 

the density threshold rather than depending on a constant global value. For example, Fig. 14 illustrates the 

DBSCAN’s optimal clustering performance for the first case in Fig. 10. As shown in the figure, the size of the 

clusters produced in Fig. 14 is highly uneven, and the outlier percentage reaches 14.3%. However, the clusters 

produced in Fig. 10 (a) are balanced in size, showing better traffic cluster identification performance. In addition, 

the dominant relations of the two algorithms are compared (see Fig. 15). The percentage of the traffic scenarios 

in which the proposed approach outperforms DBSCAN takes up 93.83%. These analyses validate the proposed 

approach’s applicability in dealing with traffic scenarios in complex waters. 

 

Fig. 14. Clustering result visualization using the DBSCAN algorithm at t = 0 min. 
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Fig. 15. Performance comparison between the proposed approach and DBSCAN, where “Superior” represents 

that the proposed method outperforms DBSCAN and “Inferior” otherwise. 

To prove the functionality and utility of the key modules in the proposed clustering approach, it is compared 

with the following algorithms: the standard SNN (SNN), the standard SNN employing the composite distance 

measure (SNN_CDM), and the constrained SNN without employing the composite distance measure 

(Con_SNN). Fig. 16 provides the comparison results in terms of their dominant relations. These results show 

that the proposed approach significantly outperforms the SNN and SNN_CDM. This implies that constructing 

hard connection constraints for intolerable conflicting ship pairs leads to a substantial improvement in the 

clustering performance. In the meantime, it can be observed that the performance of the proposed clustering 

model is better than that of SNN_CDM to some extent. This is because the composite distance measure model 

is designed in a more precise way to allow for the simultaneous consideration of the conflict connectivity and 

spatial compactness of clustered ship traffic. However, the traditional similarity/distance measures cannot cope 

with multiple clustering objectives. Their effects are thereby poor when several clustering properties need to be 

considered. Therefore, the hard constraints and the composite distance measure are critical to improving the 

clustering performance. 
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Fig. 16. Comparison results between the proposed approach and other algorithms. A1, A2, A3, and A4 represent 

SNN, SNN_CDM, Con_SNN, and the proposed method (Con_SNN_CDM). 

Furthermore, the performance of the different models under various traffic scenarios is compared to 

evaluate the generalization ability and stability of the proposed clustering approach. As shown in Fig. 17, the 

performance of the proposed approach is better than that of all other models for the scenarios with different 

numbers of ships. These results confirmed the robustness of the proposed clustering approach. 

 

Fig. 17. Comparison between the proposed algorithm with other algorithms under different traffic scenarios. 

(a) the proposed algorithm vs. SNN; (b) the proposed algorithm vs. SNN_CDM; (c) the proposed algorithm vs. 

Con_SNN. 

In addition, a typical example of the traffic clustering performance improvement using the fine-tuning 

strategy is displayed in Fig. 18. As shown in Fig. 18, ships i, j, and o are assigned to the clusters, but they are 

far away from the ships in the same clusters. This is mainly because the complete robustness of the constrained 

SNN algorithm cannot be guaranteed due to the traffic scenarios’ stochastic characteristics and the SNN 
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measure’s inherent properties. However, after performing the outlier deletion step, these ships are set as outliers 

(see Fig. 18 (b)). As for ship p, it is close and then added to Cluster 6 based on the outlier addition step (see Fig. 

18 (c)). The distance relations between these adjusted ships with others in the same clusters are shown in Fig. 

18 (d). The above results indicate that the fine-tuning step enables the ships to be adjusted to the proper clusters. 

It should be noted that a traffic scenario associated with underperforming clustering results, without using the 

fine-tuning strategy, is utilized to show how the fine-tuning strategy further adjusts the clustering results. It is 

also significant that most traffic scenarios could correspond to a good clustering performance even without the 

fine-tuning strategy. However, the necessity and benefit of the newly introduced strategy could supplement and 

ensure good clustering performance in every possibility. Applying the fine-tuning strategy therefore renders 

improvements in the clustering performance. 

 

 

Fig. 18. Performance demonstration of the fine-tuning strategy. (a) clustering result visualization without 

performing the fine-tuning step; (b) clustering result visualization after performing the outlier deletion; (c) 
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clustering result visualization after performing the outlier addition; (d) distance relations between the ships 

with others in the same traffic clusters. 

 Discussion 

Currently, a great variety of clustering techniques have been used to analyse AIS data. However, the most 

existing research is focused on traffic feature extraction and knowledge discovery, such as ship motion 

behaviour recognition [41] and ship traffic network construction [50]. The identification of real-time high-risk 

multi-ship encounters based on AIS trajectory data is yet to be investigated and addressed. It is an emerging 

topic under development in the maritime traffic domain, as claimed in the work in [13–15]. Therefore, a 

theoretical comparison analysis is conducted with these relevant studies to illustrate the differences and 

superiority of the proposed approach. Basically, the multi-ship encounter recognition using clustering involves 

three new modules: modelling of similarity measure, selection of clustering algorithms, and identification of 

super parameters. 

With respect to the similarity measure modelling, for the first time, it considers both the conflict criticality 

and spatial distance among ships for maritime traffic partition. Existing research identified the real-time traffic 

clusters merely based on the spatial distance attribute of ship traffic, which fails to effectively incorporate the 

multi-attribute dependencies among ships. This study adopts the risk states to divide the conflict criticality into 

three states and then refers to a constrained Tired Random Walk (TRW) in [84] to combine the two dependence 

measures to generate a new similarity model. Additionally, the conflict detection model integrates the ship 

motion dynamics and uncertainty to ensure its applicability to complex waters.  

Regarding the selection of clustering algorithms, this study also adopts DBSCAN due to its three desirable 

properties previously mentioned. Notably, the direct application of DBSCAN may result in undesirable outputs 

due to its limitation in handling datasets with varying densities and high sensitivity to the super parameters. 

Therefore, compared with these existing works, two improvements are undertaken in this study. One is to 
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incorporate an SNN similarity measure to make it insensitive to the variations in traffic density. The other is to 

integrate a hard constraint to ensure that the ships with high conflict criticality are assigned to the same cluster. 

In this way, its robustness and scalability with respect to various traffic scenarios are guaranteed. 

In terms of the identification of super parameters, a hierarchical bi-objective optimization algorithm is 

proposed. In [13], the traffic grid with different sizes is used to optimize the super parameters to adapt to 

different density surfaces. However, it cannot explicitly address the hierarchical priorities among different 

objectives. The newly proposed algorithm in this research allows the different objectives to be hierarchically 

addressed and strikes a balance between the conflict connectivity and spatial compactness of traffic partition 

results. 

Despite the proposed analytical approach showing improved performance and superiorities over traditional 

methods in the field, it has some limitations, including the following. 

1. The effects of water topography on spatial distance calculation need to be explored. In this study, the spatial 

distance between ship pairs is measured based on a Euclidean distance model. However, the two spatially 

close ships (of a short distance) may not necessarily be at collision risk if there are obstacles between them 

(e.g., islands and Skerrys). Hence, further effort could be made to construct the maritime traffic network 

by extracting the network nodes (waypoints including entry, exit, and turning points) and the traffic routes, 

and thus a reasonable spatial distance measure model can be designed in terms of the extracted vessel 

movement patterns. 

2. The dynamic evolution characteristics of ship traffic clusters could be further investigated. Incorporating 

traffic dynamic evolution characteristics is critical for applying risk management strategies for the traffic 

clusters, particularly if they rapidly change over time. Therefore, it is essential to construct a new traffic 

clustering framework that can offer to incorporate temporal smoothness to generate stable and consistent 
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traffic clusters. 

3. This study ranks and captures the critical traffic clusters based on the sum of conflict criticality and the 

average density. Therefore, a traffic cluster associated with a larger number of ships normally has a higher 

conflict criticality. Additionally, the relationships between the traffic cluster risk and the traffic topological 

properties influencing the resolving difficulty of collisions should be further considered. Some advanced 

techniques such as complex network theory are promising to effectively measure the interactions between 

multiple ships to assist in the identification of key traffic clusters. 

6 Conclusion and future work 

Detecting the potential high-risk ship traffic clusters in complex waters is critical for MSA and safety 

management. This study proposes a systematic maritime traffic clustering approach to adaptively capture high-

risk multi-ship encounters. It effectively integrates a composite distance measure, a constrained SNN clustering, 

a fine-tuning strategy, and a hierarchical bi-objective optimization, enabling the whole ship traffic to be 

partitioned into multiple conflict-connected and spatially compact clusters. The developed methodology has 

been integrated with the following new features: 1) being capable of adaptively discovering the traffic clusters 

with strong conflict connectivity at high density; 2) allowing for robust handling for the traffic scenarios with 

varying densities; and 3) being capable of helping determine the conflict resolution constraints and assist in the 

design and deployment of anti-collision risk mitigation solutions. 

A case study using the historical AIS data from the Ningbo-Zhoushan Port is conducted to evaluate and 

check the proposed clustering approach. Experimental results reveal that the clustering methodology has a 

reliable and rational performance in capturing the high-risk/density clusters in complex traffic scenarios and 

offers valuable insights into where to enhance maritime monitoring and offer hazard warnings. Also, the 

functionality and utility of the key modules in the proposed approach are examined and demonstrated through 
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comparison with other clustering techniques. Therefore, the developed methodology shows excellent potential 

to enhance the operators’ intelligence surveillance capabilities and facilitate the implementation of risk 

mitigation measures. 

Future explorations and development will focus on the following research directions. First, more vessel 

motion features (e.g., converging/diverging trend of ship pairs, ship movement behaviour patterns, and ship 

traffic evolutionary characteristics) could be factored into the traffic partitioning approach to help better reveal 

the hidden information during traffic propagation. Second, it would be insightful to develop a multi-ship 

collision risk evaluation model to adapt to the risk comparison between the traffic clusters with the different 

numbers of ships so that the critical traffic clusters can be more reasonably determined and monitored. 
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