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Abstract: We aimed to develop a machine learning
(ML) model for predicting cardiovascular (CV) events
in patients with diabetes (DM). This was a prospective,
observational study where clinical data of patients
with diabetes hospitalized in the diabetology center in
Poland (years 2015-2020) were analyzed using ML.
The occurrence of new CV events following discharge
was collected in the follow-up time for up to 5 years
and 9 months. An end-to-end ML technique which
exploits the neighborhood component analysis for
elaborating discriminative predictors, followed by a
hybrid sampling/boosting classification algorithm,
multiple logistic regression (MLR), or unsupervised
hierarchical clustering was proposed. In 1735 patients
with diabetes (53% female), there were 150 (8.65%)
ones with a new CV event in the follow-up. Twelve
most discriminative patients’ parameters included cor-
onary artery disease, heart failure, peripheral artery
disease, stroke, diabetic foot disease, chronic kidney
disease, eosinophil count, serum potassium level, and
being treated with clopidogrel, heparin, proton pump
inhibitor, and loop diuretic. Utilizing those variables
resulted in the area under the receiver operating char-
acteristic curve (AUC) ranging from 0.62 (95% Confi-
dence Interval [CI] 0.56-0.68, P < 0.01) to 0.72 (95%
CI 0.66-0.77, P < 0.01) across 5 nonoverlapping test
folds, whereas MLR correctly determined 111/150
(74.00%) high-risk patients, and 989/1585 (62.40%)
low-risk patients, resulting in 1100/1735 (63.40%) cor-
rectly classified patients (AUC: 0.72, 95% CI 0.66-
0.77). ML algorithms can identify patients with diabe-
tes at a high risk of new CV events based on a small
number of interpretable and easy-to-obtain patients’
parameters. (Curr Probl Cardiol 2023;48:101694.)
Introduction

A
lthough there is a huge advancement in medical treatment

options of cardiovascular (CV) events including antiplatelet

agents and statins, adverse CV events still remain a significant

threat to patients with diabetes.1 Cardiovascular disease (CVD) is
Curr Probl Cardiol, July 2023



associated with high mortality among patients with type 2 diabetes

(T2DM) where it may account for more than half of deaths due to T2DM

and is also the leading cause of mortality in type 1 diabetes (T1DM).2

Developed risk models apply for the general population and, separately,

for people with diabetes,3,4 but these models often do not generalize well

when applied to other populations.5 Indeed, CVD risk prediction scores

based on traditional risk factors could not identify individuals who expe-

rienced a CV event in 10 years of follow-up among patients with T2DM,

whereas all 22 evaluated models had a comparable and modest discrimi-

native ability.6

Due to high mortality related to CVD among patients with diabetes and

suboptimal prediction of risk with the traditional clinical risk prediction

scales, there is a continuing need for implementing new techniques,

including data-driven machine learning (ML) approaches, for predicting

the risk of CVD. Identifying patients with a high risk of developing new

CV events is important for treatment intensification and personalization

what can result in minimizing the risk and improved patients’ survival.

Therefore, it is of pivotal importance to build CVD risk stratification tools

which could be exploited in day-to-day clinical practice.

Preventive CV medicine increasingly implements modelling techni-

ques to estimate the individual’s absolute risk of a CV event. Modern ML

techniques extract useful patterns from large datasets to answer clinical

questions and have demonstrated significant promise for risk stratification

across various populations.7,8 ML can help in identifying predictors and

relationships between them that may not be identified by traditional mod-

els,9 thus new risk factors may emerge. In our recent work, we demon-

strated that a ML approach can accurately identify metabolic-associated

fatty liver disease (MAFLD) patients with prevalent CVD based on the

easy-to-obtain patient parameters.10

In relation to risk prediction, administrative and survey data can be

used to develop a tool for identifying the incidence of six chronic

diseases (ie, congestive heart failure, diabetes, obstructive pulmonary

disease, lung cancer, myocardial infraction, and stroke).11 However,

few studies were devoted to the development of risk predictors spe-

cific for a diabetes population.12 Cho et al. introduced a model using

different ML algorithms based on medical data to identify the onset

of the diabetic nephropathy.13 Unsupervised ML clustering techniques

have been, on the other hand, exploited to understand the patients’

profiles which may be used to identify the unique characteristics of

the T2DM population.14
Curr Probl Cardiol, July 2023 3



To the best of our knowledge, there has been no study performed

which utilized ML approaches to predict CV events in hospitalized

patients with diabetes based on clinical, laboratory, and demographical

parameters. In this study, we address this research gap and aimed to intro-

duce a ML processing chain for this task.
Research Design and Methods
Study Design and Participants
The Silesia Diabetes-Heart Project is a single center, observational,

prospective cohort study performed in patients with diabetes, hospitalized

in the diabetology ward in Zabrze, Poland (January 2015-September

2020). The patients were followed for up to 5 years and 9 months in order

to collect patients’ CV status following discharge. The study has been

registered on ClinicalTrials.gov (NCT05626413).

The eligibility criteria were as follows: patients with T1DM or

T2DM We excluded patients with a terminal stage of cancer and

those who died during hospital stay. Every patient signed a suitable

informed consent for in-hospital treatment on admission, and no addi-

tional consent related to this analysis was necessary since only ano-

nymized registry data has been analyzed. The study protocol has

been approved by the Medical University of Silesia Ethics Committee

(PCN/0022/KB/126/20) and the need for informed consent was

waived by this Ethics Committee. All methods were performed in

accordance with relevant regulations and the study was conducted in

accordance with the Declaration of Helsinki.

Anthropometric parameters, including height and weight were

measured at discharge by standard methods, and the body mass

index (BMI) was calculated as weight/height2. All blood pressure

measurements during hospital stay were recorded and the mean

blood pressure of all the measurements was calculated. Arterial

hypertension was defined as a systolic blood pressure �140 mm

Hg and/or a diastolic blood pressure �90 mm Hg or previous treat-

ment with antihypertensive medications. The obesity was diagnosed

when BMI �30 whereas the overweight was diagnosed when BMI

�25 but <30. T2DM has been diagnosed based on a known his-

tory of this disease.

Hypercholesterolemia was recognized when a patient had this diag-

nosis present in the documented medical history and/or there was

newly recognized plasma total cholesterol �3.8 mmoL/L (�150 mg/
4 Curr Probl Cardiol, July 2023



dL) and/or patient was on statin therapy. Low-density lipoprotein was

not measured routinely during hospital stay that is why it could not

be considered as a diagnostic parameter of hypercholesterolemia.

Hypertriglyceridemia was recognized when a patient had this diagno-

sis present in the documented medical history and/or there was newly

recognized plasma triglyceride �1.7 mmoL/L and/or patient was on

fibrate therapy. Chronic kidney disease (CKD) was recognized when

a patient had this diagnosis present in the documented medical his-

tory (defined as persistently reduced estimated glomerular filtration

rate (eGFR) <60 mL/min per 1.73 m2, or persistently elevated urine

albumin excretion (UAE) �30 mg/g, or both, for more than 3

months).

MAFLD was diagnosed if there was evidence of steatosis acquired by

the hepatic ultrasonography. Ultrasonography examination was per-

formed with the use of the ARIETTA 750 ultrasound system (Hitachi)

equipped with a C253 transducer.

Diabetic foot disease (DFD) was defined based on the presence of

infection, ulceration, or destruction of tissues of the foot. Diabetic periph-

eral neuropathy diagnosis was based on feet examination and was defined

based on the presence of symptoms of nerve dysfunction manifested by

inability to sense vibration, temperature, or touch. Diabetic retinopathy

was defined based on fundus examination during the hospital stay or med-

ically documented history of diabetic retinopathy.

Hyperuricemia was considered when a patient had medically docu-

mented history of hyperuricemia and/or was treated with xanthine oxi-

dase inhibitor and/or uric acid concentration exceeded that of 6 mg/dL

(360 mmoL/L) in women and 7 mg/dL (420 mmoL/L) in men.

Heart failure (HF) was diagnosed if there was a medically docu-

mented history of heart failure diagnosis or a new onset heart failure

was diagnosed based on signs, symptoms and structural or functional

impairment of the heart assessed with echocardiography during the

hospital stay. Echocardiography was performed with the use of the

ARIETTA 750 ultrasound system (Hitachi) equipped with a S121

transducer. The presence of CVD was defined as one or more of the

following: angiography-confirmed coronary artery disease (CAD);

myocardial infarction; coronary bypass grafting; stroke; carotid steno-

sis of at least of 50% in diameter; and/or angiography-confirmed,

clinically significant, lower extremities artery stenosis (peripheral

artery disease).

Follow-up was performed between March 2021 and September 2021

through a phone contact with the patient or patient’s family member to
Curr Probl Cardiol, July 2023 5



verify whether any new CV event occurred since the hospital discharge

(the shortest period between the hospital discharge and the phone contact

was 6 months and the longest was 5 years and 9 months). A new CV

event was defined as a new occurrence of nonfatal myocardial infarction,

nonfatal stroke, hospitalization for unstable angina, heart failure, atrial

fibrillation, and death due to a CV reason.
Biochemical Methods
Blood samples were placed in the lithium heparin or ethylenediamine-

tetraacetic acid tubes and urine samples were collected and analyzed on

the day of hospital admission. The details regarding biochemical methods

are discussed in the supplementary material.
Data Preprocessing and Multifold Cross-Validation
The primary end point of interest for this study was the prediction of

the occurrence of a new CV event during the follow-up time. Overall, 81

patients’ parameters collected at baseline were considered as predictor

variables (Table 1). Each predictor was independently standardized (z-

scored) before training a classifier, and the missing values were imputed

using the factorial analysis.15 To quantify the generalization of the ML

classifiers, we followed a multifold cross-validation procedure, in which

a model is trained and tested multiple times.
Predicting new Cardiovascular Events Using ML
To predict whether a patient with diabetes is likely to develop a new

CV event, we investigated demographic (2 parameters), clinical (diabe-

tes-related: 3, CV-related: 10, diabetic complications: 3, general: 3, con-

comitant diseases: 6), laboratory (30), and pharmacotherapy-related (24)

parameters (81 parameters in total) (Table 1). The most discriminative

predictors were selected using the neighborhood component analysis

(NCA).16 Due to a high imbalance between the patients without and with

a new CV event (imbalance ratio of 10.6), we utilized a hybrid sampling/

boosting algorithm (RUSBoost) for learning from skewed data, with the

hyperparameter values as suggested in.17 Additionally, we fitted the mul-

tiple logistic regression (MLR) model over the most discriminative pre-

dictors using the full dataset (without splitting it into folds). We

investigate sensitivity and specificity of the classifier, and percentage of

correctly classified (CC) patients with and without a CV event. Receiver

operating characteristic (ROC) curves and area under them (AUC) were
6 Curr Probl Cardiol, July 2023



TABLE 1. Patient parameters

Parameter Patients without

event (n = 1585)

Patients with event

(n = 150)

P-value

Demographic parameters

Age [years] 58.38 § 17.67
(61.00)

66.37 § 11.27
(66.50)

<0.001

Men, n (%) 732 (46.18%) 84 (56.00%) 0.021

Clinical parameters

Diabetes-related

BMI [kg/m2] 30.33 § 7.16
(30.08)

31.21 § 7.01
(31.07)

0.201

Duration of diabetes
[years]

11.04 § 9.14
(10.00)

12.85 § 8.74
(10.00)

0.011

Type of diabetes [% of
type 1]

362 (22.84%) 8 (5.33%) <0.001

Cardiovascular-related

Atrial fibrillation 144 (9.35%) 15 (10.34%) 0.711
Carotid arteries stenosis 24 (1.51%) 5 (3.33%) 0.970
Coronary artery disease 525 (33.12%) 88 (58.67%) 0.001

Heart failure 273 (17.22%) 44 (29.33%) <0.001

Hypertension 1139 (71.91%) 127 (84.67%) 0.001
Mean diastolic blood
pressure [mm Hg]

76.36 § 7.48
(77.00)

75.72 § 7.67
(76.00)

0.367

Mean heart rate [bpm] 80.43 § 15.36
(80.00)

79.00 § 13.08
(80.00)

0.591

Mean systolic blood
pressure [mm Hg]

127.94 § 14.91
(127.00)

130.16 § 15.19
(130.00)

0.065

Peripheral artery disease 66 (4.176%) 15 (10.00%) 0.001

Stroke 123 (7.76%) 21 (14.00%) 0.008

Diabetic complications

Diabetic foot disease 40 (2.53%) 10 (6.67%) 0.004

Diabetic peripheral
neuropathy

142 (8.96%) 10 (6.67%) 0.343

Retinopathy 572 (36.09%) 56 (37.33%) 0.762

General

Current smoker [% of yes] 289 (18.23%) 29 (19.33%) 0.739
Emergency admission [%
of yes]

420 (26.52%) 45 (30.00%) 0.355

Number of days of hospital
stay

7.27 § 2.80 (7.00) 7.30 § 2.87 (7.00) 0.907

Concomitant diseases

Chronic kidney disease 275 (17.41%) 47 (31.33%) <0.001

597 (37.69%) 58 (38.67%) 0.809

(continued)
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TABLE 1. (continued)

Parameter Patients without

event (n = 1585)

Patients with event

(n = 150)

P-value

Degenerative disease of
the spine

Hypercholesterolemia 1009 (63.66%) 104 (69.33%) 0.166
Hypertriglyceridemia 592 (37.35%) 59 (39.33%) 0.632
Hyperuricemia 445 (28.08%) 59 (39.33%) 0.004
MAFLD 894 (56.40%) 97 (64.67%) 0.051

Laboratory parameters

Alanine
aminotransaminase [U/L]

33.86 § 68.52
(22.80)

32.31 § 37.93
(20.15)

0.104

Aspartate
aminotransaminase [U/L]

32.83 § 88.07
(22.10)

33.72 § 41.54
(21.70)

0.253

Basophil count [109/L] 0.04 § 0.06 (0.03) 0.03 § 0.03 (0.02) 0.073
Creatinine [mmoL/L] 91.19 § 39.37

(80.00)
107.14 § 55.76
(91.50)

<0.001

CRP [mg/L] 19.30 § 54.48
(3.40)

21.77 § 40.35
(4.09)

0.006

eGFR [mL/min/1.73m2] 80.24 § 32.07
(79.57)

69.60 § 30.46
(65.87)

<0.001

Eosinophil count [109/L] 0.18 § 0.18 (0.15) 0.33 § 1.31 (0.15) 0.643

HbA1c [%] 9.12 § 2.38 (8.80) 9.02 § 2.29 (8.79) 0.928
HCT [%] 40.07 § 5.86

(40.60)
38.33 § 6.23
(38.80)

0.001

Hgb [g/dL] 13.64 § 2.13
(13.80)

12.97 § 2.28
(13.10)

<0.001

Ketones - urine sample 333 (21.35%) 22 (15.28%) 0.066
Lymphocyte count [109/L] 2.28 § 3.24 (2.05) 2.01 § 0.95 (1.84) 0.025
MCH [pg] 30.66 § 2.76

(30.60)
30.86 § 3.11
(30.70)

0.777

MCHC [g/dL] 33.94 § 1.30
(34.00)

33.76 § 1.31
(33.73)

0.072

MCV [fL] 90.24 § 6.59
(90.00)

91.35 § 7.90
(90.55)

0.178

Mean fast. glycemia [mg/
dL] first day

195.25 § 82.69
(180.00)

202.08 § 86.98
(176.00)

0.521

Mean fast. glycemia [mg/
dL] last day

135.70 § 36.06
(132.00)

138.19 § 37.58
(132.50)

0.251

Mean post. glycemia [mg/
dL] first day

176.22 § 66.27
(164.50)

179.69 § 63.71
(166.00)

0.593

Mean post. glycemia [mg/
dL] last day

139.07 § 29.73
(136.00)

142.95 § 33.42
(139.00)

0.251

Monocyte count [109/L] 0.65 § 0.54 (0.55) 0.64 § 0.35 (0.58) 0.603
Neutrophil count [109/L] 5.92 § 4.01 (4.99) 6.16 § 3.67 (5.25) 0.142
Platelet count [109/L] 249.24 § 91.70

(239.00)
249.57 § 96.94
(240.50)

0.809

Potassium [mmol/L] 4.59 § 0.57 (4.55) 4.72 § 0.65 (4.68) 0.008

Protein - urine sample 638 (40.66%) 70 (48.61%) 0.127

(continued)
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TABLE 1. (continued)

Parameter Patients without

event (n = 1585)

Patients with event

(n = 150)

P-value

Red blood cell count
[1012/L]

4.48 § 0.74 (4.53) 4.23 § 0.75 (4.33) <0.001

Sodium [mmol/L] 139.53 § 33.44
(139.00)

138.63 § 4.50
(139.00)

0.600

Total cholesterol [mmol/L] 4.65 § 1.51 (4.49) 4.35 § 1.40 (4.24) 0.015
Triglyceride [mmol/L] 1.87 § 1.73 (1.50) 1.95 § 1.38 (1.50) 0.285
Uric acid [mmol/L] 325.50 § 112.94

(310.00)
350.84 § 119.59
(343.50)

0.010

White blood cell count
[109/L]

8.95 § 5.02 (8.00) 9.12 § 4.25 (8.20) 0.327

Pharmacotherapy

ACEi/ARB 821 (51.80%) 90 (60.00%) 0.055
Allopurinol 338 (21.32%) 48 (32.00%) 0.003
Alpha blocker 164 (10.35%) 20 (13.33%) 0.256
Amiodarone 10 (0.63%) 0 (0.00%) 0.329
ASA 748 (47.19%) 103 (68.67%) <0.001
Beta blocker 803 (50.66%) 108 (72.00%) <0.001
Calcium blocker 430 (27.13%) 43 (28.67%) 0.686
Clopidogrel 60 (3.79%) 21 (14.00%) <0.001

Digoxin 28 (1.77%) 0 (0.00%) 0.101
DPP-4 inhibitors 255 (16.09%) 18 (12.00%) 0.189
Fibrate 30 (1.89%) 2 (1.33%) 0.626
GLP-1 agonist 30 (1.89%) 5 (3.33%) 0.230
Heparin 78 (4.92%) 16 (10.67%) 0.003

Insulin 1248 (78.74%) 118 (78.67%) 0.984
PPI 447 (28.20%) 68 (45.33%) <0.001

Loop diuretic 448 (28.26%) 67 (44.67%) <0.001

Metformin 764 (48.20%) 76 (50.67%) 0.564
NOAC 98 (6.18%) 7 (4.67%) 0.457
Nonloop diuretics 256 (16.15%) 17 (11.33%) 0.121
Potassium-sparing
diuretics

153 (9.65%) 20 (13.33%) 0.150

SGLT-2 inhibitor 186 (11.74%) 17 (11.33%) 0.884
Statin 812 (51.23%) 98 (65.33%) 0.001
Sulfonylureas 425 (26.81%) 48 (32.00%) 0.173
VKA 48 (3.03%) 5 (3.33%) 0.836

Abbreviations: ASA, acetylsalicylic acid; ACEi, angiotensin-converting-enzyme inhibitors; ARB,
angiotensin receptor blockers; CRP, c-reactive protein; DPP-4, dipeptidyl peptidase-4; HCT,
hematocrit; Hgb, hemoglobin; MCH, mean corpuscular hemoglobin; MCHC, mean corpuscular
hemoglobin concentration; MCV, mean corpuscular volume; NOAC, novel oral anticoagulants;
VKA, vitamin K anticoagulant.
For each parameter (if applicable), we report its mean § standard deviation, together with the
median (in parentheses).
The P-values were calculated using either x2 or Mann-Whitney U-test, as appropriate.
The most discriminative (12) predictors selected using the neighborhood component analysis are
boldfaced.
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calculated for the classifiers. The clinical utility of the models was ana-

lyzed in the decision curve analysis. Furthermore, we performed unsuper-

vised cluster analysis of all patients (without splitting them into folds)

and executed hierarchical clustering operating on all and selected predic-

tors. The optimal number of clusters was identified using the Calinski-

Harabasz quality criterion.18

GraphPad Prism 9.4.1 was exploited for statistical processing, whereas

MATLAB R2022b for feature selection, classification and clustering. To

visualize the clustering results in the high-dimensional feature spaces, we

used t-distributed stochastic neighbor embedding (t-SNE).19
Results
We have identified 2115 eligible patients of which 1735 were enrolled

into the study (53% female, mean§SD age of 59.1§17.4 years; mean§
SD duration of diabetes: 11.2§9.1 years) with diabetes (21.32% T1DM

and 78.68% T2DM) (Supplementary Figure S1). For all parameters with

missing values (44 in total), the mean (median) percentage of patients

with missing data was 1.80% (0.75%), with the maximum of 13.66% for

the duration of diabetes. All 1735 patients were split into 5 nonoverlap-

ping stratified folds which maintain the original distribution of the

patients with and without a new CV event during the follow-up. Each

fold becomes a test fold exactly once, whereas the remaining four folds

constitute the training set.

In total, 150 patients (8.66%) had a new CV event during the follow-up

(incidence 9 per 100 patients/7 months of follow-up). Feature selection

was performed for each fold separately, with 12 predictors selected con-

sistently for all folds (Table 1). We investigated the generalization capa-

bilities of the ML model across all test folds, and the metrics were also

aggregated to elaborate their mean and median values across 5 test folds.

The classification performance, quantified as specificity, sensitivity, per-

centage of all CC patients, and percentage of CC patients with and with-

out CV events, is reported in Table 2. For the selected most

discriminative predictors (CAD, heart failure, peripheral artery disease,

stroke, diabetic foot, CKD eosinophil count, serum potassium level, and

being treated with clopidogrel, heparin, proton pump inhibitor, and loop

diuretic), the sensitivity scores ranged from 0.50 (fold 2) to 0.63 (fold 1),

with the corresponding specificity of 0.67 and 0.62, respectively. In fold

2, 227 of 347 (65.42%) of all patients were correctly classified as those

with or without a new CV event, whereas 15 of 30 (50.00%) and 212 of

317 (66.88%) high- and low-risk patients were correctly identified. For
10 Curr Probl Cardiol, July 2023



TABLE 2. Classification performance of the ML model

Metric Features Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Mean Median

Specificity Selected (12) 0.62 0.67 0.68 0.67 0.67 0.66 0.67

All (81) 0.57 0.65 0.63 0.67 0.66 0.64 0.65
Sensitivity Selected (12) 0.63 0.50 0.60 0.60 0.60 0.59 0.60

All (81) 0.70 0.50 0.57 0.53 0.57 0.57 0.57
CC with event [%] Selected (12) 63.33 50.00 60.00 60.00 60.00 58.67 60.00

All (81) 70.00 50.00 56.67 53.33 56.67 57.33 56.67
CC without event [%] Selected (12) 62.46 66.88 68.14 66.88 66.88 66.25 66.88

All (81) 56.78 64.98 62.78 67.19 66.25 63.60 64.98
CC All [%] Selected (12) 62.54 65.42 67.44 66.28 66.28 65.59 66.28

All (81) 57.93 63.69 62.25 65.99 65.42 63.05 63.69

The best metrics are boldfaced.
fold 1, 217 of 347 (62.54%) of all patients were correctly classified, with

19 of 30 (63.33%) and 198 of 317 (62.46%) high- and lowrisk diabetic

patients were correctly identified.

In virtually all cases, the classification performance of RUSBoost

exploiting the most discriminative predictors outperformed the model

trained over all patients’ parameters. The highest AUC for the model uti-

lizing all predictors was 0.68, 95% CI 0.63-0.74 (fold 3), and the lowest

AUC for this classifier amounted to 0.63, 95% CI 0.57-0.69 (fold 2)

(Fig 1A). On the other hand, the ROC analysis of the models fitted over

the selected parameters revealed that the highest AUC amounted to 0.72,

95% CI 0.66-0.77 (fold 1), whereas the lowest AUC was 0.62, 95% CI

0.56-0.68 (fold 2) (Fig 1B). A RUSBoost model operating over 30

patients’ parameters which are statistically significantly different (P <

0.05) across the patients with and without a CV event (Table 1) resulted

in AUC ranging from 0.62, 95% CI 0.56-0.68 to 0.70 95% CI 0.65-0.76.

Finally, we fitted the MLR model over the selected (12) predictors

(Fig 1C), and extracted the optimal cut-point value using the Index of

Union method.20 This model correctly determined 111 of 150 (74.00%)

high-risk patients, and 989 of 1585 (62.40%) low-risk patients, resulting

in 1100 of 1735 (63.40%) correctly classified patients, with AUC of 0.72.

The clinical utility of RUSBoost trained over all predictors and the

most discriminative patients’ parameters was investigated in Figure 1D

and Figure 1E, respectively. In general, the model exploiting the selected

features had significantly better clinical utility (above the probability

threshold of 7% and below the 15%) in terms of net benefit than the 2

alternative treatment strategies, ie, treat all or none. Such clinical utility

can be observed for the model operating over all patients’ parameters as
Curr Probl Cardiol, July 2023 11



FIG 1. The ROC curves obtained using (A) the RUSBoost model trained over all (81) patient
parameters, (B) the RUSBoost model trained over the subset of the most discriminative (12)
patient parameters, and (C) the multiple logistic regression model fitted over the subset of the
most discriminative (12) patient parameters (for the entire dataset), together with the decision
curve analysis showing clinical utility of using (D) the RUSBoost model trained all (81) patient
parameters, (E) the RUSBoost model trained over the subset of the most discriminative (12)
patient parameters, and (F) the multiple logistic regression model fitted over the subset of the
most discriminative (12) patient parameters. In (G) and (H), we show the t-SNE visualization of 2
patient clusters obtained using hierarchical clustering over all (81) and the subset of the most dis-
criminative (12) patient parameters, respectively. For the ROC curves, the 45° curve through the
origin shows the discriminatory ability of the classifier not better than chance.
well (Fig 1D), but the number of features contributing to the predictions

is 6.75£ larger (12 most discriminative parameters elaborated using

NCA vs 81 all patients’ parameters). Also, the MLR model fitted over the

selected predictors offers notable clinical utility (above the probability

threshold 5% and below 17%) (Fig 1F).
12 Curr Probl Cardiol, July 2023



Hierarchical clustering performed over all patients using the most dis-

criminative parameters (Table 2) indicated 2 groups of patients (blue and

red dots in Figure 1H, with the high-risk patients annotated with the filled

dots), with the 1 group encompassing the majority of high-risk patients

(96/150, 64.00%; in this case, the classification metrics would amount to

sensitivity: 0.64 and specificity: 0.64; the nonbinary predictors were

scaled to the 0-1 range). The importance of feature selection is shown in

Figure 1G, where we presented the results of clustering performed over

all (81) predictors (similarly, 2 clusters were indicated as optimal using

the Calinski-Harabasz criterion). Here, the t-SNE visualization showed

that clustering was of poorer quality with respect to the low- and highrisk

patients—although the majority of high-risk patients were included in 1

cluster (146/150, 97.33%), 1241 low-risk patients were included in the

same cluster, resulting in an extremely large number (1241) of false posi-

tives (sensitivity: 0.97, specificity: 0.22). Table 3 gathers the feature val-

ues calculated for the patients included in both clusters obtained using

hierarchical clustering (with and without feature selection), further con-

firming significant differences across the 2-cluster patients.
Discussion
The principal findings of our study are 3-fold: (1) we determined the

most discriminative patients’ parameters which can be exploited to build

supervised and unsupervised ML models for identifying diabetic patients

with a high risk of a CV event, (2) we showed, following a rigorous mul-

tifold cross validation, that a ML algorithm can generalize well over

unseen patients while exploiting only 12 interpretable and easy-to-obtain

predictors (CAD, heart failure, peripheral artery disease, stroke, DFD,

CKD, eosinophil count, serum potassium level, and being treated with

clopidogrel, heparin, proton pump inhibitor, and loop diuretic), and (3)

we proved better clinical utility of the ML models when compared to the

“treat all” and “no treatment” strategies. Determining such high- and low-

risk patients is extremely important in relation to precision medicine to

discriminate patients that should be treated immediately for avoiding

future CV events.

The ML supervised RUSBoost model operating on 12 most discrimi-

native features achieved high stability across five nonoverlapping test

folds (Fig 1B), with the AUC values ranging from 0.62 to 0.72. This

model outperformed its counterpart exploiting all patients’ parameters

(which would be much more challenging to capture and analyze in the

clinical settings), obtaining AUC between 0.63 and 0.68 (Fig 1A), clearly
Curr Probl Cardiol, July 2023 13



TABLE 3. Feature values (% of yes) for the patients in both clusters after elaborated using hierarchical clustering with and without feature selection

With feature selection (12 predictors) Without feature selection (81 predictors)

Parameter Cluster 1 Cluster 2 P-value Cluster 1 Cluster 2 P-value

Coronary artery disease 1.03% 90.25% <0.001 1.44% 43.84% <0.001
Chronic kidney disease 9.78% 32.68% <0.001 2.02% 22.76% <0.001
Clopidogrel 0.47% 11.39% <0.001 0.57% 5.70% <0.001
Diabetic foot disease 3.09% 2.55% 0.510 0.86% 3.39% 0.012
Eosinophil count [109/L] 0.19 § 0.52 (0.14) 0.19 § 0.20 (0.15) 0.033 0.17 § 0.13 (0.14) 0.19 § 0.47 (0.15) 0.778
Heart failure 0.09% 47.38% <0.001 0.57% 35.33% <0.001
Heparin 3.46% 8.55% <0.001 0.57% 6.63% <0.001
PPI 20.22% 44.83% <0.001 7.18% 35.33% <0.001
Loop diuretic 12.92% 56.52% <0.001 1.43% 36.77% <0.001
Peripheral artery disease 3.37% 6.75% 0.001 0.29% 5.77% <0.001
Potassium [mmol/L] 4.55 § 0.54 (4.51) 4.67 § 0.61 (4.64) <0.001 4.55 § 0.53 (4.51) 4.61 § 0.58 (4.58) 0.031
Stroke 1.12% 19.79% <0.001 0.86% 10.17% <0.001
Event [% of yes] 0.05% 14.39% <0.001 1.15% 10.53% <0.001

For each parameter (if applicable), we report its mean § standard deviation, together with the median (in parentheses). The P-values were calculated using
either x2 or Mann-Whitney U-test, as appropriate.
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indicating the importance of appropriate feature selection. This is further

manifested while building a RUSBoost model operating over 30 patients’

parameters which are significantly different (P < 0.05) across the patients

with and without a CV event (Table 1)—exploiting such a model does not

bring any improvements when compared to the one built upon 12 predic-

tors, with AUC ranging from 0.62 to 0.70. The MLR model fitted over 12

predictors offered high discriminative power with AUC of 0.72 over all

patients, and it is unlikely to overfit while exploiting such a small number

of predictors (Fig 1C). Unsupervised clustering further demonstrated that

the selected features allow for grouping the diabetic patients into high-

and lowrisk ones (Fig 1H), characterized by significantly different param-

eter values in such separate clusters (Table 3).

Patients at a higher risk of CV events are those who present with his-

tory of CVD, namely CAD, peripheral artery disease, stroke and heart

failure, which is observed at the level of individual feature analysis

(Table 1). CAD, peripheral artery disease, stroke and heart failure are sig-

nificantly different for the groups of patients with and without an event

(P < 0.05). This clearly shows that the highest risk is present in patients

who are affected with atherosclerotic vascular disease at each main vas-

cular site (heart, brain, lower extremities) and heart failure as well.

Diabetes per se is an important risk factor for HF and often HF is the

first CVD diagnosed in patients with T2DM.21 In the considered cohort,

significantly more patients with T2DM are present in the group with a

CV event, when compared to those without it. Moreover, a concomitant

disease, namely CKD, became a significant discriminator of patients with

future CV events. CKD is one of the risk factors which should be system-

atically assessed (at least annually) in all patients with diabetes for pre-

vention and management of both atherosclerotic CVD and HF.22

Among several diabetes-related parameters such as HbA1c, mean gly-

cemia, diabetic retinopathy, neuropathy, and diabetes duration, only DFD

was distinguished by NCA. However, patients with DFD has been

recently found to be at the highest risk of future fatal events,23 and there

exist estimates proving that the life expectancy of patients with DFD is

similar to people with cancers like colon or breast.24

The inflammatory background of coronary atherosclerosis is suggested

by higher eosinophil counts which was discriminative to distinguish

patients with future CV events. High eosinophil counts were associated

with an increased serum fibrinogen and platelet counts, and an increased

risk and severity of coronary atherosclerosis.25 This is confirmed in our

cluster analysis, where the eosinophil count was higher in patients in the

high-risk group (Table 3).
Curr Probl Cardiol, July 2023 15



Maintaining potassium within a reference range is very important

especially in relation to new cardioprotective and renoprotective thera-

pies that can promote potassium retention.26 Indeed, there is a continuous

U-shaped relationship between serum potassium and all-cause mortality

in the total population and in patients with HF, CKD, diabetes, as well as

all 3 diseases and even in patients without these diseases.27 In a popula-

tion-based analysis, serum potassium concentration �5.0 mEq/L was

associated with all-cause mortality, CVD death, and non-CVD death, and

of note, all-cause mortality was also increased among patients with serum

potassium levels within the normal range, being 4.0-4.9 mEq/L.28 In our

study, the concentration of potassium significantly differentiates diabetic

patients with and without an event, and the potassium levels were one of

the most discriminative predictors by NCA.

Pharmacotherapy has a discriminative effect. Heparin, clopidogrel,

loop diuretics, and proton pump inhibitors (PPI) were used more fre-

quently by patients with high risk of CV events. Though no causal infer-

ence can be made from this study, utilizing those drugs most likely does

not increase a risk per se, but were rather drugs that are prescribed more

often for patients with more comorbidities. For example, patients who

recently had myocardial infarction and underwent percutaneous coronary

intervention often take both clopidogrel and PPI. Likewise, those with

HF are treated with loop diuretics. Moreover, these drugs are inseparably

related to CAD or HF, and we demonstrate their utility as predictors of

CV events.

There are important limitations of our study. This was a single center

study so we cannot generalize the outcomes for the whole population of

patients with diabetes. The study is observational in its design. Diagnosis

of new onset heart failure was made according to the European Society

of Cardiology guidelines,29 yet it was somewhat limited due to inaccessi-

bility of natriuretic peptides measurements. This concerned especially

heart failure with preserved ejection which cases might have been under

recognized. Despite the fact that heart failure is a clinical syndrome with

distinct phenotypes, we did not categorize patients based on ejection frac-

tion in this study.
Conclusions
The ML models operating on a small subset of the most discriminative,

interpretable and easy to obtain patients’ parameters could help disentan-

gle the heterogeneity of population of patients with diabetes in terms of

CV events, and can be used to tailor more efficient prevention and
16 Curr Probl Cardiol, July 2023



therapeutic strategies. This gives an opportunity to move from a “one-size

fits-all” strategy to precision CV prevention approaches.
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