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Abstract
Neuroadaptive technology (NAT) is a closed-loop neurotechnology designed to 
enhance human–computer interaction. NAT works by collecting neurophysiologi-
cal data, which are analysed via autonomous algorithms to create actions and adap-
tations at the user interface. This paper concerns how interaction with NAT can 
mediate self-related processing (SRP), such as self-awareness, self-knowledge, and 
agency. We begin with a postphenomenological analysis of the NAT closed loop to 
highlight the built-in selectivities of machine hermeneutics, i.e., autonomous chains 
of algorithms that convert data into an assessment of psychological states/intentions. 
We argue that these algorithms produce an assessment of lived experience that is 
quantitative, reductive, and highly simplistic. This reductive assessment of lived 
experience is presented to the user via feedback at the NAT interface and subse-
quently mediates SRP. It is argued that congruence between system feedback and 
SRP determines the precise character of the alterity relation between human user 
and system. If feedback confirms SRP, the technology is regarded as a quasi-self. 
If there is a disagreement between SRP and feedback from the system, NAT is per-
ceived to be a quasi-other. We argue that the design of the user interface shapes the 
precise ways in which NAT can mediate SRP.

Keywords  Neuroadaptive technology · Agency · Self-referential processing · 
Algorithms · Postphenomenology · Alterity
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1  Introduction

Neuroadaptive technology (NAT) is an emergent form of human-computer inter-
action (HCI) where implicit signals from the brain and body are utilised to trigger 
commands or adapt software in real-time (Fairclough & Zander, 2022). NAT rep-
resents an extension of existing concepts such as passive brain–computer inter-
faces (pBCI) (Zander & Kothe, 2011) and physiological computing (Allanson 
& Fairclough, 2004; Fairclough, 2009; Fairclough & Gilleade, 2014). The NAT 
concept describes how the state and/or intention of a healthy user is quantified via 
neurophysiology to enable an implicit form of HCI via closed-loop control (Fair-
clough, 2017; Krol & Zander, 2022; Pope et al., 1995).

NAT represents an example of context-aware computing (Dey, 2018), designed 
to enhance HCI by permitting implicit control and promoting psychological states 
associated with effective performance, enjoyment, and health (Fairclough, 2022). 
The neuroadaptive model of cursor control described by Zander et al., (2016) rep-
resents an example of the former. In this case, users direct the cursor towards a 
target location based on implicit responses in the electroencephalogram (EEG) 
and, more importantly, without any requirement to exercise volitional control; see 
Kangassalo et., (2020) for another application of the same approach.

Like earlier incarnations of closed-loop control that have integrated real-time 
physiological monitoring (Fairclough 2009; Scerbo et  al., 2003), NAT can also 
adapt the user interface in ways designed to shape the psychological state of the 
user. For instance, excessive levels of mental workload can be detected via neu-
rophysiology (Gateau et al., 2018) and used to trigger technological interventions 
that aid the overloaded operator, such as intelligent aiding and adaptive auto-
mation (Brand & Schulte, 2021). NAT can also promote specific psychological 
states associated with good performance (e.g., task engagement, active learning, 
enjoyment, relaxation) or to mitigate states known to degrade performance (e.g., 
high workload, fatigue, anxiety, frustration). Recent applications of NAT for the 
regulation of psychological states include computer games (Fairclough et  al., 
2021), training in virtual reality (Dey et al., 2019), educational software (Walter 
et al., 2017), neurorehabilitation (Leamy et al., 2014), and automated systems (Di 
Flumeri et al., 2019).

Regardless of whether NAT is designed to enable implicit control or shape 
the psychological status of the user, the exchange of information between human 
and technology within the HCI can be described as symmetrical (Hettinger et al., 
2003). In other words, users’ existing ability to interrogate the operational status 
of a machine, e.g., available RAM and network activity, is mirrored by a techno-
logical capacity to monitor and assess intentions or the cognitive/emotional status 
of the user. The resulting exchange of information creates an implicit channel of 
communication between person and machine (Krol & Zander, 2022).

This symmetrical exchange creates a hybrid entity that is constructed in real-
time wherein human data is amalgamated with algorithmic analysis (Dorrestijn, 
2017; Froese, 2014; Verbeek, 2008), the outputs of which are conveyed as feed-
back at the user interface. This feedback allows the user to understand how his 
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current psychological state, intention, or preference is currently appraised by the 
system. For example, if the NAT interface is designed to automatically offer help 
information when the person is frustrated, the user may reasonably interpret the 
appearance of help information as an indication that frustration was detected by 
the technology. Similarly, if the system automatically moves the cursor in a spe-
cific direction, this feedback conveys a technological interpretation of the user’s 
current intention.

Real-time feedback at the NAT interface can influence self-referential pro-
cessing (SRP), such as the user’s sense of agency (Moore, 2016; Steinert et al., 
2019) and self-awareness/self-knowledge (Li et  al., 2010; Rapp, 2021; Rapp & 
Tirassa, 2017; Sharon, 2017). This technological mediation of SRP raises a ques-
tion of whether feedback from the NAT interface supplements or subverts our 
human capacity for SRP. At one extreme, the freedom of the person to act with 
full autonomy is usurped by a NAT that automatically and pre-emptively trans-
lates implicit intentions into control actions. It could be argued that this kind of 
proactive technological intervention threatens human autonomy by “co-opting 
the flexibility that is human birth right” (Weiner 1950. p.105) and risks reduc-
ing the user to the status of a “human keypad” (Floridi, 2019) (p.382). Similarly, 
feedback from a NAT interface can distort self-awareness and self-regulation 
by biasing perceptions of cognitive capacity and emotional states. NAT has the 
potential to augment human cognition by creating efficient communication and 
promoting positive psychological states, but these benefits are only made possible 
by humans ceding part of their capacity for independent action and independent 
thought to a technological device (Fairclough, 2015).

This paper will analyse how interaction with NAT can mediate SRP, specifi-
cally perceptions of self and agency. We argue that NAT is based on a quanti-
fication of self that differs from lived experience in several significant ways. 
Therefore, feedback from the system will inevitably fall on a continuum between 
agreement and disagreement with SRP. Using a postphenomenological frame-
work, we analyse the technological intentionality of NAT with a particular 
emphasis on the instrumental selectivities of autonomous algorithms and the 
dyadic relationship between user and interface. We argue that the degree of dis-
crepancy between system feedback and SRP determines the precise type of alter-
ity relation between person and machine, specifically whether users perceive 
NAT as a quasi-self or quasi-other. This dichotomy has a profound influence on 
how SRP are mediated during any interaction with NAT. It is concluded that the 
potential of NAT to supplement or subvert SRP is dependent on the design of 
the user interface, which in turn, determines the precise character of the Alterity 
relation.

The remainder of the paper is structured in three sections. The first will ana-
lyse processes within the NAT closed loop from a postphenomenological per-
spective (Ihde, 1990; Rosenberger & Verbeek, 2015). The second section presents 
a comparison between lived experience and the quantification of lived experience 
by technology. The final section will consider the alterity relation and how SRP 
are mediated by interaction with NAT.
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2 � A Postphenomelogical Analysis of Neuroadaptive Technology

This postphenomenological analysis will consider the different dimensions of 
technological intentionality exhibited by NAT. Technological intentionality 
describes how technological artifacts actively mediate the relationship between 
human consciousness and the world (Mykhailov, 2020; Ihde, 1990; Rosenberger 
& Verbeek, 2015); it has been argued that interaction with technology shapes the 
ways in which reality becomes meaningful for a person (Verbeek, 2005).

Analysing technological intentionality is complicated by the fact that NAT is not 
a single technological artifact but manifests as series of technological elements that 
are interconnected in a closed-loop configuration. Specifically, neurophysiological 
data are captured from wearable sensors (Shi et  al., 2020), and the resulting raw 
data is processed by signal processing algorithms to increase the signal-to-noise 
ratio, e.g., Mumtaz, Rasheed, and Irfan (2021). Inferences from these “cleaned” data 
are derived from machine learning algorithms (Appriou et  al., 2020), which trig-
ger action or adaptation at the user interface. The functions of each technological 
element (sensors, algorithms, adaptive software) are stabilised by the closed-loop 
configuration of the system (Verbeek, 2005). Therefore, we should regard NAT as 
an ecosystem where technological elements are directed towards other technological 
elements in a sequential and recursive formation.

The various technological elements within NAT encompass a series of pro-
cesses, e.g., data collection, signal processing, and machine learning, which are 
concealed from the user. These unseen processes constitute what Husserl would 
have termed the inner horizon of the NAT system (Mykhailov & Liberati, 2022). 
This inner horizon can only be experienced by the person indirectly when they 
interact with the user interface; therefore, feedback from the NAT interface is the 
primary conduit for any technological mediation of SRP. Furthermore, feedback 
from the NAT interface is mutable and dynamic, fluctuating in real-time with 
each iteration of the closed loop.

It should also be noted that NAT functions as a machine with an agenda (Fair-
clough, 2015; Fairclough, 2021). In other words, these systems are designed to 
serve a prescribed goal, e.g., reduce frustration, identify preference, and sustain 
task engagement, and each system incorporates a repertoire of adaptive responses 
that are dedicated to this system goal. The co-existence of human and machine 
goals creates a type of hybrid intentionality (Verbeek, 2008), where interaction 
between person and NAT yields a new entity with a hybrid intentionality. In his 
2008 analysis, Verbeek described various forms of cyborg intentionality where 
technological artifacts are implanted into the human body. While this is a design 
option for NAT, most of the systems currently under discussion are designed to 
work with wearable/removable sensors. Therefore, any merging between human 
and technological intentionality is flexible rather than permanent (Rapp, 2021), 
and this hybrid intentionality manifests as an exchange of data in the realm of the 
infosphere (Floridi, 2007, 2014).

Interaction with NAT is most accurately represented by a specific category of 
hybrid intentionality called immersion (Rosenberger & Verbeek, 2015). Their 
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usage of immersion describes a category of intentionality that is bi-directional 
and reflexive, which is completely unrelated to immersion as studied in HCI 
research (Cummings & Bailenson, 2016; Jennett et al., 2008). The bidirectional-
ity of NAT is captured by the fact that humans are working with a technology that 
is simultaneously directed towards themselves, e.g., detection of psychological 
states and classification of preferences. Also, the presentation of feedback at the 
NAT interface is reflexive (Serbedzija & Fairclough, 2012), i.e., humans perceive 
their lived experience from the perspective of those processes of data collection, 
analysis, and inference at work within the inner horizon of the technology.

Therefore, the type of technological intentionality exhibited by the NAT ecosys-
tem actively mediates SRP via feedback that reflects bidirectional communication 
and is self-referential. The precise nature of this mediation depends on the degree of 
association between lived experience (particularly the experience of self via intro-
spective and interoception) and the quantification of that lived experience produced 
by the system. NAT creates a real-time representation of the self that is quantified 
via a “haze of technological activity” (p. 617) (Mykhailov, 2020), which incorpo-
rates various forms of technological intentionality encompassed within a connected 
ecosystem of technological elements.

These technological elements actively mediate SRP via different dynamics. A 
significant proportion of the NAT ecosystem is devoted to sensor technologies and 
associated algorithms for signal processing and data analysis. This sensing appa-
ratus is configured to process specific categories of data in particular ways (Ihde, 
1990; Wiltse, 2014). There are a number of instrumental intentionalities and built-
in selectivities associated with sensors and algorithms, which can reveal or conceal 
different aspects of SRP in the existential dimension and magnify or reduce facets 
of SRP in the epistemological dimension (Kiran, 2015). For example, wearable sen-
sors are manufactured to capture a specific type of neurophysiological activity (e.g., 
electrocortical, neurovascular) and designed to collect data features from defined 
cortical locations via the montage/configuration of sensors (e.g., prefrontal, parietal, 
temporal). This selectivity is necessary to target a particular aspect of lived experi-
ence, e.g., mental workload, frustration, engagement, and fatigue, which determines 
the types of feedback received at the user interface. This selectivity of design deter-
mines which aspects of lived experience are revealed/magnified at the expense of 
others. With respect to an existential dimension, feedback from the user interface 
focuses on one aspect and conceals other aspects of lived experience; the availabil-
ity of feedback on one aspect of lived experience can also occlude and contaminate 
any attempt to perceive that dimension of lived experience in a non-technologically 
mediated way. From an epistemological perspective, system feedback that fluctu-
ates in real-time magnifies an awareness of a specific aspect of lived experience by 
increasing the fidelity and objectivity of self-referential information available to the 
person, but only with reference to that specific aspect.

Both existential and epistemological forms of technological mediation are prede-
termined by the specifics of those algorithms incorporated into the NAT ecosystem. 
These algorithms are concerned with the transformation, quantification, and inter-
pretation of human experience, which can be characterised as a hermeneutic relation 
(Ihde, 1990). All hermeneutic relations within NAT are governed by autonomous 
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algorithms, each of which express a particular type of instrumental intentional-
ity by actively interpreting data within a prescriptive way (Wellner, 2020; Wiltse, 
2014). Traditionally, hermeneutic relations describe a translational process between 
person and technology, but Luan (2020) recently proposed the category of machine 
hermeneutics wherein mediation occurs directly between technological elements. 
These technology-technology relations describe how outputs from one algorithm are 
relayed to a second algorithm for subsequent interpretation (Luan, 2020) and are 
particularly relevant to the NAT closed loop. For example, if EEG data from a wear-
able sensor is filtered and subjected to artifact correction, this process represents one 
form of machine hermeneutic, i.e., a technological element (signal analysis) oper-
ates upon data from another technological element (sensor) that is directed towards 
the user. These technology–technology relations are a common feature within the 
NAT closed loop as data processing runs as an autonomous pipeline, and therefore, 
built-in selectivity is an inevitable feature of technology. The feedback received at 
the user interface reveals and magnifies a selective quantification of lived experience 
assembled from a chain of machine hermeneutics (Just & Latzer, 2016; Luan, 2020).

A combination of bidirectional communication, autonomous algorithmic process-
ing, and reflexive feedback allows the NAT user interface to function as a self-sus-
taining technological actor. The user communicates implicitly with this technologi-
cal actor via implicit data monitoring, which provokes an adaptive response from the 
NAT interface. This symmetrical mode of human-computer interaction (Hettinger 
et  al., 2003) creates a dyadic dialogue that mimics key aspects of human-human 
communication, such as assessment, reciprocity, and action, creating an Alterity 
relation (Ihde, 1975, 1990). The fact that NAT can perceive and respond autono-
mously to user states/intentions in ways that are both timely and appropriate (Fair-
clough, 2021) creates a dialogue that allows the user interface to function as a tech-
nological actor.

This Alterity relation mediates human perception of SRP along practical and eth-
ical dimensions (Kiran, 2015). With respect to the former, the NAT interface ena-
bles the person to communicate their state and intentions to technology without any 
overt behaviour or volitional intention. By interpreting these data, the NAT system 
can adapt software or execute a control action at the user interface. As stated in Sec-
tion 1, this type of autonomous adaptation can support self-regulation (e.g., enhanc-
ing engagement, promoting enjoyment, mitigating frustration); it can also be utilised 
to trigger control actions based on user preferences. If we view this functionality 
from the perspective of an enabling/constraining dynamic (Kiran, 2015), it can be 
argued that NAT enables the user to delegate the “normal” process of self-regula-
tion (of internal states) to technology, and this transference inevitably constrains and 
suppresses our human capacity for self-regulation. Similarly, with respect to implicit 
modes of control, NAT enables an implicit process of decision/selection/action 
without any need for the user to explicitly formulate or communicate their wish or 
intention, e.g., Zander et  al., (2016); however, this implicit mode of control both 
constrains and impinges on our human capacity for choose and act in an independent 
fashion.

From an ethical perspective, technological mediation can involve the person 
in decision-making as an ethical agent or alienate individuals by limiting their 
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capacity for self-determination, e.g., by formulating choices in specific ways 
or restricting choices (Verbeek, 2011). As stated earlier, the NAT interface is 
designed to promote desirable psychological states or mitigate undesirable ones; 
see Fairclough, (2021) for a fuller discussion. However, the concept of software 
acting on behalf of the user or promoting the state of the user in a “desirable” 
way is paternalistic at best and dictatorial at worse. Also, from a practical per-
spective, the practice of translating human goals and values into the process of 
software design is inherently challenging (Friedman et al., 2006), and if there is 
a mismatch between what the user wants and what the system does, the former 
will be overruled by the latter, usurping the autonomy of the person.

Feedback from the NAT interface can enable the person to engage with 
SRP in a deeper fashion, to actively introspect and deepen self-awareness, but 
this type of mediation of SRP is double-edged. Also, the underlying “data-
veillance” model (Zimmer, 2008) of NAT creates an uneven communication 
dynamic where technology proactively intervenes at the interface, thus forcing 
the user into a reactive position. When feedback is presented, the user must ask 
“was that me?” (i.e., was that feedback or function reflective of my lived expe-
rience or what I wanted to do?) or “was that you?” (i.e., was that feedback or 
function an artifact of the way in which algorithms have interpreted my lived 
experience?). Because feedback at the NAT interface is derived from an algo-
rithmic interpretation of lived experience, the nature of the Alterity relation 
falls onto a continuum between two extreme positions. Users can relate to the 
Alterity of the NAT interface as either: (i) a quasi-self with an expectation that 
feedback from the interface will correspond with lived experience or current 
intentions, or (ii) a quasi-other that is characterised by discrepancy between 
feedback and lived experience and “an objectness to which humans relate” 
(Ihde, 1975) (p. 153). In the case of (ii), the degree of objectivity offered by 
system feedback may be valued (Ihde, 1975) as these qualities counteract the 
inherent subjectivity of human experience. On the other hand, the existence 
of discrepancy can alienate and confuse the user by creating the sense of a 
divided- or split-self.

This postphenomenological perspective on NAT has revealed how the tech-
nological intentionality of the system emerges from a confluence of differ-
ent technological elements within the closed loop. From the perspective of the 
user, this technology actively mediates the relationship between the self and 
SRP by creating a hybrid form of intentionality that is bidirectional and reflex-
ive. This hybrid intentionality is inherently selective, reflecting the selection 
of sensors and the design of algorithms that reveal and magnify some aspects 
of lived experience at the expense of others. NAT is configured to enable 
implicit modes of communication and control, which creates an Alterity rela-
tion that can engage the person as an extension of self or alienate the person as 
a manifestation of a technological “other”. The next section will expand on the 
theme of those built-in selectivities that are an inherent part of the system by 
considering how lived experience is quantified by algorithms within NAT and 
re-represented to the human user.
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3 � Lived Experience vs. Quantification of Lived Experience

The quantification of psychological states (cognitions/feelings/intentions) 
via neurophysiological data is a fundamental element of NAT. This technol-
ogy is designed to translate intentions and psychological states from the realm 
of first-person, lived experience into a quantitative format that is compatible 
with computational processing. Translation from the realm of human to the 
machine represents a border crossing (Hayles, 1999) and the resulting data has 
a paradoxical quality, concisely captured by the phrase “dematerialised mate-
rialism” (Seltzer, 1992) (p.14). Hayles (1999) makes a related point when she 
compares “the plenitude of embodiment” from lived experience with “the (rel-
ative) sparseness of abstraction” (p.99) that characterises a quantification of 
that lived experience. We take this observation as a starting point to compare 
the qualities of first-person lived experience with a quantification of that expe-
rience in Table 1.

Table 1 contrasts a reductive quantification of self with the rich and nuanced 
first-person experiences of cognition and interoceptive awareness (Khalsa et al., 
2009). The transition from the left to the right-hand column of Table 1 is charac-
terised by a process of enormous simplification and selectivity, which is subopti-
mal with respect to representative fidelity, but essential for the lived experience of 
the person to be converted into machine-compatible formats. It is also significant 
that any quantification of lived experience are delivered from a third-person per-
spective. This characteristic is rooted in positivism and its dominant influence on 
the empirical tradition in psychology (Tolman, 1992). For the user of NAT, feed-
back from the user interface functions as a reflexive form of self-representation 
(Von Foerster, 1984), where intentions and thoughts are simultaneously experi-
enced in first-person alongside a real-time quantification of those lived experi-
ences, as measured from the third-person vantage of an impersonal “other”.

As a secondary issue for the purpose of the current paper, we should also note 
that quantification of lived experience creates a permanent data record that nulli-
fies the transience and privacy of first-person experience and introduces the pos-
sibility of incursion, such as the possibility of a BCI being “hacked” (Ienca et al., 
2018; Ienca & Haselager, 2016) or information being stolen from wearable sen-
sors (Schukat et al., 2016).

Table 1   Characteristics of lived 
experience vs. quantification of 
experience

Lived experience Quantification of experience

Rich Sparse
Embodied Immaterial
Qualitative Quantitative
Temporary Permanent
Private Public
Secure Pregnable
First-person perspective Third-person perspective
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The primary purpose of the analysis shown in Table 1 is to demonstrate how the 
quantification of intentions, cognitions, and emotions differs in fundamental ways 
from lived experience. The process of quantification creates a selective, impover-
ished, and highly simplified representation of lived experience, bereft of qualitative 
nuance, and observed from a third-person perspective. The same highly-processed 
quantification of experience is the basis of the real-time feedback delivered to the 
user of a NAT. Given the stark contrast shown in Table 1, one questions whether a 
quantification of lived experience that is so simplified and algorithmically derived 
can achieve even the minimal degree of congruence with those thoughts, intentions, 
and feelings that are experienced by the person. But, perhaps the more pressing 
question is whether NAT users can integrate feedback from such an impoverished 
representation into their SRP, and how does that process of integration transform 
SRP as a direct result? The fundamental differences between both perspectives can 
disorientate the user who perceives intentions, thoughts, and feelings from a first-
person perspective while simultaneously receiving feedback on those dimensions of 
lived experience via the “technological gaze” of the system (Lewis, 2020).

Despite this potential for disruption, a reductive quantification of lived experi-
ence is the price of using NAT and similar technologies to monitor and quantify 
psychological concepts in real-time. Technology can only represent lived experience 
by analogy and at the cost of enormous simplification (Hayles, 1999). The key issue 
for the user is how to reconcile lived experience with this quantified representation, 
which is the topic of the next section.

4 � Alterity and the Design of the User Interface

The Alterity relation describes how the person relates to feedback from NAT as 
a technological actor (Ihde, 1975, 1990). From the perspective of the user, this 
Alterity relation is characterised by four attributes: (1) selectivity, i.e., one aspect 
or dimension of lived experience is represented by feedback, (2) reflexivity, i.e., 
feedback from the system is self-referential, (3) reactivity, i.e., feedback changes 
in response to changes in user state or intention in real-time, and (4) vulnerability, 
i.e., neurophysiological sensors can access dimensions of human experience that are 
concealed from other people (Liberati & Nagataki, 2019). As stated in the previ-
ous section, the presentation of feedback at the user interface must be reconciled or 
consolidated with SRP, a process that bears similarities to the act of double-embod-
iment described by Buongiorno (2019), where technology mediates the first-person 
experience of internal states like cognition and emotion (Liberati, 2019).

The precise way in which SRP are mediated by NAT depends on the design char-
acteristics of feedback presented via the user interface. According to the framework 
outlined by Tromp et al., (2011), the design of a user interface is characterised by 
its visibility and force. Visibility in this case being quite literally whether feedback 
at the interface is designed to capture the attention of the user. Alternatively, the 
designer can opt for a low-visibility option, where feedback must be actively solic-
ited by the user, e.g., changes to available menu options that are only observable 
by selecting that menu. NAT interfaces that are designed to be highly visible will 
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strongly mediate SRP by confronting the person with a quantification of lived expe-
rience that is difficult to ignore. This “glass-box” approach is aligned to the per-
spective of explainable artificial intelligence (Barredo Arrieta et  al., 2020; Gun-
ning et al., 2019), because high-profile/high-resolution feedback allows the user to 
develop an understanding of those autonomous algorithms working within the inner 
horizon of NAT. This transparency engenders trust by allowing the user to develop 
causal models about the contingencies between lived experience and feedback from 
the interface (Shin, 2021). In general, mediation of SRP via NAT is expected to 
occur as a collateral effect of working with this technology. However, the impact of 
mediation on SRP is most pronounced when feedback is presented overtly, clearly, 
and with high resolution.

This dimension of visibility is supplemented by the force of the interface wherein 
“strong” interfaces activate functions autonomously without input from the user, 
whereas “weaker” interfaces are characterised by implicative interventions, such as 
confirmation dialogues and selective highlighting that suggests a likely course of 
action (Tromp et al., 2011). This dimension is identical to the more detailed con-
tinuum of manual to autonomous control systems described by Parasuraman et al., 
(2000). Autonomous activation of functions at the user interface can also functions 
as a form of user feedback, e.g., if the difficulty of a neuroadaptive game increased, 
this change in game demand provides tacit that the system has assessed the player 
to be bored. Similarly, a less forceful interface design that offers a confirmatory dia-
logue represents a form of feedback to be consolidated with SRP.

Let us consider a hypothetical scenario to understand the interaction between 
feedback at the NAT user interface and SRP in greater detail. Imagine a computer-
ised learning program designed to detect mental overload in order to optimise the 
learning experience. If the student is assessed to be mentally overloaded, the system 
automatically offers additional teaching support. In the first instance, consider a case 
where the user experiences mental overload, which automatically and promptly initi-
ates a highly visible offer of teaching support from the system. In this example, there 
is a correspondence between lived experience and feedback from the interface. This 
feedback confirms the integrity of SRP - and the NAT interface is perceived as a 
“quasi-self”, i.e., an algorithmic extension of SRP. This is positive from the user’s 
perspective, i.e., the system “works”, but there is a long-term risk that perceiving 
the system as a quasi-self may prompt users to favour feedback from the NAT inter-
face over SRP, due to the scientific and medical authority imbued by sensor technol-
ogy and machine intelligence (Schukat et al., 2016). This possibility is confirmed by 
research where subjective self-assessment of psychological states was observed to 
converge with a technological assessment of psychological states through repeated 
interactions with NAT (Fairclough et al., 2015).

Now let us consider two instances where feedback at the NAT interface deviates 
from SRP (Fairclough, 2009):

(1)	 The user feels that he is mentally overloaded but there is no visible response at 
the NAT interface. In this case, the user may question whether he is sufficiently 
overloaded to trigger additional teaching support from the system. He may also 
ponder whether his self-appraisal of mental workload is accurate; alternatively, 



1 3

Neuroadaptive Technology and the Self: a Postphenomenological… Page 11 of 17  30

he could question whether the algorithmic assessment of mental overload per-
formed by the system is prone to the production of false negatives.

(2)	 The machine offers additional teaching support, but the user does not perceive 
herself to be mentally overloaded in any subjective sense. In this case, the user 
may question the sensitivity of her SRP with respect to self-assessed mental 
workload, or she may assume that the discrepancy lies with an algorithmic 
assessment of mental overload that is too finely tuned and disposed towards the 
production of false positives.

The presence of discrepancy forces a binary choice onto the user, either feedback 
is correct and SRP are erroneous, or vice versa. In both cases, the Alterity relation is 
characterised by NAT interface functioning as a quasi-other in a Sartrean sense, sub-
verting the integrity of SRP and forcing the person to either transcend or appropri-
ate this algorithmic assessment (Sartre, 1994). But even if feedback from the NAT 
interface is judged to be erroneous and is subsequently transcended, the presence of 
visible feedback will mediate SRP indirectly by forcing the user into an introspec-
tive reflection on current lived experience.

The same logic extends to those NAT systems designed to extend human agency 
by triggering commands at the interface. Users receive feedback on this process 
by observing forceful NAT interfaces acting autonomously on their behalf, which 
serves as a counterpoint to their human capacity to choose with full cognizance. If 
there is a correspondence between intention and action at the interface, then a feel-
ing of agency (Moore, 2016) is preserved, and the interface is regarded as a quasi-
self. If the action at the interface deviates from intentionality, the user experiences 
a lack of agency and disrupted autonomy—and a strong sense that he is neither 
responsible nor accountable for that particular action (Kellmeyer et al., 2016).

In both types of interaction, users assess congruence between SRP and algorith-
mic assessment via feedback, but the decision to appropriate or transcend is shaped 
by the visibility and force of the interface design. Tromp et  al., (2011) described 
four categories of design based on the levels of visibility and force of the user inter-
face, each of which may mediate SRP in different ways. A persuasive interface com-
bines high visibility with low force. This type of interface design might incorporate 
a “live” gauge indicating the current level of mental workload, when high levels are 
registered, the system prompts the user with a dialogue box, e.g., “is there anything I 
can do to help?” The availability of highly visible, high-resolution feedback prompts 
repeated comparisons between users’ lived experience and the algorithmic assess-
ment provided by the system even in the absence of the dialogue box. With respect 
to technological mediation in the practical domain, a persuasive interface enables 
the user to integrate system feedback into SRP with high resolution and to implicitly 
communicate their mental workload status to the technology. The presence of a con-
firmatory dialogue also involves the user in the decision as to whether their experi-
ence of mental overload could be resolved by the presentation of teaching support 
(Kiran, 2015). On the other hand, a coercive interface would present the same highly 
visible feedback to the user but would automatically present teaching support. This 
interface constrains the user’s possibilities for self-regulation and runs the risk of 
alienating the person through a paternalistic mode of communication (Kiran, 2015). 
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If visibility is low and the force of the interface is weak, we have what Tromp et al., 
(2011) called a seductive interface. In this example of interface design, there is no 
continuous display of current state, the user only receives irregular feedback from 
the interface when the target state of mental overload has been detected. This low-
visibility option does not create as many opportunities for the user to compare lived 
experience with the assessment of the system compared to the previous two exam-
ples, but like the persuasive design, it involves the user in the decision of whether 
to provide teaching support or not. The fourth type of interface design is called 
decisive implicative and simply communicates by action, in this case, by deliver-
ing teaching support. In this case, the design of the interface constrains the user’s 
options and mediates SRP by delivering a solution to mitigate an undesirable user 
state in much the same way as a coercive interface design.

To summarise, the user interface responds to real-time changes in neurophysiol-
ogy and functions as a technological actor, creating an Alterity relation that medi-
ates SRP. The way in which feedback is presented at the user interface has a pro-
found effect on how SRP are mediated by the technology. It is possible for a NAT 
that is perceived as a quasi-self that subverts or even occludes SRP, but that type of 
relation would require consistently high levels of congruence between lived experi-
ence and its algorithmic quantification. Discrepancies between SRP and feedback at 
the interface must be resolved by either favouring technological assessment (appro-
priation) over SRP or vice versa (transcendence). In both cases, the specific design 
of the user interface with respect to visibility and force determines the types of tech-
nological mediation that occur in the practical and ethical dimensions.

5 � Summary and Conclusions

This paper was concerned with the ways in which interaction with NAT can medi-
ate SRP, such as self-awareness, self-knowledge, and a sense of agency. We have 
described NAT as a closed-loop neurotechnology designed to enhance HCI in sev-
eral ways. A postphenomenological analysis of this closed loop identified the promi-
nent role played by machine hermeneutics and the alterity relation with respect to 
the technological intentionality of the system and how it can mediate SRP.

We have argued that machine hermeneutics produce an assessment of psycholog-
ical states and intentions that is quantitative, reductive, and simplistic. This process 
of simplification is also completely necessary to support a closed-loop technology 
that operates in real-time. This simplified quantification of lived experience is con-
veyed to the user via the design of the interface, which must be consolidated with 
SRP and the lived experience of the user.

This process of consolidation is crucial in determining how SRP are mediated by 
NAT. Features of interface design, such as visibility and force, determine the effi-
cacy of this process. Visible feedback is easier to assimilate and compare with SRP 
than opaque formats. Regardless of specific formats, feedback from the NAT inter-
face may be congruent or divergent from SRP. We have argued that the degree of 
congruence between feedback and SRP determines the precise nature of the Alter-
ity relation between user and technology. When system feedback confirms SRP, the 
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NAT is viewed as a quasi-self, i.e., an extension of SRP. If there is a discrepancy 
between feedback and SRP, NAT is viewed as a quasi-other, i.e., a computational 
assessment of lived experience that is distinct from actual lived experience. We 
argue that the potential for NAT to disrupt or subvert of SRP is more likely when 
the technology is perceived to function as a quasi-self. If NAT is viewed as a quasi-
other, the user can transcend feedback from the system in one of two ways, by either 
disregarding it completely in favour of SRP or by using feedback from the system to 
supplement SRP. We conclude that the design of the user interface determines the 
precise nature of this alterity relation, shaping how SRP are mediated by interaction 
with NAT.
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