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Abstract

Since its inception, resistive random access memory (RRAM) has widely been re-

garded as a promising technology, not only for its potential to revolutionize non-volatile

data storage by bridging the speed gap between traditional solid state drives (SSD) and

dynamic random access memory (DRAM), but also for the promise it brings to in-

memory and neuromorphic computing.

Despite the potential, the design process of RRAM neuromorphic arrays still finds it-

self in its infancy, as reliability (retention, endurance, programming linearity) and vari-

ability (read-to-read, cycle-to-cycle and device-to-device) issues remain major hurdles

for the mainstream implementation of these systems.

One of the fundamental stages of neuromorphic design is the simulation stage. In

this thesis, a simulation framework for evaluating the impact of RRAM non-idealities

on NNs, that emphasizes flexibility and experimentation in NN topology and RRAM

programming conditions is coded in MATLAB, making full use of its various toolboxes.

Using these tools as the groundwork, various RRAM non-idealities are comprehen-

sively measured and their impact on both inference and training accuracy of a pattern

recognition system based on the MNIST handwritten digits dataset are simulated.
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In the inference front, variability originated from different sources (read-to-read and

programming-to-programming) are statistically evaluated and modelled for two differ-

ent device types: filamentary and non-filamentary. Based on these results, the impact

of various variability sources on inference are simulated and compared, showing much

more pronounced variability in the filamentary device compared to its non-filamentary

counterpart. The staged programming scheme is introduced as a method to improve lin-

earity and reduce programming variability, leading to negligible accuracy loss in non-

filamentary devices. Random telegraph noise (RTN) remains the major source of read

variability in both devices. These results can be explained by the difference in switching

mechanisms of both devices.

In training, non-idealities such as conductance stepping and cycle-to-cycle variability

are characterized and their impact on the training of NNs based on backpropagation are

independently evaluated. Analysing the change of weight distributions during training

reveals the different impacts on the SET and RESET processes. Based on these find-

ings, a new selective programming strategy is introduced for the suppression of non-

idealities impact on accuracy. Furthermore, the impact of these methods are analysed

between different NN topologies, including traditional multi-layer perceptron (MLP)

and convolutional neural network (CNN) configurations.

Finally, the new dynamic weight range rescaling methodology is introduced as a way

of not only alleviating the constraints imposed in hardware due to the limited conduc-

tance range of RRAM in training, but also as way of increasing the flexibility of RRAM

based deep synaptic layers to different sets of data.
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Chapter 1

Introduction & literature review

In this section the concepts that are discussed throughout the thesis will be introduced

through literature review. This work focuses on the application of emerging non-volatile

memories (eNVM) towards neuromorphic systems, as such, this introductory section

will be split into three main sections:

1. Emerging non-volatile memories

2. Learning algorithms for neuromorphic systems

3. Neuromorphic systems with non-volatile memories

In the first section an overview of existing eNVM devices will be given with special

emphasis on the topic of resistive random access memories (RRAM), since most of the

work throughout this thesis is centered around RRAM. This subsection will focus more

on eNVM physical and operating principles, as well as the relevant key performance

metrics.

1
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The second section will shift the focus towards different machine learning (ML) con-

cepts. While the main focus of this work will be on Backpropagation (BP) based learn-

ing, different learning strategies will also be discussed, including limited precision (LP)

variations of BP algorithms as well as global search methods such as genetic algorithms

(GA).

Finally, an overview of existing application of these ML concepts onto hardware

neuromorphic arrays found in the literature will be given. Beyond that, a large part

of the neuromorphic design process revolves around the simulation of training and/or

inference based on modelled devices, so a subsection will also be dedicated towards

reviewing existing neuromorphic simulation frameworks.

1.1 Memory technology

1.1.1 Conventional memory technology

Traditional computing paradigms have relied on the same basic principles first pro-

posed in 1945, known as the von Neumann architecture [1].

The operating principle of this paradigm relies on the data transfer between input/out-

put (I/O) devices, a central processing unit (CPU) and a memory unit. Through tech-

nological development over the years, the processing speed of CPU’s and read/write

speeds of the memory units have increased significantly, however the data transfer be-

tween CPU and the memory element through the memory bus has not kept up with

the latency and energy consumption demand of these sub-systems, which has led to
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Figure 1.1: Schematic illustrating the von Neumann architecture scheme [1].

what is now known as the von Neumann bottleneck. The surge of interest in the Inter-

net of Things (IoT) and Machine Learning (ML) elements recently has accentuated the

need for alternative computing architectures that rely on in-memory computing [2] to

circumvent the von Neumann bottleneck.

As seen in Figure 1.1, there exists a difference in storage elements regarding the

interconnectivity with the CPU: a memory unit that communicates directly with the

CPU which is known as Random Access Memory (RAM) and an auxiliary storage type

memory device that can be seen as an I/O device. This comes down to the limitations of

different type of traditional memory designs, since there is no single memory element

that can combine all of the advantages without any of the drawbacks in terms of area

consumption, read/write speed, volatility and endurance.

Semiconductor memories can typically be categorized according to their volatility,

this is, whether it is able to hold the stored information when its power supply is turned-

off (non-volatile) or not (volatile). Conventional volatile semiconductor memories are



Chapter 1 Introduction & literature review 4

comprised of static random-access memory (SRAM) and dynamic random access mem-

ory (DRAM), while traditional non-volatile memories (NVM) were initially only viable

using mechanical hard disk drives (HDD) until the introduction of solid state drives

(SSD) based on semiconductor Flash memory technology [3], which initially were rel-

egated to high speed but low capacity auxiliary storage devices, but with the growth

of the Flash memory technology and manufacturing cost reduction, higher capacities

are achievable and are steadily replacing mechanical HDDs as the most widely adopted

NVM technology.

(a)

+ very fast read/write
+ no refresh
+ std. CMOS devices

- volatile
- very large cell

(b)

+ fast read/write
+ small cell

- volatile

(c)

+ non-volatile
+ very small cell

- slow write/erase
- only block erase
- limited endurance

Figure 1.2: Conventional semiconductor memory technologies: (a) SRAM, (b) DRAM, (c)
Flash.

Among these conventional memory technologies (illustrated in Figure 1.2), even with

recent advances of Flash technology, there are still significant discrepancies in the ca-

pabilities of conventional volatile and non-volatile techonologies in terms of speed, en-

durance, multilevel cell (MLC) capacity and power consumption. These discrepancies

mean that SRAM and DRAM still need to be used as low latency volatile solutions
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while Flash, due to limited speed and endurance can only be used as auxiliary storage

solutions, hindering the practicality of conventional memory technologies to be applied

towards in-memory computing systems, whereas other eNVM types can be viewed as

alternatives to confront these issues.

1.1.2 Emerging non-volatile memory

In 1971, Leon Chua [4] identified a theoretical symmetry between the three (known)

non-linear circuit elements:

• non-linear resistor : R = dv/di [4]

• non-linear capacitor : C = dq/dv [4]

• non-linear inductor : L = dφ/di [4]

From this symmetry he inferred there was a missing link between flux linkage (φ )

and the amount of electric charge that has flowed (q):

M = dφ/dq [4] (1.1)

This missing link was denominated as Memristance (short for memory resistance) [4].

Various experimental accounts of memristance date as far back as to the late 19th

century [6], with early accounts on the observation of negative differential resistance

(NDR) and hysteresis, two distinctive characteristics of memristive devices, dating as
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Figure 1.3: The four fundamental two-terminal circuit-elements: resistor, capacitor, inductor
and memristor [5].

far back as 1896 [7] and 1904 [8] respectively. Despite this, the link between an ex-

perimental device and Leon Chua’s theoretical memristor was only established in 2008

by an HP research group led by R. Stanley Williams, by associating the hysteretic I-V

characteristics of a 2-terminal Pt/TiO2/TiO2−x/Pt device, denominated RRAM as per

its variable resistance characteristics, to that of a simulated voltage-driven memristive

device [5].

Following this discovery from HP, interest by the scientific community on the re-

search of memristive devices grew considerably and a number of different types of

devices, beyond RRAM surged as alternatives.

Figure 1.4 provides a simple visual method of categorizing current memory technolo-

gies. At the highest level, these technologies can be split according to its volatility. On

the volatile side, this taxonomy includes only SRAM and DRAM as two mature tech-

nologies, however, on the non-volatile side, these devices can be further categorized in

terms of their technological maturity. As a baseline for non-volatile memories due to
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Figure 1.4: Memory taxonomy from the IEEE IRDS 2021 update [9].

its state of optimization and significant commercial presence, Flash can be considered

as the baseline most mature technology and a benchmark for comparison with other

products. Prototypical memory devices are at an intermediate point of maturity where

there exists already significant scientific and technological background available in the

literature and certain niche commercial products are making their way into the market.

Beyond this point exists the emerging type of technology, which can be regarded as

the least mature category but have been shown to have the potential to offer significant

benefits if various scientific and technological hurdles can be overcome.

Due to the nature of this thesis and its connection to ML architectures, the category of

highest interest is that of the prototypical memory devices due to its intermediate state

of maturity where integrating these devices into larger architectures is now possible but

there is still ample research opportunities to be developed. Beyond that, ML applica-

tions also incentivize the use of high bit density within its chips, so the focus will be on

devices capable of programming to multiple conductance levels designed as multi-level

cell (MLC) devices and also on 2-terminal devices due to their smaller area footprint.
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With these requirements three device categories stand out: phase-change memory

(PCM), spin-transfer-torque RAM (STT-RAM) and RRAM.

• PCM devices consist on a chalcogenide material sandwiched between two elec-

trodes, which is able to transition between an amorphous (high resistance) phase

and a polycrystalline (low resistance) phase triggered by heat surges generally

achieved through high power electric pulses [10]. The memory cell resistance

can then be read out using low voltage non destructive pulses.

• STT-RAM is based on the operating principles of magnetic tunnel junction (MTJ)

devices. MTJs consist of two ferromagnetic layers sandwiching an insulating

tunnel barrier, the device state is determined by tunneling magneto-resistance

(TMR), which is defined as: (RAP−RP)/RP×100(%); where RAP and RP are the

tunneling resistance of the MTJ when the two magnetic layers are in anti-parallel

and parallel alignment, respectively. The writing mechanism of STT-RAM orig-

inates from the theoretical prediction that spin-polarized electrical current can

generate a torque to switch the magnetic moment of a magnet through the trans-

fer of angular momentum [11–13].

• RRAM devices generally consists of a 2-terminal metal-insulator-metal (MIM)

structure that is able to switch between a high resistance state (HRS) and a low

resistance state (LRS) through the application of different voltages. The choice of

materials (both metals and insulators) of the structure, as well as their dimensions,

will dictate the physical phenomenons responsible for the switching of the resis-

tive states. Depending on these physical principles, RRAM can be further catego-

rized into oxide RAM (OxRAM) [14–16] or conductive bridge RAM (CBRAM)
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[17, 18]. Since this thesis will have a higher emphasis relating to RRAM, a more

detailed overview will be presented in the following subsection.

Figure 1.5: An illustration of memory hierarchy with typical access speed, lined up with the
performance range of major eNVM devices [19].

The aforementioned eNVM devices all possess uniquely distinct physical operation

principles that are able to bridge the speed gap that exists between conventional volatile

and non-volatile memory technologies (Figure 1.5), this in turn opens up several pos-

sibilities on applications beyond the scope of the von Neumann architecture, such as:

in-memory [2, 20] and bio-inspired computing [21–23] and novel hardware security

primitives [24–26].

1.1.3 Introduction to RRAM

The observation that nominally insulator oxide materials could undergo abrupt switch-

ing events into conductive states date has far back as the 1960s [27–30], however, these

early observations were not robust enough to support practical development of memory

applications. It was only in the early 2000s, firstly with the demonstrations of NiO mem-

ories integrated in a conventional 0.18µm CMOS node in a one-transitor-one-resistor
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(1T1R) structure by Samsung [31], and then by the memristor discovery by HP [5], that

the scientific interest in RRAM took off.

(a) (b)

Figure 1.6: (a) Number of publications filtered by specific keywords: RRAM, RRAM & Mem-
ristor, and memristor (excluding RRAM) from 2003 up to 2015 [32]. (b) Survey of Emerging
Memory Devices from the 2014 ERD Emerging Logic Workshop [9].

These discoveries not only led to a massive surge of interest in RRAM but also in

memristive devices in general for storage class and beyond CMOS applications (Figure

1.6a). Concerning the different types of eNVM, RRAM (OxRAM & CBRAM com-

bined), according to the IEEE International Roadmap for Devices and Systems, comes

in as the 2nd most promising eNVM technology, just behind STT-RAM (Figure 1.6b).

RRAM operating principles are based on the migration of defects inside the insu-

lating medium of a MIM structure (usually caused by the application of an external

electric field) which will affect the resistivity of the overall device. Beyond this simple

principle, the underlying mechanisms causing defect migration and resistance switch-

ing are varied, complex and heavily dependent on device engineering. Several non

exclusive subcategorizations can be made for the broader RRAM category; for the pur-

pose of this thesis, RRAM will be classified according to its: nature of defects (oxygen
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vacancies for OxRAM or metalic ions for CBRAM), switching model (filamentary or

non-filamentary) and operation mode (unipolar or bipolar).

1.1.3.1 Switching model

Most RRAM devices reported in the literature are of the filamentary type. In filamen-

tary RRAM (Figure 1.7a), switching is controlled by building up a conductive filament

(CF) inside the insulating layer which forms a percolation path that shorts the two con-

ducting electrodes, therefore switching towards a LRS. This initial filament is achieved

by applying an electric field to the MIM structure that is strong enough to lead to a soft

dielectric breakdown and electromigration of defects [33]; this initial process is called

the forming process [34]. Once on the LRS, the filament can be ruptured, depending

on the nature of defects in the device, this can either be achieved through the passing

of a high current that breaks down the filament through Joule heating, or through the

application of a reverse electric field leading to the filament dissolution through redox

reactions and consequently, ”resetting” the device resistance back to the HRS. The fila-

ment can then be restored by using a similar electric field to the forming process but with

lower magnitude; this is called the ”Set” process. The memory element of the device is

therefore present on whether the filament is ruptured or shorting the two electrodes.

Non-filamentary switching (Figure 1.7b) contrasts with the filamentary type in the

sense that there is no CF formation on the insulator material, instead, resistance changes

by modulating the defect profile close to the interfacial regions of the device, either be-

tween in the metal-oxide interface [35] or inner-interfacial region of multi-layer devices
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[36]. The absence of one single critical percolation path in non-filamentary devices gen-

erally translates in a few distinct characteristics, such as: low operating currents (sub-

µA) [37], controllable MLC capability [38, 39], low intrinsic variability [40], forming-

free [37] and since the change of resistance happens across the volume of the device, an

external current limiter is not a necessity to prevent a hard breakdown (self-compliance)

[37, 41].

1.1.3.2 Nature of defects

Beyond the switching model, RRAM devices can also be categorized according to

the nature of the moveable defects. The defects responsible for switching can be an-

ionic (negative charges) or cationic (positive charges). In this context, devices where

(a)



Chapter 1 Introduction & literature review 13

(b)

Figure 1.7: Schematic illustrating: (a) Filamentary and (b) Non-filamentary resistive switching
[15].

the switching is based on cation migration can generally also be referred to as electro-

chemical metallization (ECM) memory or CBRAM, and anionic based devices can also

be referred to as valence change memory (VCM) or OxRAM.

In CBRAM, switching is based on the migration of metal ions across the insulator

material and subsequent reduction/oxidation (redox) reactions [17, 42]. To enable this

phenomenon, CBRAM devices need to generally be composed of asymmetric elec-

trodes: one oxidizable (ionizable) electrode such as Ag, Cu or Ni and a relatively inert

electrode, e.g. W, with an ion conducting medium between them that is able to transport

the metal cations. Providing a positive voltage to the oxidizable electrode leads to the

dissolution of the metal cations (e.g. Ag→ Ag++ e−) that are transported by the elec-

tric field towards the inert electrode, where the ions are reduced (e.g. Ag++ e−→ Ag)

and deposited upon contact. This process leads to the formation of a conductive bridge
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that shorts the two electrodes, therefore switching to the LRS. In some cases the fila-

ment can be dissolved through Joule heating, but in other cases, reversing the voltage

polarity leads to the opposite redox reactions causing filament dissolution instead of

formation, reverting the device back to HRS. The description for CBRAM seems very

similar to that of filamentary switching so it is worth noting that due to the nature of the

involved materials, most CBRAM devices are of the filamentary type, however, there

have already been interesting reports of non-filamentary type cation-migration devices

[43].

In OxRAM, the physical mechanism that is responsible for resistive switching is gen-

erally associated with the generation of oxygen vacancies (V 2+
o ) and subsequent re-

location of oxygen ions (O2−). Common reports are found for both filamentary and

non-filamentary type OxRAM devices.

For filamentary OxRAM, the switching mechanisms are very similar to those of the

filamentary CBRAM devices, with the main difference that instead of having redox re-

actions on one of the electrodes, oxygen atoms are knocked out of the lattice of the

insulating layer and drift toward the anode under the application of high electric fields,

while oxygen vacancies are generated and get accumulated near the cathode, creat-

ing a phase conductive filament that connects both electrodes resulting in switching

from HRS to LRS. Similar to the CBRAM case, in some cases this filament can be

re-oxidized and ruptured by reversing the voltage polarity (valence change mechanism

[44]), in other cases the filament can be ruptured by driving a large current and sub-

sequent joule heating effects (thermochemical mechanism [45, 46]). Various materials

systems possessing filamentary switching dynamics have been studied, such as: metal
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oxides [47, 48], 2D transition metal dichalcogenides (TMDC) [49], perovskite [50, 51]

and organic materials [52]. Of these, the class of binary oxides is of particular interest

due to its general CMOS compatibility, multistate switching and simple chemical com-

position; material systems in this class include: H f O2 [53–56], ZnO [57], NiO [58],

TiO2 [59], WO3 [60] and TaOx [61, 62].

Beyond this, OxRAM devices can also be of the non-filamentary type, which involve

oxygen vacancy exchange on the interface between two different materials of the stack.

A typical example is based on redox processes at these interfaces, leading to varying

thicknesses of the interfacial layers and thus different resistance states [63]. Typical

material systems used for non-filamentary switching include: Pr0.7Ca0.3MnO3 (PCMO)

[38, 64], InGaZnO (IGZO)/α − IGZO [65], TiN/TiOx [66], Al/a− TiO2 [67], and

a−Si/TiO2 (a-VMCO) [37].

1.1.3.3 Operation scheme

General RRAM operation can be divided into four steps: Forming, Reset, Set and

Read.

Forming: The forming process is generally the first step of operation on a fresh RRAM

device and is generally only applied once. This involves the application of a

high electric field that induces a soft dielectric breakdown that allows for the

initial defects to be delocalized into the switching layers, changing the device

state to the LRS (logic ”1”); all subsequent operating voltages are then lower than

the forming voltage (VForming). Typically filamentary devices require some sort
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of current compliance (CC) mechanism to prevent a hard permanent dielectric

breakdown to occur due to high current. Non-filamentary devices, due to the

nature of their switching mechanism, may not need either the application of CC

or the forming process and are known as self-compliant and forming-free [37, 41]

devices respectively.

Reset: The Reset process refers to the application of a specific electrical stimuli that al-

lows the device to change back to the HRS (logic ”0”). This involves the breaking

(or thinning) of the CF in filamentary type devices and the barrier modulation in

the interfacial layers of non-filamentary devices.

Set: The Set process is in essence very similar to the forming process, with the dif-

ference that subsequent ”Sets” do not require high electric fields because there

are already mobile defects present in the switching layers induced by the initial

forming process.

Read: The Read process simply consists on the application of a carefully selected volt-

age value across the 2-terminal RRAM so that the current (or resistance) across

the device can be registered. The read voltage (VRead) that is low enough has to

not induce any further changes in resistance but high enough so that a reasonable

current window between the HRS and LRS can be read.

Depending on both the switching model and the nature of defects of the device, the

RRAM device can operate under two different schemes: unipolar or bipolar switching.

In unipolar switching (Figure 1.8a), the switching operation is independent of the

polarity of the write voltage (VWrite). The Set process typically requires to be limited
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Figure 1.8: The two basic operation schemes of RRAM. I-V curves recorded for a triangular
shaped voltage signal. CC denotes the compliance current. Dashed lines indicate that the real
voltage at the system will differ from the control voltage because of the cc in action. (a) Unipolar
switching. (b) Bipolar switching [14].

by a CC, while the Reset process is conducted by applying a voltage signal of the same

polarity while removing this current limiter, therefore inducing a high current that will

change the device back to the HRS, normally induced by joule heating effects [45, 46].

This type of operation tends to be more common on filamentary type devices.

Bipolar switching devices on the other hand (Figure 1.8b), require that the voltage

polarity of the ”Set” and ”Reset” processes be opposite to each other. This is brought

about on devices in which the physical mechanisms is strongly dependent on redox

reactions caused by voltage application. In this case, there is a dedicated polarity which

will induce carrier migration in one direction that will be responsible for the ”Set”

process, and the ”Reset” process, contrary to the unipolar scheme, is not done through

application of high currents but rather through the change of voltage polarity in the

device which leads to the reverse redox reaction and consequent reversal of resistance

state. This type of operation tends can be found on both filamentary and non-filamentary

type devices.
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1.1.4 Key performance metrics

In this subsection, an emphasis on the different performance requirements that need

to be met by eNVM will be given. Since a large focus of this thesis is on neuromorphic

computing, a distinction will be made between the performance metrics for storage

class memory (SCM), denominated basic reliability metrics, and functional reliability

metrics for neuromorphic specific applications (Figure 1.9).

Figure 1.9: Reliability metrics of the neuromorphic device. Device reliability metrics are clas-
sified into basic and functional reliability metrics [68].

Basic reliability metrics include: endurance, retention, write/read disturbances and

noise; while functional reliability metrics, given the importance of MLC behaviour for

neuromorphic applications, go beyond the requirements for SCM and include: program-

ming non-linearity, asymmetry, precision, dynamic range, variability and yield.

It should be noted that basic reliability metrics are also fundamental requirements

for neuromorphic computing. Even though the concepts are similar for both SCM and

neuromorphic computing, the requirements for both may vary, as shown in Figure 1.10.
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The main difference in requirements between SCM and neuromorphic computing can

also be viewed as a difference between digital data storage (SCM) and analogue data

processing and storage (neuromorphic). In traditional digital data storage, the require-

ments need to comply as to maintain the device resistance (or conductance) between

certain reference lines that still allow the bits to perceivable without errors, as such,

the basic reliability metrics for SCM are more lenient as long as those reference lines

are not crossed. For analog data storage on the other hand, the goal is to achieve as

many perceivable resistance levels in one device without errors, as such, the same basic

reliability metrics become much more strict in cases such as: retention, endurance and

noise, where small variations or drifts can have a big impact on the perceivable state of

the device and therefore on computing accuracy. More in-depth descriptions for each

of these metrics will follow in the next sections.

Figure 1.10: Schematic diagram of different basic reliability metrics of memory application
for digital data storage and neuromorphic computing application for analog data processing and
storage. (a) Window retention of digital memory and (b) conductance retention of analog data in
the computing process. (c) Cycling endurance of digital memory and (d) incremental switching
endurance of analog data in the computing process. (e) Write/read disturb in memory and (f)
computing. (g) Noises in memory and (h) computing [68].
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1.1.4.1 Retention

Retention is the metric that evaluates how long the device can maintain its conduc-

tance value, in short, it quantitatively evaluates the non-volatility of the device. The

commonly accepted standard for data retention for SCM applications is around 10 years

at a temperature of 85◦C. Testing for such a long period of time is obviously unrealistic,

as such there are different methods by which the retention properties can be inferred.

One common method is a simple linear extrapolation where the device is baked at high

temperature and multiple read measurements are taken during a long period of time

(105s) and the data is then extrapolated towards the 10 year mark. A more accurate

method however is to use the Arrhenius equation:

k = Ae

−Ea

kBT [69, 70] (1.2)

where:

k is the rate constant

T is the absolute temperature (in degrees Kelvin)

A is the pre-exponential factor

Ea is the activation energy

kB is the Boltzmann constant
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In this method, time to failure can be recorded at different high temperatures (in a

reasonable amount of time), the Arrhenius plot can then be used to extract the activation

energy and extrapolate for the reasonable device operating temperatures [71].

On the neuromorphic side, the retention concern is extended beyond not only main-

taining a long retention time of binary states, but also the ability to keep a tight con-

ductance distribution with minimal drifts of multiple analog conductance states. Zhao

et al. [72] has devised a compact model describing retention drift based on the statisti-

cal collection of filamentary RRAM retention behaviours across 8 different conductance

levels and measured the impact of retention time on an inference NN trained for MNIST

pattern recognition.

1.1.4.2 Endurance

Endurance is the measure that quantitatively evaluates the maximum number of switch-

ing cycles a memory device can perform before failure. During successive cycling

operations in RRAM, the resistance values of its defined states may shift beyond its de-

fined reference thresholds(Figure 1.10c & d). Depending on its switching mechanisms,

RRAM can have different types of endurance failures.

In filamentary RRAM, Chen et al. [73] reported three types of endurance failure

behaviours (Figure 1.11).

Type I is characterized by a drift of both resistance states towards the middle of the

resistance window and can be attributed to an interfacial electron barrier created by

oxidation of a metal electrode subjected to large power/current and high temperature.
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Figure 1.11: Schematic of the endurance failure mechanism of RRAM. Three failure types of
endurance degradation are illustrated. Adapted from [73].

In type II, there is a gradual continual drift of LRS towards lower resistance values

accompanied by a degradation of HRS in two stages, a first stage where the HRS drifts

to lower values and a second stage where there is a sudden drop of resistance and reset

is no longer possible. This type of failure is caused by redundant V 2+
o generation that

incrementally increase the thickness of the CF up to the point of failure where the CF

can no longer be broken by the reset process.

Failure type III is identified by a gradual loss of the HRS resistance while maintaining

a steady LRS. Frequent switching gradually leads to the depletion of O2− ions that are

required for V 2+
o recombination in the reset process [44], in turn leading to gradually

more deficient reset processes.

In non-filamentary type devices, particularly in a-VMCO, tends to occur with closure

of the resistance window for both LRS and HRS, similar to the filamentary failure type

I (Figure 1.11).
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However, due to the inherently different switching mechanism, this failure attribute

is also different. Subhechha et al. [74] proposed that defect movement in the switching

layer involves a combination of an electric field-driven model [75], where electrons

play a significant role, and a current-driven electromigration-based model [76]. In the

field-driven switching mechanism, the distribution of defects becomes more symmetric,

the tunneling gap between neighbouring defects becomes more uniform, and the device

conductance increases, driven by the movement of electrons. Conversely, in current-

driven switching, electrons push defects closer to the device or grain boundary edge,

rendering these defects inactive in the conduction mechanism, consequently reducing

the device conductance.

In storage-type SCM applications, 106 endurance cycles is generally considered as

the base target for memory devices to achieve (as listed in the IEEE IRDS 2021 Update

[9]). However, neuromorphic applications, particularly in NNs, can require a wide range

of weight updates depending on the task and dataset, although for small tasks such as

MNIST, an endurance of around 106 may be sufficient [77], larger datasets may require

significantly more weight updates. On the other hand, NN training does not require full

switching between HRS and LRS, but only the addition of small increments of current

at a time, which reduces the endurance strain on the device [78]. Another mitigating

factor on NN endurance requirements is that there exists some flexibility in terms of

mapping the weights to the synaptic device, as such, several pieces of work exploit

intelligent programming and weight mapping solutions towards mitigating endurance

effects and extending device lifetime for online training [79–81].
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(a) (b)

Figure 1.12: (a) Different programming schemes and (b) the corresponding experimentally
measured data of conductance modulation in TaOx/TiO2 based synaptic device [82].

1.1.4.3 Nonlinearity

As previously mentioned in Figure 1.9, nonlinearity is a functional reliability metric

that mostly affects performance on neuromorphic applications. Nonlinearity can be

seen as the rate of conductance change as a function of the number of applied voltage

pulses and can also be seen as a quantitative measure of the device’s analog capabilities.

Ideal synaptic behaviour would be a perfectly linear evolution in conductance with

the applied voltage pulses, however, most synaptic devices exhibit inverse exponential

conductance evolution due to their intrinsic switching mechanism, which still imposes

a major challenge for NN online training.

Nonlinearity in weight update is a specially relevant issue in filamentary RRAM, as

the forming process mostly controls CF growth through a drift process [83], after the

CF is completed, filament thickness is controlled by diffusion [83–85] of only a few
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defects which have a big impact on device conductance hence larger jumps with each

voltage pulse.

In non-filamentary devices, however, conductance is mostly controlled by barrier

modulation of a large number of defects, the contribution for each defect is evened

out throughout the device area and each voltage pulse can have small incremental con-

tributions towards conductance change, therefore improved linearity [86–88].

Nonlinearity mitigations strategies can be achieved either through material and struc-

ture engineering or novel programming schemes.

Through materials engineering several pieces of work have been explored towards

improving nonlinearity. Wu et al.[89] proposed the insertion of an electrothermal mod-

ulation layer (ETML) over the switching layer of an H f Ox device for better control of

electric field and thermal distributions, improving Reset and Set linearity respectively.

Chandrasekaran et al. [90] introduced uneven Al dopants, creating oxygen rich and

oxygen poor regions that confine filament formation, therefore improving programming

linearity. Moon et al. [91] designed a 1T2R structure with a serial-connected resistor

for voltage division, resulting in lower voltage drop across the RRAM and improved

linearity.

Beyond solutions in device engineering, nonlinearity mitigation strategies coming

from novel programming methodologies can also be explored. Bipolar programming

pulse trains with positive and negative pulse pairs can be used towards reducing the

effects of over-programming in the steepest parts of the conductance curves [82, 92].
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Pulse trains with increasing voltage amplitude or pulse widths can be effective at coun-

teracting the natural exponential nonlinearity that comes from using identical pulses

[82] (Figure 1.12). Cai et al. [93] introduced the concept of charge-domain pulse width

modulation to mitigate nonlinear conductance update behaviour in RRAM, however,

this is only possible with the use of custom current-integrating hybrid analogue-to-

digital converter (ADC) and pulse-mode digital-to-analogue converter (DAC) scheme.

Novel programming schemes for nonlinearity mitigation therefore come at the cost of

increasingly complex peripheral circuitry design.

1.1.4.4 Variability

Variability is defined as any variations between multiple instances of memory switch-

ing. In typical SCM applications, variability is often measured between only two dis-

tinguishable states (HRS and LRS), as such, two common types of variability stand

out: variability between different cycles of switching within the same device, called

cycle-to-cycle (C2C) variability, and variability between different devices, denominated

device-to-device (D2D) variability.

(a) (b)

Figure 1.13: (a) Definitions of the different types of variability [68]. (b) An example of a
common misconception between C2C and P2P definitions found in the literature [94].
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In neuromorphic applications, the device is usually programmed in multiple pulses in

order to exploit its analog conductance capabilities. This type of programming gave rise

to a third type of variability defined as pulse-to-pulse (P2P) variability (Figure 1.13a).

Nevertheless, since neuromorphic application of eNVM devices is still a relatively new

and growing field of interest some common misconception on the different definitions

are still present in the literature (Figure 1.13b).For the purpose of this thesis the defini-

tions from Figure 1.13a are considered.

Variability in RRAM is an intrinsic property of the device that is linked to the stochas-

tic nature of oxygen vacancy/ionic movement [95]. Therefore the switching model in

each device plays a significant role in terms of device variability.

Figure 1.14: Cumulative distribution functions (CDF) of the read-out current between different
devices before (black) and after (red) retention tests for (a) filamentary H f O2 and (b) non-
filamentary a-VMCO RRAM [37].

In filamentary RRAM LRS variation comes from both the number of CFs as well as

their size, thus the reduction of possible filament paths by restricting the active switch-

ing area may reduce LRS variation. HRS variation, on the other hand comes from

variations on the ruptured CFs length, as such, any small variations of the tunneling gap

can lead to exponential variations on tunneling current (Figure 1.14a).
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For non-filamentary RRAM however, current transportation mechanisms dominated

by interfacial barrier modulation diminishes the impact of singular defects, resulting

not only in similar variability distributions for both HRS and LRS as well as tighter

distributions of current overall (Figure 1.14b) [37].

1.1.4.5 Noise

In electronics, noise can be defined as deviations from an average electrical signal

(voltage or current) present during measurement.

Several different types of noise exist in electronics, however, in RRAM three types

are the most prevalent: thermal noise [96], 1/ f α [97, 98] and random telegraph noise

(RTN) [99, 100].

Thermal noise, often also referred to as Johnson-Nyquist or white noise, is an un-

avoidable type of electrical disturbance generated by the random thermal motion of

charge carriers inside an electrical conductor, which happens regardless of the applied

voltage.

1/ f α noise, also referred to as Flicker or pink noise, refers to a kind of low-frequency

noise (LFN) that is defined by its power spectral density (PSD) function (often also

referred to as Lorentzian), which can be fitted by a 1/ f α power law, where 1≤ α ≤ 2.

Beyond simply being a source of noise in electronics, 1/ f α noise can be used as a tool

for characterizing the underlying conduction and switching mechanisms in RRAM. Yu

et al [97] determined that in a TiN/HfOx/AlOx/Pt RRAM device, the LFN can be

fitted to 1/ f α with α ∼ 1 for LRS and α ∼ 2 for HRS, and a cut-off frequency in this
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transition, suggesting that CFs are ruptured and a tunneling gap is formed during the

reset process.

RTN, often also referred to as burst noise is a dominant pattern of LFN particularly

characterized by a distinct fluctuation between two discrete conductance states (Figure

1.15a), originating from the filling or emptying of one or more traps. Furthermore, RTN

can also be seen as the specific type of LFN where the PSD is defined as 1/ f 2 (Figure

1.15b).

(a) (b)

Figure 1.15: (a) Schematic representation of a two-level RTN signal, defining its main parame-
ters and (b) its Lorentzian spectrum [99].

As with 1/ f α noise, RTN obervations can be used as a powerful characterization

tool for a detailed insight into RRAM conduction mechanisms and switching dynamics

[101].

Since RTN is a consequence of trapping/detrapping of defects in the RRAM switch-

ing layers, there is a significant difference in terms of impact the RTN amplitude present

in CF and NCF RRAM types. In CF RRAM, one single defect can be responsible for

the restoration/rupture of the CF, hence causing large fluctuations in terms of conduc-

tivity [102], while in NCF devices, the impact of trapping/detrapping a singular defect
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is evened out throughout the device area, having therefore an attenuated impact in its

overall conductivity [103]. This difference between CF and NCF devices can also be

observed on the impact that RTN has in the accuracy of a neuromorphic inference en-

gine used for pattern classification [104].

1.1.4.6 Power

With ever increasing circuit complexity and aggressive nanoelectronics scaling, power

consumption has become an ever increasing concern. Particularly, neuromorphic sys-

tems aim to mimic the efficiency of biological synapses which use approximately 10 f J

per energy spike, however, the programming energy for most RRAM devices is around

100 f J ∼ 10pJ, and PCM devices may consume 10pJ ∼ 100pJ per programming op-

eration, meaning that realistic consumption of hardware based synapses is anywhere

between 10X to 10 000X higher than the biological plausible goal.

The fundamental challenge comes from the type of ionic movement present in bio-

logical and hardware based synapses. Synaptic events in biological synapses come from

the movement of ions in a liquid environment, whereas in hardware synapses based on

eNVM, programming comes in the form of ionic/defect movement through a solid-state

medium which requires more energy.

Even though there are still significant challenges in terms of reducing individual

synaptic power consumption on eNVM devices, an even more significant difficulty

comes when considering all of the necessary components present in neuromorphic chip

design. Peng et al. [105] simulated energy consumption estimates of an entire neuro-

morphic array including peripheral circuitry (Figure 1.16). It was shown that the eNVM
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(a) (b) (c)

Figure 1.16: Hardware estimation results for each epoch, adapted from [105]. Energy break-
down by (a) main components, (b) by operations and (c) peak energy breakdown by operations.
Data extracted simulating the device from [106].

synaptic arrays only account for 0.05% of the total energy estimates, while most of the

energy consumption comes from temporary DRAM buffer storage (94.19%) and the

second highest consuming component is the ADCs (4.31%)(Figure 1.16a). Another

worthy observation is that average and peak energy consumption on the feed-forward

operation is of 1.07% and 5.98% (Figures 1.16b & c) respectively, highlighting the large

discrepancy in power consumption between inference only and online training applica-

tions.

1.1.4.7 Scalability

Coupled to the power consumption issue of neuromorphic arrays comes the concern

for scalability. The scaling of NN parameters can be extremely aggressive depending on

the desired task and most of the available NN processing solutions come in the form of

power hungry graphics processing units (GPU) or application specific tensor processing

units (TPU), which can contain over 28M transistors per die.
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Most eNVM devices, on the other hand, are 2-terminal devices with MLC capabil-

ity. Due to these characteristics, eNVM devices such as RRAM not only can be or-

ganized as 2D crossbar arrays, where the RRAM device is fabricated at each crossing

point between a word and bit line, but multiple 2D arrays can be vertically stacked on

top of each other for very high density architectures. Beyond this, the crossbar array

is also capable of performing matrix-vector multiplications (MVM) and vector-matrix

multiplications (VMM) naturally through a combination of Ohm’s and Kirchoff’s law,

enabling in-memory computing solutions applicable to neuromorphic architectures.

Nevertheless, one of the main issues hindering the practicality of RRAM crossbars is

that of sneak currents. Sneak currents are defined as the currents that arise in a passive

crossbar array due to multiple parallel conduction paths between a given top electrode

(TE) and bottom electrode (BE) and poor non-linear behaviour of the unselected de-

vices.

The sneak path issue is typically solved by combining a transistor in series with the

RRAM element, making up a 1T1R structure. This solution however will reduce the

benefits of having a 2-terminal high density memory element, as such, significant re-

search interest exists in the development of 2-terminal highly nonlinear selector devices

that can be used to replace the transistor in a 1T1R structure so has to build 2-terminal

1-selector-1-resistor (1S1R) structures [107–109].

1.1.4.8 Comparison between different eNVM

Given the different types of performance metrics, clear distinctions can be made re-

garding the suitability of different eNVM for different applications.
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Figure 1.17: Key metrics for memory performance assessment and a qualitative comparison of
STTRAM, PCM, and RRAM based on the metrics [19].

Table 1.1: Detailed comparison of different memory technologies

Technology SRAM DRAM NAND Flash NOR Flash PCM STT-MRAM RRAM
Cell area > 100F2 6F2 < 4F2 10F2 4−20F2 6−20F2 < 4F2

Cell element 6T 1T1C 1T 1T 1T(D)1R 1(2)T1R 1T(D)1R
Voltage < 1V < 1V < 10V < 10V < 3V < 2V < 3V
Read time 1ns 10ns 10µs 50ns < 10ns < 10ns < 10ns
Write time 1ns 10ns 100µs-1ms 10µs-1ms 50ns < 5ns < 10ns
Write energy (J/bit) 1 f J 10 f J 10 f J 100pJ 10pJ 0.1pJ 0.1pJ
Retention N/A 64ms > 10y > 10y > 10y > 10y > 10y
Endurance > 1016 > 1016 > 104 > 105 > 109 > 1015 106-1012

Multilevel capacity No No Yes Yes Yes Yes Yes
Non-volatility No No Yes Yes Yes Yes Yes

A qualitative and quantitative comparison of the different performance metrics on

different memory types are displayed in Figure 1.17 and Table 1.1 respectively.

The particular case of RRAM, in comparison with its technological competitors,

shows a clear advantage and potential in terms of scalability, speed and low power

consumption when compared to PCM or STT-RAM for instance. However, the major

challenges for RRAM still lie in terms of reliability (retention and endurance) and vari-

ability. Taking these considerations in mind, this thesis will have particular emphasis on
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exploring the impact of RRAM variability and solutions towards mitigating its effects

on neuromorphic systems.

1.2 Learning algorithms for neuromorphic systems

1.2.1 Machine learning concepts

Neuromorphic computing, as well as deep learning are specific use cases that stem in

a more general sense from ML. In this section an overview of relevant ML concepts in

the scope of this thesis will be given.

A machine learning algorithm is an algorithm capable of learning from data. Mitchell

provides a succinct definition: “A computer program is said to learn from experience E

with respect to some class of tasks T and performance measure P, if its performance at

tasks in T, as measured by P, improves with experience E” [110].

1.2.1.1 The task T

ML algorithms should generally be conceived with the purpose of solving a particular

task or problem. In this definition of ”task”, the learning process itself is not the task,

but learning is rather the means towards attaining the ability to perform said task.

ML tasks can usually be described in terms of how a learning system should process

an example. An example is a collection of features that have been quantitatively mea-

sured from an object or even meant to be processed by the ML system. The example is
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typically represented as a vector x ∈Rn where each entry xi of the vector is one feature.

For example, the features of an image are usually the values of each pixel of that image.

ML tasks can be divided into several categories. Below are listed some of the most

common ML tasks:

• Classification: In this task, the ML algorithm is asked to specify which of k

categories a given input belong to. To solve this task, the algorithm must produce

a function f : Rn → {1, . . . ,k}. The classification model can directly output a

numeric code that can be translated to the category, or could give a probability

distribution over the different classes. A common example of a classification task

is pattern recognition, where the input is a vector x containing the pixel brightness

values and the output is a numeric code that can be decoded into different classes.

The classification task will be the most emphasized within the scope of this thesis

work.

• Regression: To solve this task, the algorithm must output a function f : Rn→R,

such that, given a set of real numbers, a numerical prediction is found. Common

examples of ML regression tasks are financial or stock market predictions based

on previously learned data.

• Transcription: This task consists on the transformation of relatively unstructured

representations of some kind of data into discrete textual form. A common ex-

ample of this is speech recognition where the algorithm must transform an audio

waveform into a sequence of characters that describe the words spoken in the

audio recording [111].
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• Machine translation: Machine translation is similar to transcription, however,

instead of converting from an unstructured data type to text, translation simply

converts a sequence of symbols or text in one language to another, such as trans-

lating from English to Spanish [112, 113].

• Structured output: Structured output tasks involve any task where the output

is a vector with important relationships between the its different elements. This

is a broad category that can include but is not limited to the above examples of

transcription and translation. A different example is that of parsing, a natural lan-

guage process that breaks down sentences into trees that describe its grammatical

structure [114].

• Anomaly detection: In this type of task, the algorithm must go through a set of

events or objects and flag some of them as unusual or atypical [115]. An example

of this would be credit card fraud detection through the modelling of the owner’s

purchasing habits.

• Synthesis and sampling: The goal of this task is to generate new examples

similar to those on the training data. This can be extremely useful in situations

when generating large amounts of content by hand would be expensive and cum-

bersome, like in media applications such as video game or computer generated

graphic design [116]. Synthesis could be viewed as another form of structured

output task with the added characteristics that there is no single correct output for

each input, and large amounts of output variation is desired in order to emulate

more natural and realistic results.
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• Imputation of missing values: In this task, the ML algorithm is given a new

example x ∈ Rn, but with some entries xi of the input vector x missing. The goal

is to provide the prediction of the missing entries.

• Denoising: In this type of task, the ML algorithm is given an input of a corrupted

example x̃ ∈ Rn obtained by an unknown corruption process from a clean exam-

ple x ∈ Rn. The algorithm must predict the clean example x from the corrupted

version x̃, or predict a conditional probability distribution p(x|x̃)

• Density estimation: In the density estimation problem, the ML algorithm must

learn a function pmodel : Rn→ R, where pmodel(x) can be interpreted as a proba-

bility density function(PDF) if x is continuous, or a probability mass function if

x is discrete. Most of the tasks described previously may in one form or another

require the algorithm to implicitly capture the structure of the probability distri-

bution. In this case however, the goal is to explicitly capture that distribution. In

principle, this would allow the algorithm to make predictions of a given dataset,

based on p(x). This could be specially useful for example for the missing value

imputation or denoising tasks.

1.2.1.2 The performance measure P

Taking into consideration Mitchell’s definition of ML, a quantitative measure of per-

formance (also called cost or loss function) is necessary for both the system end-user as

an analysis tool of how well the ML algorithm performs, but also for the system itself to

use recursively in the learning process, in other words, the continuous improvement of

a specified performance measure is what drives the ML algorithm to learn. Usually this
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performance measure P should be chosen specifically for the task T that is to be carried

out.

In classification tasks, for instance, the accuracy (or error rate) is often measured as

performance metric, being that the accuracy simply refers to the proportion of exam-

ples that the model correctly classifies. This type of error rate can be referred to as a 0-1

loss, as the error rate for a specific example is 0 if incorrectly classified or 1 if correctly

classified. At first this may seem as a straightforward means of choosing a performance

measure, however, it is often the case that the penalties imposed on the ML algorithm

by this kind of binary decision can be too harsh on the learning experience (on gradi-

ent descent algorithms for instance), where the optimization could easily get stuck on

saddle points or local minima and optimization stops early. Taking this point into con-

sideration, even though the accuracy is the main quantitative measure of interest for the

end-user, a different cost function is often used by the ML algorithm to smooth out the

penalties of incorrect classifications to avoid local minima. One common example of a

suitable cost function for classification is the cross-entropy function, where the relative

entropy between different probability distributions is calculated.

Below, the definitions of some commonly used performance measures in classifica-

tion will be given. The first 5 are qualitative and the remaining are probabilistic.

For the definitions presented below, the following notation should be considered

[117]. Given a dataset, m denotes the number of examples, and c the number of classes.

f (i, j) represents the actual probability of example i to be of class j. It is assumed

that f (i, j) always takes values in {0,1} and is strictly not a probability but an indicator
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function. m j = ∑
m
i=1 f (i, j) denotes the number of examples of class j. p( j) denotes the

prior probability of class j, i.e., p( j) = m j/m.

Given a classifier, p(i, j) represents the estimated probability of example i to be of

class j taking values in [0,1]. Cθ (i, j) is 1 if j is the predicted class for i obtained from

p(i, j) using a given threshold θ . Otherwise Cθ (i, j) is 0. θ will be omitted below.

Acc Accuracy: This is the most common and simplest measure to evaluate a classifier.

It is simply defined as the amount of correct predictions of a model (or conversely,

the percentage of misclassification errors)

Acc =
∑

m
i=1 ∑

c
j=1 f (i, j)C(i, j)

m
[117] (1.3)

KapS Kappa statistic: Originally a measure of agreement between classifiers [118], it

can also be applied as a classifier performance measure [119], or for estimating

the similarity between the members of an ensemble in Multi-classifiers Systems

[120]

KapS =
P(A)−P(E)

1−P(E)
[117], (1.4)

where P(A) is the relative observed agreement among classifiers and P(E) is the

probability that agreement is due to chance. P(A) can be simply defined as the

classifier accuracy, i.e. P(A) = Acc as previously defined, and P(E) is defined as:

P(E) =
∑

c
k=1([∑

c
j=1 ∑

m
i=1 f (i,k)C(i, j)] · [∑c

j=1 ∑
m
i=1 f (i, j)C(i,k)])

m2 [117] (1.5)
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MAvA Macro average arithmetic: Defined as the arithmetic average of the partial ac-

curacies of each class [110].

MAvA =
∑

c
j=1

∑
m
i=1 f (i, j)C(i, j)

m j

C
[117] (1.6)

MAvG Macro average geometric: Defined as the geometric average of the partial accu-

racies of each class.

MAvG = c

√
c

∏
j=1

∑
m
i=1 f (i, j)C(i, j)

m j
[117] (1.7)

MAPR Macro Average Mean Probability Rate: Computed as an arithmetic average of

the mean predictions for each class [110].

MAPR =
∑

c
j=1

∑
m
i=1 f (i, j)p(i, j)

m j

c
[117] (1.8)

MPR Mean Probability Rate: A measure that analyses the deviation from the true

probability. It is a non-stratified version of MAPR, being the arithmetic average

of the predicted probabilities [121].

MPR =
∑

c
j=1 ∑

m
i=1 f (i, j)− p(i, j)

m
[117] (1.9)

MAE Mean Absolute Error: Shows how much the predictions deviate from the true

probability.

MAE =
∑

c
j=1 ∑

m
i=1 | f (i, j)− p(i, j)|

m · c
[117] (1.10)
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MSE Mean Squared Error: A quadratic version of MAE, which penalises strong

deviations from the true probability. Can also be referred to as Brier score [122].

MSE =
∑

c
j=1 ∑

m
i=1 ( f (i, j)− p(i, j))2

m · c
[117] (1.11)

CE Cross Entropy: This is a measure of how good the probability estimates are (also

known as LogLoss) and it is commonly used when calibration is an important

factor [123, 124].

CE =
−∑

c
j=1 ∑

m
i=1 ( f (i, j) log2 p(i, j))

m
[117] (1.12)

1.2.1.3 The experience E

The experience E can be referred to as the dataset that the ML algorithm is intended

to learn. In some cases, a ML algorithm may be allowed to experience an entire dataset,

while in others, a dataset may be split into training and test data. Training data is the

data that the algorithm is allowed to use as learning data to continuously improve its

performance, while test data can be thought of as ”unseen” data to evaluate how well a

given ML model fits to general data outside of the training data.

In this sense it is also important to make the distinction between unsupervised and

supervised learning experiences.

Unsupervised learning algorithms involves the observation of several examples of a

random vector x and attempting to either implicitly (e.g. density estimation) or explic-

itly (e.g. synthesis, denoising, clustering, etc.) learn the probability distribution p(x),
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or some interesting properties of that distribution.

Supervised learning, on the other hand, aims at learning by observing several exam-

ples of a random vector x that has an associated label or target value or vector y, then

learning to predict y from x, usually by estimating p(y|x). The term supervised learning

comes from the view that the target y is provided by an instructor that shows the ML

system what to do. In unsupervised learning, however, there is no such instructor, and

the algorithm must learn to make sense of the data without guidance.

The line between unsupervised and supervised learning can often be blurred, since

both methods can be adopted by the same ML technology. For instance, the chain rule

of probabilities states that for a vector x ∈ Rn, the joint distribution can be decomposed

as:

p(x) =
n

∏
i=1

p(xi|x1, . . . ,xi−1) [125] (1.13)

meaning that an unsupervised learning problem of modeling p(x) can be split into n

supervised learning problems. Alternatively, a supervised learning problem of learn-

ing p(y|x) can be solved using unsupervised learning technologies to learn the joint

distribution p(x,y), inferring:

p(y|x) = p(x,y)
∑y′ p(x,y′)

[125] (1.14)

Nonetheless, unsupervised and supervised learning concepts, despite not being for-

mally distinct, traditionally have different applications; regression, classification and

structured output problems are generally thought of as more suitable for supervised
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learning, while density estimation, for example, is generally considered as unsupervised

learning.

Figure 1.18: Sample images of MNIST database [126].

The main focus of this thesis work will be on supervised learning techniques applied

to the classification of the Modified National Institute of Standards and Technology

(MNIST) handwritten digits database [126] (Figure 1.18).

1.2.1.4 Gradient-based learning

Most ML algorithms achieve their task by way of optimization (minimizing or max-

imizing) of some cost function f (x) by altering x (already discussed in subsubsection

1.2.1.2). Gradient-based optimization achieve minimization of a cost function y = f (x)

by using the derivative f ′(x) to move x in small increments to improve y. For small
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enough η , f (x−ηsign( f ′(x))) is less than f (x), so f (x) can be reduced by moving x

in small steps with the opposite sign of the derivative. This method is called gradient

descent [127].

In most ML cases, the learning problem comes in a multi-dimensional form (multiple

inputs), as such, the notion of gradient descent can be extended to a multi-dimensional

space by making use of partial derivatives. The partial derivative ∂

∂xi
f (x) measure how f

changes as only the variable xi increases at point x. The gradient generalizes the notion

of derivative to the case where the derivative is with respect to a vector, being that the

gradient of f is the vector containing all its partial derivatives, denoted as ∇x f (x).

The directional derivative in direction u (a unit vector) is the slope of the function f

in direction u. In other words, the directional derivative is the derivative of the function

f (x+αu) with respect to α , evaluated at α = 0. Using the chain rule, we can see that

∂

∂α
f (x+αu) evaluates to u⊤∇x f (x) when α = 0.

So, to minimize f , the direction in which f decreases the fastest should be found:

min
u,u⊤u=1

u⊤∇x f (x) [125] (1.15)

= min
u,u⊤u=1

∥u∥2∥∇x f (x)∥2 cosθ [125] (1.16)

where θ is the angle between u and the gradient. Substituting in ∥u∥2 = 1 and ignoring

factors that do not depend on u, simplifies to minu cosθ . This is minimized when u

points in the opposite direction as the gradient. In other words, the gradient points
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directly uphill, and the negative gradient points directly downhill. As such, for multi-

dimensional spaces, the method of steepest descent is defined as:

x′ = x−η∇x f (x) [125] (1.17)

where η is the learning rate, a positive scalar that determines the size of each step. The

learning rate is an hyper-parameter of the ML algorithm that should be adjusted for each

individual problem. Choosing too high of a value results in large steps that may never

converge towards the optimal solution, while choosing too low values could make the

algorithm to become stuck in suboptimal local minima or saddle points. One approach

to determine the learning rate is to evaluate f (x−η∇x f (x)) for several values of η and

choosing the one that results in the smallest objective function value. This method is

called a line search.

With the introduction of the gradient descent method for solving complex problems

that rely on large training sets, a new issue became apparent: limited computing power.

The cost function of a ML algorithm generally decomposes as the sum over all training

examples. The computational cost of this operation is a function O(m), where m is the

number of training examples. As the training set size grows to billions of examples, the

time to take a single gradient step may become impractical.

As a solution for this issue came the Stochastic Gradient Descent (SGD) algorithm

[128]. SGD comes as an extension of the traditional gradient descent algorithm, with

the main difference that the calculated gradient is an expectation estimated from a small

set of training samples called the minibatch. On each gradient calculation step of the
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algorithm, a minibatch of examples B = {x(1), . . . ,x(m′)} is drawn uniformly from the

training set. The minibatch size m′ is another algorithm hyperparameter and is usually

set to be lower than a few hundred of examples. Crucially, m′ is usually a fixed number

while the size of the training set m may grow to very large numbers.

The estimate of the gradient is formed as:

g =
1
m′

∇θ

m′

∑
i=1

L
(

x(i),y(i),θ
)
[125] (1.18)

using examples from the minibatch B and L is the loss function to be calculated. The

SGD algorithm then follows the estimated gradient downhill:

θ ←− θ −ηg [125] (1.19)

The SGD algorithm can therefore be summarized as:

Algorithm 1 Stochastic gradient descent (SGD) update at training iteration k.
Require: Learning rate ηk
Require: Initial parameter θ

while stopping criterion not met do
Sample a minibatch of m examples from the training set {x(1), . . . ,x(m)} with the

corresponding targets y(i).
Compute gradient estimate: ĝ←+ 1

m∇θ ∑i L( f (x(i);θ),y(i)).
Apply update: θ ← θ −η ĝ

end while

While SGD remains a popular training algorithm, further optimization in terms of

learning speed can be made. SGD with momentum (SGDM) [129] is designed to ac-

celerate learning facing high curvatures, small or noisy gradients. The momentum al-

gorithm accumulates an exponentially decaying moving average of past gradients and
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continues to move in their direction.

A variable v that plays the role of velocity is introduced. Similar to the velocity of

a ball rolling down a slope, the velocity v in this context can be seen as the direction

and speed at which the parameters move through the parameter space. v is set to an

exponentially decaying average of the negative gradient. In the momentum algorithm,

unit mass is assumed, so the velocity vector v may also be regarded as the momentum

of the particle. A hyperparameter α ∈ [0,1) determines how quickly the contributions

of previous gradients exponentially decay. As such, the update rule is given by:

v← αv−η∇θ

(
1
m

m

∑
i=1

L
(

f
(

x(i);θ

)
,y(i)

))
[125], (1.20)

θ ← θ + v [125] (1.21)

and the SGDM algorithm can be summarized as such:

Algorithm 2 Stochastic gradient descent with momentum (SGDM).
Require: Learning rate η , momentum parameter α

Require: Initial parameter θ , initial velocity v
while stopping criterion not met do

Sample a minibatch of m examples from the training set {x(1), . . . ,x(m)} with
corresponding targets y(i).

Compute gradient estimate: g← 1
m∇θ ∑i L( f (x(i);θ),y(i)).

Compute velocity update: v← αv−ηg.
Apply update: θ ← θ + v.

end while

Using momentum, the step size will depend on the magnitude and direction of a

sequence of gradients. If the momentum algorithm always observes gradient g, then it
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will accelerate in the direction of −g, until reaching a terminal velocity where the size

of each step is:

η∥g∥
1−α

[125] (1.22)

Therefore, the momentum hyperparameter should be thought of in terms of 1
1−α

. Com-

mon practical values of α include 0.5, 0.9 and 0.99.

(a) (b)

Figure 1.19: Illustration of the path followed by a gradient descent algorithm in a two-parameter
hyperspace. (a) typical gradient descent, (b) gradient descent with momentum. The contour
lines depict a quadratic loss function with a poorly conditioned Hessian matrix. The red path
indicates the path followed by the algorithm. The black arrows in (b) indicate the step that would
be taken at each point without momentum.

1.2.1.5 Feedforward Networks

Feedforward NNs can be considered as the basis of many deep learning models. A

feedforward NN can be defined as a network of functions that aims to approximate

some function f ∗. In the case of a classifier, y = f ∗(x) maps an input x to a category

y. A feedforward NN can define the mapping as y = f (x;θ), where the values of the

parameters θ that result in the best function approximation are learned by the NN itself.
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These types of models are called feedforward because the process of evaluating f ∗(x)

only involves the flow of information in one direction: from the input x to the output y;

if feedback connections from the output of the model are fed back into itself, the model

is defined as a recurrent NN (RNN).

Feedforward NN are called networks because they are typically represented by chain-

ing together many different functions. A typical example could be formed with three

functions: f (1), f (2), f (3) connected in a chain, to form: f (x) = f (3)( f (2)( f (1)(x))).

In this case, f (1) corresponds to the NN first layer, f (2) to the second layer, and so

forth. The overall length of this chain gives the depth of the model. The first layer of a

feedforward NN is called the input layer and is typically fixed by the NN problem, for

example, in an image classification problem the input layer corresponds to the values

of the pixels that make up the image, while the final layer is the output layer, using the

previous example, the output would be each category that an image may belong to. Any

layers between the input and output are referred to as hidden layers.

Figure 1.20: Schematic illustrating the forward propagation process in a single hidden layer
MLP [130].

A common example of a feedforward NN is one where all previous nodes are con-

nected to all subsequent nodes (fully connected NN). Nomenclature for the components
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of NN are inspired in biology, as such, the connections between nodes are referred to as

”synapses” or ”weights” and each node is defined as a ”neuron”. In the case that a fully

connected NN has at least 1 hidden layer, the NN is designed as a multilayer perceptron

(MLP) [131, 132], this type of network was one of the first designed architectures for

deep learning and remains as one of its basis due to its structural simplicity.

Figure 1.20 illustrates the forward propagation step in a MLP. The input neuron acti-

vations x(l) to layer l are converted to the next layer’s activations x(l+1) by the transfor-

mation:

x(l+1) = f
(

W(l)x(l)
)
[130], (1.23)

where W(l) is an Nl ×Nl+1 matrix of weights connecting layer l with Nl neurons to

layer l +1 with Nl+1 neurons. f is the nonlinear activation function of the neuron that

is applied element-wise to its argument, which is the product of a VMM.

The function of the neuron f is essential in ensuring that the multiple layers in the

network cannot be collapsed into an equivalent single-layer linear network. Table 1.2

shows typical examples of commonly used neuron functions in deep learning.

While the activation functions presented in Table 1.2 are common use for the hidden

layers of a NN, the use of a different function called softmax is more common use in the

output layer of classifiers to represent a probability distribution over n different classes.

In the case of binary variables a predictor ŷ can be obtained by:

ŷ = P(y = 1|x) [125], (1.24)
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Table 1.2: Different types of mathematical neurons [133].

Neuron/function Plot Equation Derivative Range

Identity f (x) = x f ′(x) = 1 (− inf, inf)

Binary step f (x) =

{
0 f or x < 0
1 f or x≥ 0

f ′(x) =

{
0 f or x ̸= 0
? f or x = 0

(0,1)

Logistic f (x) = 1
1+e−x f ′(x) = f (x)(1− f (x)) (0,1)

Tanh f (x) = 2
1+e−2x −1 f ′(x) = 1− f (x)2 (−1,1)

Arctan f (x) = tan−1(x) f ′(x) = 1
x2+1 (−π

2 ,
π

2 )

Softsign f (x) = x
1+|x| f ′(x) = 1

(|x|+1)2 (−1,1)

Rectified Linear Unit (ReLU) f (x) =

{
0 f or x < 0
x f or x≥ 0

f ′(x) =

{
0 f or x < 0
1 f or x≥ 0

[0, inf)

Leaky ReLU f (α,x) =

{
αx f or x < 0
x f or x≥ 0

f ′(x) =

{
α f or x < 0
1 f or x≥ 0

(− inf, inf)

Exponential Linear Unit (ELU) f (α,x) =

{
α(ex−1) f or x < 0
x f or x≥ 0

f ′(α,x) =

{
f (x)+α f or x < 0
1 f or x≥ 0

(−α, inf)

SoftPlus f (x) = ln(1+ ex) f ′(x) = 1
e−x+1 (0, inf)

which for gradient-based optimization of the cross-entropy function, can be translated

into:

z = log P̃(y = 1|x) [125] (1.25)

To generalize to the case of a discrete variable with n values, a vector ŷ should be

produced, with yi = P(y = i|x), and zi = log P̃(y = i|x). The softmax function can then

exponentiate and normalize z to obtain the desired ŷ. Formally, softmax is defined as:

so f tmax(zi) =
exp(zi)

∑ j exp(z j)
[125] (1.26)
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The softmax function can therefore be seen as the generalization of the logistic func-

tion across multiple classes.

1.2.1.6 Backpropagation

Subsubsection 1.2.1.5 described the means through which to obtain a predictor output

ŷ by propagating an input x forward through a series of weights W and neuron functions

f in a process called forward propagation or inference.

The inference process is that by which a trained network can achieve its goal. How-

ever a NN is required to train its weight matrices to produce the best generalized output.

Forward propagation continues onwards until a scalar cost is produced at the network

output. The backpropagation algorithm [134] (often referred to as simply backprop)

extends the use of the forward propagation step into a methodology that allows for the

training of the NN weights by allowing the information from the cost to flow backward

through the network in order to compute the gradients in each layer.

Figure 1.21: Illustration of the backpropagation process in a single hidden layer MLP [130].
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For a given example, after the inference step, an error δ is obtained (typically through

MSE or CE loss function) based on the known correct output. By differentiating equa-

tion 1.23, the error at the output layer can be propagated backwards (Figure 1.21) by

recursively applying the chain rule of calculus through the NN layers to find the error

values at a layer l:

δ
(l) =

(
W(l)

)T
δ
(l+1)⊙ f ′

(
W(l−1)x(l−1)

)
[130], (1.27)

where ⊙ denotes an element-wise product. This expression involves the multiplication

of the transpose of the weight matrix with an error vector, so it no longer refers to a

VMM operation as in equation 1.23, but now involves a MVM operation.

The term backpropagation is often misconstrued as meaning the whole learning al-

gorithm for training MLPs, when in reality, backprop refers only to the method for

computing the gradient, while another algorithm, such as SGD or SGDM must be used

to perform the learning using this computed gradient.

From the error vectors, the derivative with respect to the prediction error δ can be

found for all the weights, and these derivatives can be used to update the weights accord-

ing to an optimization algorithm, SGD for instance. The weight update can formally be

described as:

W(l) =−ηδ
(l)
(

x(l)
)T

[130], (1.28)

since η is a scalar, the weight update is in essence the outer product of two vectors.
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1.2.1.7 Challenges in optimization

The central issue in ML is that the algorithm must perform well on new (previously

unseen) inputs, and not just those on which the model was trained. This ability to

perform well on unobserved inputs is referred to as generalization. What separates ML

from a simple optimization problem is the notion that beyond minimizing the training

errors, the generalization or test error must also be reduced as close as possible to the

training error.

Generalization spawns two major opposing challenges in ML: underfitting and over-

fitting. Underfitting occurs when the model is not able to obtain a sufficiently low error

value on the training set. On the other hand, overfitting occurs when the trained algo-

rithm no longer generalizes well to unseen data, resulting in low errors on training set

and large errors on the test data.

Figure 1.22: Typical relationship between capacity and error. Training beyond the point of
optimal capacity may lead to degradation of the test errors despite improvements on the training
dataset [125].

The likelihood of underfitting or overfitting can be controlled by altering the model’s

capacity (Figure 1.22). A model’s capacity can be thought of as its ability to fit a

wide variety of functions. One way to control the capacity of a learning algorithm is
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by choosing its hypothesis space, the set of functions that the algorithm is allowed to

select as a solution. For instance, linear regression can be generalized as polynomials

of degree k, such that:

ŷ = b+
k

∑
i=1

wixi [125] (1.29)

Choosing a low value of k will result in a low degree polynomial incapable of fitting

the training data, while using a high k will allow the algorithm to overfit, probably

rendering it unable to fit unseen data (Figure 1.23).

(a) (b) (c)

Figure 1.23: Examples of (a) underfitting, (b) appropriate fitting and (c) in a single parameter
hyperspace [125].

Another challenge in NN optimization is that of an ill-conditioned Hessian matrix

H, where H is the matrix containing all of a function f second derivatives and can be

seen as its curvature. This issue can manifest itself on a SGD algorithm by causing it to

get ”stuck”, meaning that even very small steps can increase the cost function.
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A second-order Taylor series expansion of the cost function predicts that a gradient

descent step of −ηg will add:

1
2

η
2g⊤Hg−ηg⊤g [125] (1.30)

to the cost. The ill-conditioning problem becomes prevalent when 1
2η2g⊤Hg exceeds

ηg⊤g. To determine if the ill-conditioning problem will be detrimental to a NN task,

the squared gradient norm g⊤g and the g⊤Hg term can be monitored. In most cases,

the gradient norm does not shrink significantly through training, but the g⊤Hg term

grows by more than an order of magnitude. This results in slow learning despite strong

gradients because the learning rate must be shrunk to compensate for the even stronger

curvature.

Local minima can be considered one of the most common challenges in NN op-

timization. The goal of a gradient descent algorithm is to find the global minimum,

however, in NNs with the increase of dimensionality and size, local minima points be-

come more prominent throughout the hypothesis space. Nevertheless, the appearance

of local minima will only pose a problem for gradient-based learning if these points

have a large cost in comparison to the global minima (Figure 1.24).

Even though the problem of local minima is an active area of research, if the NN

size is large enough, then most local minima should have a low enough cost value that

finding the true global minima is no longer important, and finding a local minima point

with a close enough cost to that global minima is now a viable solution [135–138].
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Figure 1.24: Example illustrating a high cost local minima point (right) and low cost (center)
local minima point in comparison to the function global minima(left).

Beyond minima, there are other types of critical points characterized by a zero slope:

maximum and saddle points (Figure 1.25).

Figure 1.25: Types of critical points.

Contrasting with minima and maxima, the Hessian matrix of saddle points contain

both positive and negative eigenvalues, meaning that points along eigenvectors associ-

ated with positive eigenvalues have a greater cost than the saddle point, while points

lying along negative eigenvalues have a lower cost. Because saddle points have both

positive and negative eigenvalues, the presence of saddle points in detriment to minima

or maxima increases with dimensionality. For instance, for a function f : Rn→ R, the

expected ratio of the number of saddle points to local minima increases exponentially

with n. The intuition behind this behaviour can be thought of as having a coin toss
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decide the sign of each eigenvalue of the Hessian matrix. In this sense, the likelihood

of generating n all positive or all negative eigenvalues decreases as n grows.

The implications of the appearance of multiple saddle points are similar to the local

minima problem. In first-order optimization algorithms, the gradient could become very

small and eventually vanish. Dauphin et al. [136] introduced a saddle-free Newton

method for second-order optimization, even though more efficient than the traditional

method, it is a complex solution for scaling in large NNs.

NNs with increased depth may often have steep cliffs that result from the multiplica-

tion of several large weights together. These cliff regions can be a challenging problem,

as the gradient may become unreasonably large that can catapult the parameters away

from an optimal solution (Figure 1.26a). One solution to this problem may be to clip

the gradients to a predefined threshold (Figure 1.26b).

(a) (b)

Figure 1.26: (a) An example of the exploding gradient problem without clipping. The gradient
overshoots the ravine then receives a very large gradient from the cliff face that propels the
parameters outside the axes of the plot. (b) The same example with gradient clipping, the step
size is restricted to avoid increasing the gradients to very large values [125].
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Another issue that comes with depth is the vanishing and exploding gradient prob-

lem. A high depth NN may involve repeated application of the same parameters. For

instance, supposing that a NN contains a path that consists of repeatedly multiplying by

a matrix W. After t steps, this is equivalent to multiplying by Wt . Assuming that W

has an eigendecomposition W = Vdiag(λ )tV−1:

Wt =
(
Vdiag(λ )V−1)t

= Vdiag(λ )tV−1 [125] (1.31)

Following the above equation, any eigenvalues λi that are not near an absolute value

of 1 will either explode if greater than 1, or vanish if less than 1. Vanishing gradients

may make it difficult to know which direction the parameters should move to mini-

mize the cost function eventually halting learning, while exploding gradients may make

learning unstable.

1.2.1.8 Optimization techniques for deep models

To counteract some of the challenges in learning presented in the previous section,

some optimization techniques for deep learning will also be presented. In this section a

brief overview of the following concepts will be given:

• Batch normalization

• Regularization

• Parameter initialization strategies

• Adaptive learning rates
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Batch normalization (BN) [139] comes as not exactly an optimization algorithm,

but rather as a methodology of adaptive reparametrization, motivated by the difficulty

of training deep NNs. Deep models involve the composition of several layers. The

gradients contain the instructions on how to update each parameter, assuming that the

other layers do not change, but in practice all layers are updated simultaneously, causing

unexpected results in deep NNs (≥ 3 layers). Second-order optimization algorithms

somewhat address this issue by taking these second-order interactions into account but

since the issue scales with the NN depth, building n-th order optimization algorithms

for n > 2 layers becomes intractable.

Addressing this issue, the reparametrization from BN reduces the problem in coordi-

nating updates across many layers. BN can be applied to any input or hidden layer of a

NN. In this context, defining H as a minibatch of activations of the layer to normalize,

where each row of the matrix is a sample from the minibatch, H can be replaced by:

H ′ =
H−µ

σ
[125], (1.32)

where µ is a vector containing the mean of each unit and σ is a vector containing the

standard deviation of each unit. The arithmetic here is based on broadcasting the vectors

µ and σ to be applied to every row of H. At training time:

µ =
1
m ∑

i
Hi [125], (1.33)

σ =

√
δ +

1
m ∑

i
(H−µ)2

i [125], (1.34)
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where δ is a small positive scalar (i.e. 10−8), imposed to avoid encountering an un-

defined gradient of
√

0. Crucially, the µ and σ are backpropagated through the NN,

meaning that a gradient will never propose an operation that acts solely on one layer.

At test time, µ and σ may be replaced by ”moving” averages that were collected

during training time, or it can be based on the entire ”population” of data. Furthermore,

a choice can also be made on whether BN is applied before (X) or after (XW +b)[139]

the Multiply-accumulate (MAC) seen at the neuron input.

Another central issue in ML is that of generalization to previously unseen inputs.

Strategies explicitly designed to reduce test error (sometimes even at the expense of

training error) are known collectively as regularization. Regularization can assume

many different forms, however, in the scope of this work, L2 regularization (often also

called weight decay or ridge regression) will be in focus.

The strategy behind L2 regularization aims to drive the weights closer to the origin by

adding a regularization term Ω(θ) = 1
2 ∥w∥

2
2 to the objective function.

Using this method, the regularized cost function J̃ is written as:

J̃(w;X ,y) =
α

2
w⊤w+ J(w;X ,y) [125], (1.35)

with the corresponding parameter gradient:

∇wJ̃(w;X ,y) = αw+∇wJ(w;X ,y) [125]. (1.36)



Chapter 1 Introduction & literature review 62

The weight update is given by:

w← w−η (αw+∇wJ(w;X ,y)) [125] (1.37)

w← (1−ηα)w−η∇wJ(w;X ,y) [125]. (1.38)

In this way, the addition of the weight decay term α multiplicatively shrinks the weight

vector by a constant factor on each step before the gradient update. Considering a reg-

ularized solution w̃, the purpose of weight decay is to rescale w∗ along the axes defined

by the eigenvectors of the Hessian H. Along the directions where the eigenvalues of

H are relatively large, the effect of regularization is relatively small, while being more

significant for smaller eigenvalues (Figure 1.27).

Figure 1.27: Illustration of the effect of L2 regularization on the value of the optimal w. The
solid ellipses represent contours of the unregularized objective. The dotted circles represent
contours of equal value of the L2 regularizer.

The training of deep models is a complex iterative task that is strongly affected by

parameter initialization. The initial point of training may determine how fast the al-

gorithm converges or at times if it actually converges at all. Beyond this, convergence
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points of comparable cost affected by initialization can also have very different gener-

alization errors. Adding to the complexity on initialization choice, some initial points

may be beneficial in optimizing the training data, but detrimental for generalization of

the test data.

Despite these complexities, one known certainty in initialization is that the parameters

should be to stochastic enough to ”break symmetry” between different units. This will

avoid that a deterministic learning algorithm updates different units in the same way

(avoiding redundancy).

The most common method to initialize the weights in a NN is simply from choosing

a Gaussian or uniform distribution from which to draw all of the weights from. In this

context, choosing between a Gaussian or an uniform distribution does not seem to mat-

ter, however, the scale of these distributions has a large impact on training. Larger initial

weights will yield a stronger ”symmetry-breaking” effect, helping in avoiding redun-

dancy, as well as the loss of signal through forward and back-propagation. Nonetheless,

very large weights may result in either exploding gradients or early saturation of the

activation functions, causing subsequent loss of gradient through the saturated units.

Common heuristics for weight initialization include:

• Xavier [140]

Wi, j ∼U
(
− 1√

m
,

1√
m

)
, (1.39)

• Normalized Xavier [140]
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Wi, j ∼U

(
−
√

6
m+n

,

√
6

m+n

)
, (1.40)

• He [141]

Wi, j ∼N

(
0,

√
2

ml

)
, (1.41)

where m denotes the number of inputs, and n the number of outputs of a given layer l.

The learning rate is arguably one the most difficult to set hyperparameters in NNs be-

cause of its high impact on training. To solve the issue of the difficult to set fixed learn-

ing rate, adaptive learning rates that adjust themselves for each parameter throughout

the course of learning may be used.

The delta-bar-delta algorithm [142] is an early heuristic approach on adaptive learn-

ing rates. The approach is based on a simple idea: if the partial derivative of the loss,

with respect to a given model parameter remains the same sign, then the learning rate

should increase, if it changes signs, it should decrease. The drawback of this method is

that it can only be applied to full batch optimization.

More recently, different adaptive learning rate algorithms based on minibatch pro-

cessing have been introduced, such as: AdaGrad, RMSProp and Adam.

AdaGrad individually adapts the learning rates of all model parameters by scaling

them inversely proportional to the square root of the sum of all the historical values

of the gradient [143]. In convex optimization, AdaGrad has some desirable theoretical
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properties, however, in empirical deep NN models, the accumulation of squared gradi-

ents from the beginning of training can result in a premature and excessive decrease in

the effective learning rate.

Algorithm 3 AdaGrad algorithm.
Require: Global learning rate η

Require: Initial parameter θ

Require: Small constant δ (default = 10−7)
Initialize gradient accumulation variable r = 0
while stopping criterion not met do

Sample a minibatch of m examples from the training set
{

x(1), . . . ,x(m)
}

with

corresponding targets y(i).
Compute gradient: g← 1

m∇θ ∑i L
(

f
(

x(i);θ

)
,y(i)

)
.

Accumulate squared gradient: r← r+g⊙g.
Compute update: ∆θ ←− η

δ+
√

r ⊙g. (Division and square root applied element-
wise)

Apply update: θ ← θ +∆θ

end while

RMSProp [144] comes in as a modification of the AdaGrad algorithm for better

performance in a nonconvex setting by changing the gradient accumulation into an ex-

ponentially weighted moving average, instead of shrinking the learning rate based on

the entire history of the squared gradient.

Algorithm 4 RMSProp algorithm.
Require: Global learning rate η , decay rate ρ

Require: Initial parameter θ

Require: Small constant δ (default = 10−6)
Initialize accumulation variable r = 0
while stopping criterion not met do

Sample a minibatch of m examples from the training set
{

x(1), . . . ,x(m)
}

with

corresponding targets y(i)

Compute gradient: g← 1
m∇θ ∑i L

(
f
(

x(i);θ

)
,y(i)

)
.

Accumulate squared gradient: r← ρr+(1−ρ)g⊙g.
Compute parameter update: ∆θ =− η√

δ+r
⊙g. ( 1√

δ+r
applied element-wise).

Apply update: θ ← θ +∆θ .
end while
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The Adam algorithm derives its name from the phrase ”adaptive moments” [145].

In this context, Adam can be seen as a variant on the combination of RMSProp and

momentum.

Algorithm 5 Adam algorithm.
Require: Global learning rate η (Suggested default: 0.001)
Require: Exponential decay rates for moment estimates, ρ1 and ρ2 in [0,1). (Sug-

gested defaults: 0.9 and 0.999 respectively)
Require: Small constant δ (Suggested default: 10−8

Require: Initial parameter θ

Initialize 1st and 2nd moment variables s = 0,r = 0
Initialize time step t = 0
while stopping criterion not met do

Sample a minibatch of m examples from the training set
{

x(1), . . . ,x(m)
}

with

corresponding targets y(i).
Compute gradient: g← 1

m∇θ ∑i L
(

f
(

x(i);θ

)
,y(i)

)
t← t +1
Update biased first moment estimate: s← ρ1s+(1−ρ1)g
Update biased second moment estimate: r← ρ2r+(1−ρ2)g⊙g
Correct bias in first moment: ŝ← s

1−ρt
1

Correct bias in second moment: r̂← r
1−ρt

2

Compute update: ∆θ =−η
ŝ√

r̂+δ
(operations applied element-wise)

Apply update: θ ← θ +∆θ

end while

1.2.1.9 Convolutional Neural Networks

Convolutional Neural Networks (CNN) [146] are a specialized kind of NN for pro-

cessing data arranged in a grid-like topology. Examples of this type of data include:

time-series data seen as 1-D grid sampled at regular time intervals, or more commonly,

image data arranged as a 2-D grid of pixels.

At the heart of CNN lies the convolutional operation. In its most general form,

convolution is an operation on two functions of a real-valued argument. The convolution
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between two functions f and g can be written as f ∗g such that:

s(t) = ( f ∗g)(t) =
∫

f (τ)g(t− τ)dτ [125], (1.42)

here, the first argument ( f ) is often referred to as the input, and the second argument

(g) as the kernel. The output of the operation ( f ∗g) may be referred to as the feature

map.

In most ML cases, it might be more realistic to work with data sampled at regular

intervals. In this case, equation 1.42 can be modified to:

s(t) = ( f ∗g)(t) =
inf

∑
τ=− inf

f (τ)g(t− τ) [125]. (1.43)

In ML applications, the input is usually a multidimensional array of data, and the ker-

nel a multidimensional array of parameters that are adapted by the learning algorithm.

These arrays are often referred to as tensors. Since each element of the input and kernel

must be explicitly stored separately, it can be assumed that the functions values are zero

for every element outside of the finite set of points that are stored. This means that in

practice, an infinite summation can be implemented as a finite summation of the stored

elements.

Extending these notions to a two-dimensional example such as an image with input I

and kernel K:

S(i, j) = (I ∗K)(i, j) = ∑
m

∑
n

I(m,n)K(i−m, j−n) [125], (1.44)
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since convolution is commutative:

S(i, j) = (K ∗ I)(i, j) = ∑
m

∑
n

I(i−m, j−n)K(m,n) [125]. (1.45)

Equation 1.45 tends to be more straightforward to implement in ML because there is

less variation in the range of values of m and n.

Convolution leverages three important ideas for ML systems: sparse interactions,

parameter sharing and equivariant representations.

Contrary to fully connected NNs, using convolutional features in a NN means that

not all neurons of a given layer l need to be connected to all neurons of the previous

layer l−1. This is achieved by using a kernel smaller than the input in the convolution

operation (Figure 1.28). This particular feature is designated as sparse interactions

(often also referred to as sparse connectivity or sparse weights).

Taking an input image composed of millions of pixels for instance, means that by

using sparse interactions, the focus shifts from detecting the whole image to detecting

only small and meaningful features such as edges using kernels that occupy a fraction

of the total image, significantly reducing the model’s memory requirements but also

improving its statistical efficiency.

Parameter sharing refers to using the same parameter for more than one function in

a model. In a traditional NN, each element of the weight matrix is used exactly once

when computing the output of a layer, while in a CNN each member of the kernel is

used at every position of the input. Parameter sharing used by the convolution operation
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(a)

(b)

Figure 1.28: (a) Example of sparse connectivity in comparison to (b) a fully connected layer.
The darkened neurons in this example show the effect of a single neuron (x3) on its next layer
for both connection schemes

means that rather than learning a separate set of parameters for every location, only one

set is learned.

Using convolution with parameter sharing causes a layer to have a property called

equivariance to translation. Equivariant functions means that if the input of a function

changes, then the output changes in the same way. This is particularly useful in image

recognition, where certain transformations, such as rotations or translations may be

applied to an image, but the output of the image classifier will remain insensitive to

these transformations.

A typical layer of a CNN consists of three stages: convolution, detector and pooling

stages (Figure 1.29a).
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(a) (b)

Figure 1.29: (a) An illustration of the typical composition of a CNN layer. First a convolution
operation is performed, followed by the activation function and finally the pooling layer. (b)
Typical example representing the architecture of a whole CNN. In image classifiers, the final
layer is typically flattened and fully connected to the output.

A pooling function replaces the output of the net at a certain location with a summary

statistic of the nearby outputs. For instance, max pooling [147] reports only the max-

imum output within a rectangular neighbourhood. Similar methods can be used with

an average, weighted average or the L2 norm. In all cases, pooling helps to make the

representation invariant to small translations of the input, meaning better generalization

and resilience to input noise. Another benefit of pooling is that it allows the handling of

inputs with varying size by offsetting the pooling regions in a manner that ensures that

the classification layer always receives the same number of summary statistics.

1.2.1.10 Genetic Algorithms

In the previous subsections, learning using some form of gradient-based optimization

has been focused on. Nonetheless, several other learning heuristics exist that deviate

from that concept. One such example is that of population-based learning algorithms
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that rely on changing the properties of a population of solutions via some determined

metaheuristic with the goal of finding the best candidate within said population to solve

the optimization problem.

One notable case of population-based optimization is genetic algorithms (GA). GA

was introduced in the early 1970s by John Holland [148] and takes its inspiration in bi-

ology, specifically, Charles Darwin’s theory of biological evolution, where the strongest

individuals within a population survive. GAs attempt to mimic this behaviour by simu-

lating a population of individuals, where each one of these individuals carries informa-

tion (chromosome) regarding the solution to a proposed problem and the highest ranked

individuals are allowed to survive in the next iteration and reproduce offspring.

GAs can be described by five major components: Initialization, Fitness evaluation,

Selection, Crossover and Mutation.

In the initialization phase, a population of individuals is created. Each individual

contains information of size M pertaining to the number of inputs that a given problem

may require, while the number of individuals within the population N may be variable,

thus the population is of size M×N. Typically, initialization is random, however, there

are cases in which initialization may be ”seeded” in areas where optimal solutions are

likely to be found.

During each generation the fitness of each individual to provide the solution to the

problem is evaluated by a cost function (often referred to as fitness function in this

context) and each individual within the population is ranked accordingly.
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Following that, a predefined selection criteria will choose which individuals are al-

lowed to survive towards the next generation. Typically, only the fittest based on the

previous ranking survive, however, the selection criteria may often be designed to also

preserve poorly ranked individuals in an effort to introduce some diversity in the popu-

lation and prevent premature GA convergence on poor solutions.

The individuals that survive the selection process then are tasked with spawning a

new generation of individuals in order to replenish the same amount of individuals that

was present before the selection process. This is achieved by the genetic operators:

crossover (also called recombination) and/or mutation.

In crossover, a pair of ”parent” solutions are selected to breed a ”child” solution. The

chromosome of this new ”child” will be a combination of the information of both par-

ents. While this reproduction method based on the use of two parents is more ”biology

inspired”, GAs are not constrained in the number of parents used in crossover to spawn

a child, and some research suggests that the use of three or more parents provides better

quality chromosome [149].

Mutation works in a similar way as crossover, however, whereas crossover was a

direct combination of the chromosomes of the parent solutions, in mutation, the chro-

mosome of the child suffers random alterations. Similar to biology, mutations can be an

important part of the evolutionary strategy in order to provide solutions that are caused

by stochasticity, when crossover may be limited by its gene pool. GAs can be designed

in such a way that only mutation, crossover, or a combination of both are utilized.
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The process described above is then repeated for the successive generations, until a

satisfactory solution is found. Figure 1.30 shows the basic flow of a GA.

Initialization

Fitness
Evaluation

Selection

Crossover

Mutation

Stop criteria met?

End

No

Yes

Figure 1.30: Flowchart of a standard Genetic Algorithm.

1.2.2 Limited Precision algorithms

As discussed in the previous sections, the balance between performance and the size

of NN architectures is one of critical concern, since a high-performance NN that is not

able to train with a reasonable amount of time and resources becomes impractical. One

way of improving this balance is the use of sparse connectivity of CNNs.
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Broadly speaking, the reduction of the memory footprint can be achieved in two dis-

tinct forms:

• Quantization: The process of reducing the numerical precision of the NN param-

eters (weights, activations and gradients) from the typical FP32 to lower bitwidths.

• Pruning: The process of shrinking NNs to a reduced size by eliminating re-

dundant parameters or neurons that do not significantly contribute towards its

accuracy results.

In this section, the focus will only be in quantization methods.

Typically, NN parameters are 32-bit floating point (FP32) numerical representations

of real numbers; depending on the NN task, this precision could be quantized to lower

values, aiming at improved efficiency while maintaining accuracy [150]. In this scope,

there exists a rich body of literature, however, a disproportionately large majority of

these studies only focuses on the inference stage, assuming that the NN is trained be-

forehand with high precision computations [151]. In the following subsections a brief

overview on limited precision algorithms that focus on training will be provided.

1.2.2.1 Expectation Backpropagation

Early quantized networks were trained on the basis of a variation of Bayesian infer-

ence called Expectaction Backpropagation (EBP) [152, 153].
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EBP derives its methodology from the widely applicable expectation propagation

(EP) technique, specifically applied to the approximation of the posterior of the weights

using a ”mean-field” factorized distribution in an online setting.

Assuming a NN with large fan-in, the precision of weights and activations can be

reduced, in its limits down to 1 bit representations. Beyond this, EBP also has the

advantage of being parameter-free, given the prior and the NN architecture.

This method, however, comes with the drawbacks that the bias must be real valued

and that the NN architecture must be fully connected, therefore not being applicable to

CNNs.

1.2.2.2 Binarized Neural Networks

EBP therefore paved the way towards the appearance of novel limited precision al-

gorithms that rely on the idea of using binary values (±1) for the weights, coining the

term Binarized Neural Network (BNN) [154].

Instead of optimizing the weights posterior distribution such as in EBP, BNNs rely

on preserving the floating-point weights to compute the weight update and then passing

those weights through a sign function to quantize them into binary values. Deterministic

binarization of the weights could lead to a significant loss of information, so instead,

BNNs tend to use stochastic binarization:

wb =


+1 with probability p = σ (w) ,

−1 with probability 1− p,

[154] (1.46)
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where, wb is the binarized weight, w the real valued weight and σ is the ”hard sigmoid”

function:

σ(x) = clip
(

x+1
2

,0,1
)
= max

(
0,min

(
1,

x+1
2

))
[154] (1.47)

As such, SGD training in a BNN can be summarized in algorithm 6:

Algorithm 6 SGD training with a BNN [154]. C is the cost function for minibatch and
the functions binarize(w) and clip(w) specify how to binarize and clip weights. L is the
number of layers.
Require: a minibatch of (inputs, targets), previous parameters wt−1 (weights) and bt−1

(biases), and learning rate η .
Ensure: updated parameters wt and bt .

Forward propagation:
wb← binarize(wt−1)
for k = 1 to L do

compute ak knowing ak−1, wb and bt−1
end for
Backward propagation:
Initialize output layer’s activations gradient ∂C

∂aL
for k = L to 2 do

compute ∂C
∂ak−1

knowing ∂C
∂ak

and wb

end for
Parameter update:
Compute ∂C

∂wb
and ∂C

∂bt−1
knowing ∂C

∂ak
and ak−1

wt ← clip
(

wt−1−η
∂C
∂wb

)
bt ← bt−1−η

∂C
∂bt−1

1.2.2.3 Other Limited Precision Approaches

In the previous subsections, the quantization approach relies on diminishing the bitwidth

of the weights to the extreme end (1-bit) while still training using a gradient descent
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method. This is only possible because the FP32 weight values are preserved to en-

able the gradient calculations, therefore significantly attenuating the benefits of limited

precision computations in terms of memory footprint.

Nonetheless, different approaches can be considered towards limited precision where

the precision may be reduced from FP32, while maintaining a large enough bitwidth

to allow gradient calculations. Gupta et al. [150] has demonstrated that training us-

ing constrained weights, biases and its respective updates to fixed-point representations

of 16 bits allows for comparable training to the FP32 counterpart without any signifi-

cant loss of accuracy. Furthermore, a stochastic rounding scheme was introduced that

showed improved training using numerical representations with a fixed fractional length

of 8-bits, when compared to its deterministic rounding counterpart. More recent GPU

and TPU architectures now include optimization for NN training with half-precision

(16-bit) as a standard design for their architectures.

Following on this research, several groups focus on training with reduced gradient

precision in order to avoid preserving the FP32 weight values. DoReFa-Net [155]

showed comparable training to FP32 on ImageNet using 1-bit weights, 2-bit activa-

tions and 6-bit gradients by introducing stochastic quantization to the gradients during

BP. The original authors of the BNN expand on this idea by combining determinis-

tic quantization with the use of a ”straight-through-estimator” first proposed by Hinton

[156], a shift-based BN and a novel shift-based AdaMAX algorithm [157]. Wang et

al. [158] moves away from fixed-point to novel floating point representations with 8-bit

precision using stochastic rounding and chunk-based accumulation during training. A
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different approach involves the simulation of the effects of quantization during infer-

ence and adds correction to the training updates by introducing quantization noise in

the gradient updates [159, 160].

The previous examples all relied on some form of gradient-based learning, however,

as seen with BNNs, gradient calculation with limited precision becomes challenging

considering the discontinuities introduced on the derivatives of the activation functions.

As such, Stromatias et Marsland [161] introduced a new limited precision supervised

learning algorithm for training Spiking Neural Networks (SNN) based on GA. Popula-

tion based optimization algorithms such as GA do not require the gradients to be calcu-

lated for weight update and therefore present themselves as an interesting alternative in

the context of LP training.

Table 1.3 shows a chronological summary of some recent developments in LP train-

ing.

1.3 Neuromorphic systems with non-volatile memories

The growing size and demand for NNs call for hardware innovations in parallel with

the algorithmic ones in order to make large, high-performance NNs available to users

and researchers who are constrained by the cost of computation. Generally speaking,

large NNs cannot be implemented efficiently on general-purpose CPUs in either the

inference or training phases, since CPUs are specialized in executing only a few po-

tentially very complicated instructions at a time, which goes against the flow of NNs
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Table 1.3: Chronology of recent approaches on NN training using limited precision. Adapted
from [162].

Approach Keywords
Quatization Benchmark

Forward Backward
Parameter

Update Data Model

2014 EBP [152] Expectation Back Propagation 1 bit, FP - - used in [163] Proprietary MLP

2015

Gupta et al. [150] Stochastic Rounding
16 bits 16 bits 16 bits MNIST Proprietary MLP, LeNet-5
20 bits 20 bits 20 bits CIFAR-10 used in [164]

Binary Connect [154] Stochastic Binarization 1 bit 1 bit Float 32
MNIST

CIFAR-10
SVHN

Proprietary MLP, CNN

2016

Lin et al [165]
Stochastic Binarization

No forward pass multiplication
Quantized back propagation

1 bit 1 bit Float 32
MNIST

CIFAR-10
SVHN

Proprietary
MLP, CNN

Bitwise Net [166]
Weight compression

Noisy back propagation 1 bit 1 bit
1 bit

Float 32 MNIST Proprietary MLP

XNOR-Net [167]
Binary convolution
Binary dot-product

Scaling binary gradient
1 bit 1 bit

1 bit
Float 32 ImageNet

AlexNet
ResNet-18
GoogLenet

DoReFa-Net [155]
Stochastic gradient quantization

Arbitrary bit-width
1-8 bit 1-8 bit 2-32 bit

SVHN Proprietary CNN
ImageNet AlexNet

2017 QNN [157]

Deterministic binarization
Straigth through estimators

Shift-based BN
Shift-based AdaMAX

1 bit 1 bit 1 bit
MNIST Proprietary MLP

CIFAR-10
SVHN CNN from [154]

ImageNet
AlexNet

GoogLenet

4 bit 4 bit 4 bit
Penn

Treebank
Proprietary RNN

LSTM

2018

Wang et al. [158]
Novel floating point

chunk-based accumulation
Stochastic rounding

8 bit 8 bit 8 bit
CIFAR-10

Proprietary CNN
ResNET

BN50 [168] Proprietary MLP

ImageNet
AlexNet

ResNET18
ResNET50

Jacob et al. [159]
Training with simulated

quantization
8 bit 8 bit 8 bit

ImageNet
ResNet

Inception v3
MobileNet

COCO MobileNet SSD
Flickr [169] MobileNet SSD

2019 WAGEUBN [170]

BN layer quantization
8-bit integer representation

Combination of direct, constant
and shift quantization

8 bit 8 bit 8 bit ImageNet ResNet18/34/50

2020

S2FP8 [171]
Shifted and squeezed FP8
representation of tensors

Tensor distribution learning
8 bit 8 bit 32 bit

CIFAR-10 ResNet20/34/50
ImageNet ResNet18/50

English-Vietnamese Transformer-Tiny

MovieLens
Neural Collaborative

Filtering (NCF)

Wiedemann et al. [172]
Stochastic gradient quantization

Induce sparsity
Non-subtractive dither

8 bit 8 bit 32 bit
MNIST LeNet

CIFAR-10/100
AlexNet

ResNet18
VGG11

ImageNet ResNet18

Quant-Noise [160]
Training using

quantization noise 8 bit 8 bit 8 bit
Wikitext-103

MNLI
ImageNet

RoBERT
RoBERT

EfficientNet-B3

that require large data volumes and highly regular workloads built from a small set of

computational primitives.

GPUs, which contain thousands of co-processors that compute in parallel signifi-

cantly improves performance on NN processing. The GPU’s co-processors share ac-

cess to a very fast local memory or to a global memory in a highly parallelized fashion.

Combining these advantages in terms of parallelism with already mature software in
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terms of drivers and libraries facilitates the usage of GPUs for inference and training,

making them the preferred choice of hardware for NNs.

Nonetheless, in spite of the advantages over CPUs, memory transfer still remains a

major bottleneck for GPUs when processing large NNs [173, 174], making the prospect

of in-memory processing evermore appealing.

1.3.1 Architectures for inference

In the context of neuromorphic acceleration, the use of inference-only accelerators are

a nearer-term application compared to the full training experience due to the stringent

device and circuit requirements. In this sense, inference accelerators can be seen as

a ”read-only” circuit where the weights of a NN are trained externally (e.g. GPU,

TPU or cloud processing) and subsequently loaded onto the inference accelerator. For

accelerators based on crossbars of eNVM devices, this means programming all of the

devices once, possibly followed by occasional re-programming to mitigate component

failures caused by retention drifts over time.

1.3.1.1 VMM in crossbars

By embedding NN computations directly inside the memory elements that store the

weights, analog neuromorphic accelerators based on eNVM arrays can greatly reduce

the energy and latency costs associated with data movement. In particular, 2-terminal

devices such as RRAM, allow building crossbar arrays that gave rise to the concept of

massively parallel VMM operations to accelerate the inference of NNs (Figure 1.31).
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Figure 1.31: The basic concept of a massively parallel analog VMM within an RRAM crossbar
[130].

As introduced in section 1.2.1.5, the inference stage of a feedforward NN relies on

MAC operations on the weights seen at the input of each neuron. The structure of these

crossbar arrays naturally performs a vector dot product when all the rows are activated

simultaneously, driven by a voltage (input) Vi at each row i, such that the current (output)

collected at each jth column is:

I j =
Nr−1

∑
i=0

Gi jVi, 0 < j < Nc−1 [130] (1.48)

where, Gi j is the conductance (weight) of the eNVM element at array position (i, j),

Nr is the number of rows, and Nc the number of columns. This natural operation is

possible because the multiplications between Gi j and Vi are realized by Ohm’s law

and the summation of currents by Kirchhoff’s law. Since the currents flow through

all the columns in parallel, the crossbar executes the full VMM in a single operation.

Additionally, the bias b can be seen as an extra row in the crossbar array.
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1.3.1.2 Input signal encoding

As mentioned in the previous subsection, the input data for neuromorphic crossbars

based on eNVM devices is the voltage applied to each row of the crossbar. Nevertheless,

the way in which the voltage signal is encoded as an input can assume many forms, and

this aspect is one of the main differentiators between different inference accelerator

architectures. Figure 1.32 shows different categories of input representation.

Figure 1.32: Four different schemes for representing the crossbar input signal and the associated
peripheral circuitry: (a) Voltage amplitude encoding [175, 176]. (b) Analog temporal encoding
[177, 178]. (c) Digital temporal encoding [179] and (d) input bit slicing [180, 181].

The most direct method of implementing the VMM operation of equation 1.48 is

through amplitude encoding. In other words, an input xi could simply be encoded as

the amplitude of a voltage signal Vi as shown in Figure 1.32a [175, 176]. For an input

with Bin bits of precision, this method requires a Bin-bit DAC to supply the 2Bin possible

analog voltage levels to a crossbar row.
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The advantage of this method is that all of the rows can be driven simultaneously, and

the full VMM can be realized in a single crossbar read operation without any latency de-

pendency on the timing of the inputs. Nevertheless, some significant drawbacks exist in

this methodology. The area and energy consumption of the DAC could scale exponen-

tially with Bin, and while a singular DAC scales similarly to an ADC, the DACs cannot

be shared across the inputs in the same way that an ADC can be shared or multiplexed

over the outputs. Another major drawback is that the memory device utilized in the

crossbar must have a highly linear I-V characteristics across the whole range of voltage

amplitudes to be read, and as already discussed in section 1.1.4, RRAM nonlinearity is

one of its major performance concerns.

A different methodology can be used by driving the rows of the crossbars with voltage

pulses of fixed amplitude (±V0) but variable duration [177], effectively eliminating the

requirement of device I-V linearity. When used with analog voltage pulses, this method

is known as analog temporal encoding (Figure 1.32b), in this way, the input xi is

encoded in the pulse duration Ti, converting the VMM from equation 1.48 into:

I j =V0

Nr−1

∑
i=0

SiGi jTi [130], (1.49)

where Si =±1 is the sign of the pulse.

Besides the relaxed requirements regarding device I-V linearity, this temporal ap-

proach has the added benefit that the activation data is encoded in an analog way,

therefore bypassing the conventional ADC step and potentially requiring no DACs at

the input. Nevertheless, this approach still requires ADC-like circuitry to convert the
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outputs of each crossbar (voltage or current) into temporally coded signals and since

these circuits have finite temporal resolution, the pulse duration (and consequently the

VMM latency) scales exponentially with the effective number of input bits represented.

Another issue regarding the purely analog approach is that the noise associated with

the analog signals will effectively be accumulated and propagated through the different

layers of a feedforward NN, becoming a limiting factor in very deep NNs [175].

A variation of the previous approach is digital temporal encoding (Figure 1.32c).

This method shares its principals of operation with its analog counterpart, but with the

difference that the inputs are taken in the digital form and converted by a digital logic

circuit into a voltage pulse train with one pulse per input bit [179]. The column currents

produced by this pulse train are then accumulated in an integrator and passed through

an ADC.

Input bit slicing (Figure 1.32d) avoids the use of analog voltages while maintaining

a read latency that scales linearly with its input resolution. In this approach, a digital

input xi can be passed one bit at a time using binary voltage pulses of fixed length. The

output of the VMM with input bit slicing is:

Yj =
Bin−1

∑
b=0

2b

(
Nr−1

∑
i=0

Gi jV
(b)
i

)
[130], (1.50)

where, V (b)
i ∈ {0,V0} is the binary voltage pulse amplitude corresponding to the bth bit

of the input xi.

This VMM operation requires Bin sequential crossbar read operations (inner sum),

each of which requires an ADC step at the output. By organizing the bits from lowest to
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the highest significance the VMM can be implemented by shifting the digitized crossbar

output one position to the right prior to adding the output for the next bit. Therefore,

the outer sum can be implemented using a digital shift-and-add circuit at the outputs

[180, 181].

An advantage of this approach is that the 1-bit inputs do not require sophisticated

DACs and the inputs pulse trains could potentially simply be modulated by access tran-

sistors that enables or disables the input rows. Additionally, the binary resolution of the

inputs consequently reduces the required ADC resolution at the outputs.

1.3.1.3 Synaptic bit slicing

One of the limiting factors hindering the use of neuromorphic eNVM crossbars for

inference and training is the number of distinguishable conductance levels that each

synaptic weight is able to represent when accounting for the device non-ideal behaviour.

Realistically, 6 to 8-bit precision remains at the upper limit of what singular eNVM ele-

ments are able to achieve [182–184], so to enable higher precision crossbar processing

a method called synaptic bit slicing can be employed.

Synaptic bit slicing relies on a similar concept to the previously discussed input bit

slicing but applied to the synaptic elements instead of the inputs. The basic principle

relies on the use of multiple eNVM elements to represent a single weight, such that the

Bw bits of a synaptic weights can be segmented into Nw slices with B̃W = Bw/Nw bits

each, making so that each eNVM element is only required to store the bitwidth of the

sliced weight B̃W .
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The devices representing the sliced weights are organized such that each slice of

the same weight is partitioned along the columns of the same row, therefore creating

blocks of Nw columns to represent each weight commonly referred to as stripes that are

subsequently aggregated by shift-and-add reduction trees. (Figure 1.33).

Figure 1.33: Column-wise synaptic bit slicing. Each weight is represented by an 8-bit integer
and implemented using four 2-bit memristors spread across four columns. Each column block
is aggregated using a shift-and-add reduction tree [130].

One approach for inference accelerators is to combine synaptic bit slicing with in-

put bit slicing in what has been dubbed as the ”internally analog, externally digital”

approach to VMM [185]. In this instance, the VMM equation can be expressed as:

Yj =
Bin−1

∑
b=0

Nw−1

∑
c=0

2b+c

(
Nr−1

∑
i=0

G(c)
i j V (b)

i

)
[130], (1.51)
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where b indexes the input bit and c indexes the weight bit slice. Typically, the weight

bit slices are aggregated first, followed by the input bit slices.

1.3.1.4 Signed computation

One discrepancy that arises between the NN concepts and its implementation in ana-

log circuitry with eNVMs is the implementation of negative synaptic weights. The

use of both positive and negative weights is a fundamental aspect in the functioning of

NNs, however, implementations with eNVM crossbars rely on the eNVM conductance

to represent each weight which makes the representation with negative conductance

impossible.

The most common solution to tackle this issue is to use a differential pair of conduc-

tances. In other words, each weight must be represented by a pair of devices, instead of

a singular device, such that the conductance of the differential pair is represented by:

Gi j = G+
i j −G−i j . (1.52)

As such, the VMM operation in the analog domain is described by:

I j =
Nr−1

∑
i=0

(
G+

i j −Gi j−
)

Vi [130] (1.53)

The current subtraction in the above equation can easily be implemented by applying

the same voltage input with different polarity to the two elements of the differential pair

and summing the currents of each column [179] as shown in Figure 1.34.
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Figure 1.34: A general scheme to represent positive and negative weights. When a positive
input pulse is sent to the left crossbar, a negative pulse of the same magnitude is sent to the right
crossbar and vice versa, and a subtraction is performed by Kirchhoff’s law [130].

Alternative approaches to negative weight implementation using a single crossbar

have also been proposed, where a column of reference bias resistors (or memristors) is

added to each crossbar, whose fixed conductance Gb is effectively subtracted from the

conductance of each synaptic element using an analog inverter [186, 187]. While being

more area-efficient than the two-crossbar approach, the susceptibility to errors coming

from variability, drift or offset in the shared reference resistors rises.

1.3.2 Architectures for training

Training of large NNs using analog neuromorphic accelerators is considered a more

long-term goal due to the challenges presented by additional device non-ideal behaviours,

such as, update non-linearity, symmetry, precision, latency, energy consumption and en-

durance. Most of the already discussed considerations for inference also apply for the
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feedforward step in training and in this section, additional considerations regarding BP

and weight update will be presented.

1.3.2.1 Backpropagation in neuromorphic architectures

As with the feedforward step, the major advantage of using eNVM crossbars lies in its

intrinsic parallelism. In order to support BP, both the computation of the layer-by-layer

errors δ and the weight updates ∆W should be designed with parallelism in mind.

The BP of errors is by design the MVM operation that corresponds to the transpose

of the VMM operation used in the inference step (equation 1.48). As such, the imple-

mentation of MVM can be parallelized in the same fashion as the VMM, as long as

the circuit supports forward and backward flow of data. The peripheral circuitry that

is used for VMM can also be reused for the MVM operation with additional re-routing

[179, 188].

An additional requirement of the BP step is the usage of the derivative of the neuron

function f ′ (equation 1.27). Activation functions such as the sigmoid or hyperbolic

tangent can have its derivative implemented by separate digital lookup tables, however,

other activation functions such as ReLU or a piece-wise linear version of the hyperbolic

tangent become much easier to implement in circuit since their derivative are simple

step functions [189].

Figure 1.35 shows the schematic of the reconfigurable neural core implemented by

Marinella et al [179] and the peripheral circuit blocks involved in the three stages re-

quired for training: VMM, MVM, and outer product weight update.
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Figure 1.35: Reconfigurable neural core from [179] for implementing (a) VMM, (b) MVM and
(c) outer product update.

1.3.2.2 Parallel weight update

As with VMM and MVM, the weight update step in the training of a neuromorphic

array should be parallelized to avoid impractical latency issues. Derived from equation

1.28, Marinella et al. [179] suggest that the activations x can be applied as a temporal

coded input to one edge of the crossbar, while the errors δ are applied as an amplitude

encoded signal at the opposite end, resulting in a multiplication effect seen at each

crosspoint as shown in Figure 1.36. The learning rate η can be controlled by scaling

the pulse lengths or the number of pulses fired [190].

Rosenthal et al. [191] implements a similar variation to this but takes an analog input

for δ instead of a digital signal and applies those signals to access transistors along a

column instead of directly across the devices, allowing for fully analog implementations

of the parallel outer product update.

Alternatively, the multiplication effect can also be achieved at constant voltage ampli-

tudes by encoding one variable in the length or duty cycle and the other variable in the

repetition rate of two overlapping pulse trains [61, 192]. The benefits of using constant
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Figure 1.36: Demonstration of parallel outer product update of a crossbar array using temporal
encoding for the activations and amplitude coding for the errors.

voltages come in the form of reduced area/power consumption of the ADCs/DACs, but

at the cost of increased latency.

Using a parallel outer product in detriment of a serial row-by-row programming

scheme has not only the more straightforward advantage of improving the weight up-

date latency by O(N), but also comes with the added benefit of reducing the temporary

storage requirements on the peripheral memory buffers, since only the x and δ vectors

need to be stored rather than the full weight update matrix ∆W.

One potential drawback in this approach is the large instantaneous power draw that

comes with programming all of the weights at once. To reduce this large power con-

sumption, the weight updates may be sectioned off into blocks that update in a parallel

fashion inside the block, but each block updates sequentially [177]. The design of these
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blocks is application dependent and the balance between power consumption and la-

tency must be considered.

1.3.2.3 Batch training

The previous section discussed the benefits of a parallel weight update in terms of

latency, energy consumption and storage overhead, however, the parallel outer product

comes with the inherent drawback of being incompatible with training with batch sizes

greater than one, since the weight update matrix ∆W is no longer stored. This limitation

can not only be problematic in calculating accurate estimates of the true gradients [125],

but also imposes greater endurance requirements on the devices, since they need to be

programmed after every training sample.

Nevertheless, batch training while maintaining parallel weight updates have been re-

alized by using two crossbars per weight matrix [190]. In this way, while the first

crossbar handles the VMMs from forward propagation, parallel weight updates are be-

ing applied to the second crossbar. At the end of a batch, the total accumulated weight

update is read from the second crossbar and serially transfered to the first one.

The PipeLayer architecture [193] built upon and expanded this approach by duplicat-

ing each weight matrix so that while one matrix is being used for forward propagation,

the other is used in BP, therefore pipelining the two processes within a batch without

weight conflicts. At the end of each batch, the accumulated weight updates are copied

from the buffer array to all crossbars containing the copies of the weight matrix. The

schematic for dataflow in PipeLayer can be seen in Figure 1.37.
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Figure 1.37: The PipeLayer architecture. (a) Dataflow of a single example through a 3-layer NN
for training. Each time step may correspond to several computational cycles. The computational
blocks active in each time step are labeled: forward propagation (blue) backpropagation (red)
and weight update (green). (b) Pipeline for multiple training examples. The weight updates ∆W
are serially written to the W and WT crossbars at the end of a batch. Adapted from [193].

The intermediate activations x are also stored in dedicated local RRAM buffers. This

pipelining of the forward and backward propagation means that the storage requirement

for the activations is determined by each layer’s depth within the NN instead of the

batch size.

1.3.3 Neuromorphic simulation frameworks

As discussed in the previous sections, the focus on synaptic crossbars using eNVM

devices is rising. Despite this surge of interest, eNVM designs for NNs are still in a

prototypical phase, consequently, due to the difficulty and cost constraints on eNVM

fabrication, simulating device and circuit behaviour prior to circuit-level realization be-

comes a necessity.

Traditional circuit-level relied on general purpose Simulation Program with Inte-

grated Circuit Emphasis (SPICE), but as the complexity of the underlying systems and
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neuromorphic architectures being simulated grew, SPICE-based simulation, which is

difficult to parallelize, became prohibitively slow and impractical.

There is therefore a growing need for customized simulation frameworks that are able

to process large designs in a parallel and efficient manner. Table 1.4 and Figure 1.38

compare some of the more modern simulation frameworks for eNVM neuromorphic

circuitry design.

Table 1.4: A comparison of modern simulation frameworks [194].

Simulation
framework

Prog.
language(s) GPU

Pre-trained
DNN
conversion

TF/
PyTorch
integration

Inference Training Peripheral
circuitry Supported devices Open-

source

RAPIDNN [195] C++, SPICE ✓ ✓ ✓ ✓
Single-level memristive
devices

PUMA [196] C++ ✓ ✓ ✓ ✓
eNVM and
legacy NAND flash

DL-RSIM [197] Python ✓ ✓ ✓ ✓ ✓ eNVM
Tiny but
Accurate [198] MATLAB ✓ ✓ ✓ ✓ eNVM ✓

Ultra-Efficient
Memristor-Based
DNN [199]

C++, MATLAB ✓ ✓ ✓ ✓ eNVM ✓

MemTorch [200, 201]
Python, C++,
CUDA ✓ ✓ ✓ ✓ ✓

eNVM and
legacy NAND flash ✓

NeuroSim [94, 105, 202, 203] C++, Python ✓ ✓ ✓ ✓ ✓ ✓
eNVM and
legacy NAND flash ✓

IBM Analog
Hardware
Acceleration
Kit [204]

C++, Python,
CUDA ✓ ✓ ✓ ✓ ✓ ✓ eNVM ✓

Figure 1.38: Radar chart comparing different simulation frameworks [194].

At first glance it would seem that there is an abundance of similar frameworks to

choose from, however, Figure 1.38 shows that most of these frameworks have distinct
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strengths and weaknesses due to the adoption of different software designs and usability

approaches, making them complimentary to each other more so than direct competitors.

For instance, both Tiny but Accurate and the Ultra-Efficient Memristor-Based DNN

are built upon NVSim [205], whereas all of the other presented frameworks are either

written from scratch in a lower level language (C++ or Python), or are extensions to

popular existing high-level GPU-accelerated computing libraries such as TensorFlow

or PyTorch which allow faster processing at the cost of more sophisticated hardware

requirements.

Furthermore, while RAPIDNN, PUMA, Tiny but Accurate, Ultra-Efficient Memristor-

Based DNN and DNN + NeuroSim can be used to generate estimate reports on power

consumption, area and latency, these frameworks have limited flexibility in terms of dif-

ferent NN layer types and device non-ideality simulation, when compared to MemTorch

and the IBM Analog Hardware Acceleration Kit.

Moreover, out of the listed frameworks in Table 1.4, only DNN + NeuroSim and the

IBM analog hardware Acceleration Kit (denoted as aihwkit in short-form) are capable

of simulating training using eNVM based deep CNN architectures. Lammie et al. [194]

benchmarked these two simulation frameworks on training a VGG-8 network architec-

ture on the CIFAR-10 dataset, using a High Performance Computing (HPC) cluster with

the following run-time hardware configuration:

• 1 node and 8 CPU cores (Intel Xeon 6132 series CPU sockets)

• 100 GB DDR4 3200 MHz RAM

• 1 PCI-E 32GB Volta V100 GPU
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Figure 1.39: Comparison of training routines between DNN + NeuroSim V2.1, the IBM Analog
Hardware Acceleration Kit (aihwkit) and a Baseline PyTorch ML library for the VGG-8 network
architecture, using the CIFAR-10 dataset. Adapted from [194].

Figure 1.39 shows the results of those benchmarks. While the aihwkit consumes more

resources overall, it also has a comparable time per epoch to the PyTorch baseline,

which makes sense given that the additional computational resources are directed to-

wards the simulation of the crossbar arrays and non-idealities, without a large penalty on

simulation time. More interestingly, DNN + NeuroSim consumes more RAM than the

baseline implementation, but significantly less VRAM, while taking almost 3x longer

per epoch, suggesting an overall under utilization of the parallel GPU resources. One

large factor in play could be that DNN + NeuroSim simulates modular crossbar tiles,

while the aihwkit does not, and while the aihwkit may be limited in terms of hardware

resources in case of NN scaling, DNN + NeuroSim could be limited in terms of im-

practical training times due to the under-utilization of the parallel capabilities of the

hardware.



Chapter 2

Devices and characterization

methodology

In this chapter, the characterization methodology as well as a brief overview on the

fabrication of the devices used throughout the thesis work will be overviewed. First,

the details pertaining the used RRAM devices will be given, followed by details on the

used instrumentation for characterization.

Throughout the thesis work, a combination of DC and AC electrical characterization

techniques were performed which will be discussed in further detail. Furthermore, one

important aspect discussed throughout this work is that of RTN, so the methodology of

RTN testing and time constant extraction will be discussed in detail.

Finally, custom software was built with the purpose of extending the stock instrumen-

tation capabilities in regards to neuromorphic specific testing in RRAM. This method-

ology will be further explored in the final section of this chapter.
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2.1 Devices

One overarching theme throughout this work is based on the differences in terms of

noise and variability between filamentary and non-filamentary switching RRAM de-

vices. As such, all measurements are taken from either a filamentary Ta2O5 based

device or the non-filamentary a-VMCO counterpart.

Both filamentary and non-filamentary RRAM devices are fabricated in singular de-

vice isolated crosspoint structures. All used samples were fabricated at IMEC [37, 206]

and subsequently sourced to LJMU for further characterization.

The filamentary Ta2O5 RRAM consists of a TiN/Ta2O5/TaOx/TaN/TiN stack pro-

cessed in an integrated process [56]. The TiN BE was sputtered at room temperature and

patterned. A 4nm thick stoichiometric Ta2O5 layer was deposited by Atomic Layer De-

position (ALD). A nonstoichiometric 20nm thick TaOx film was deposited by reactive

DC magnetron sputtering using a Ta target under oxygen ambient. Without breaking

the vacuum, a 10nm thick TaN capping layer was sputtered. Finally, a 30nm thick TiN

film was sputtered.

The non-filamentary a-VMCO devices consist of a TiN/a−Si/TiO2/TiN stack pro-

cessed in a CMOS-compatible process [41, 56, 207]. The active stack consists of an

8nm amorphous silicon (a-Si) layer deposited by Physical Vapour Deposition (PVD)

and an 8nm ALD TiO2 layer crystallized in the anatase phase. This stack is sandwiched

between TiN BE and TE with 30nm and 40nm thicknesses respectively [37].
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(a) (b)

Figure 2.1: Illustration of the device stack of the (a) aVMCO and (b) Ta2O5 RRAM devices.

The dies provided by IMEC contain a range of different sized devices. Nevertheless,

for the purpose of this work, unless stated otherwise, all measured Ta2O5 devices have

a size of 75×75nm2 and the measured a-VMCO devices have a size of 135×135nm2.

2.2 Instrumentation

In this section a brief overview of the instrumentation used for characterization through-

out the thesis work will be given.

Figure 2.2 shows the measurement system used throughout this work, based on the

Keysight B1500A Semiconductor Device Parameter Analyser connected to a Signatone

S-1600S probe station.

The Keysight system is equipped with 4 Source Measurement Units (SMUs), as well

as 4 B1530A Waveform Generator/Fast Measurement Units (WGFMUs) and 2 B1525A

Semiconductor Pulse Generator Units (SPGUs). This system features current-voltage

(IV) measurement capabilities of spot, sweep, sampling and pulse measurement in the
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Figure 2.2: Signatone S-1160S probe station (left) and Keysight B1500 semiconductor param-
eter analyser (right).

range of 0.1fA−1A/0.5µV−200V, AC capacitance measurement in multi frequency

from 1kHz to 5MHz and Quasi-Static Capacitance-Voltage (QS-CV) measurement ca-

pabilities, pulsed IV and ultra-fast IV measurement capabilities from a minimum sam-

pling interval of 10ns (100MSa/s), and up to 40V high voltage pulse.

The Keysight system can be controlled either through its embedded EasyExpert soft-

ware, or by its General Purpose Interface Bus (GPIB) that allows a connection to an

external computer capable of triggering the Keysight’s Sourcing/Measurement subrou-

tines from inside a script, extending the flexibility offered by the default EasyExpert

software.

2.3 DC measurements

As mentioned in section 1.1.3.3 RRAM devices can either belong to the bipolar or

unipolar category in what comes to its operation scheme. However, in the scope of this
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thesis, both the non-filamentary a-VMCO devices and the filamentary Ta2O5 operate

in the bipolar mode (Figure 1.8b), with the added caveat that the a-VMCO devices are

self-compliant while the Ta2O5 are not, and require an external CC on the SET process

to prevent device breakdown.

2.3.1 Stepped IV measurements

Arguably the most basic and essential form of RRAM characterization lies in its basic

IV characteristics. In this work, all DC IV measurements are performed using only two-

terminals as the measured devices are not integrated with a transistor.

The DC IV characteristics can be obtained by either sweeping the current and measur-

ing the voltage drop (current-controlled), or by sweeping the voltage across the device

and measuring the current (voltage-controlled) in a predefined range
([

VInitial : VStep : VFinal
])

.

In the scope of this work, all DC measurements are voltage-controlled. Additionally, the

sweeps can be defined as either single or double as illustrated in Figure 2.3. Due to the

characteristic hysteretic behaviour of RRAM, the usage of the double sweep becomes

a necessity to observe the full IV behaviour, and as such, all DC sweeps performed in

this work are double sweeps unless stated otherwise.

Using the conditions specified in table 2.1, the DC IV characteristics were measured

for both the Ta2O5 and aVMCO devices, and are presented in Figure 2.4. These mea-

surements serve as the reference point throughout the thesis work.
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Figure 2.3: Schematic of a DC IV (a) single sweep and (b) double sweep measurement. The
red circles represent the point in time at which the current is recorded.

Table 2.1: Conditions used for recording the DC IV characteristics in the Ta2O5 and aVMCO
devices.

VInitial
∣∣VStep

∣∣ VFinal CC

Ta2O5
SET 0V 0.1V 3V 60µA
RESET 0V 0.1V −1.7V -

aVMCO
SET 0V 0.1V −3V -
RESET 0V 0.1V 5.5V -

2.3.2 DC RTN measurements

One important factor considered in this work is the impact of read noises, specifically

RTN, on the pattern recognition accuracy of neuromorphic networks containing RRAM

devices.

As such, the RTN measurement methodology is based on taking multiple long DC

measurements at the specified read-out voltage of each device after programming to a

desired resistance level. Each measurement is taken with a sampling time of 2 ms/sample

and contains 10,000 samples. The read-out voltages are 0.1V and 3V for the Ta2O5 and

aVMCO devices respectively.
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Figure 2.4: Standard DC IV measurements of the (a) Ta2O5 and (b) aVMCO devices.

RTN occurrence rate is defined as the percentage of time where the RTN is at the high

state across the DC measurement.

The RTN measurement process is repeated after programming to 8 distinct levels

with the goal of statistically describe RTN amplitude distributions and occurrence rates

which will serve as the basis for neuromorphic simulations.

2.4 AC Programming

DC programming was discussed in the previous section, and while being a suitable

method for characterization, real world applications of RRAM mostly make use of AC

programming.

Figure 2.5 illustrates the basic form of AC single pulse programming in an aVMCO

device.
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Figure 2.5: Schematic illustrating a single AC (a) SET and (b) Reset process in an aVMCO
device.

As described previously in Figure 2.4b, aVMCO devices characteristically are Set

at negative voltages and Reset at positive voltages. Typically, AC programming is di-

vided into the programming step (defined by VSet/Reset & tSet/Reset) and the reading step

(defined by VRead & tRead). While the reading step is necessary for obtaining the de-

vice state at each programming step, specific programming applications may forego the

reading step in certain cases where knowing the device state at each step is unnecessary.

The Ta2O5 device, being a filamentary device requires some form of CC to avoid hard

dielectric breakdowns to occur during the Set process. While this could be achieved by

coupling the RRAM device with some selectors or by using certain instrumentation

systems that are capable of applying CC on AC signals, both of these solutions fall

outside the scope of this work. The AC characterization for the Ta2O5 device in this

work occurs only for the Reset step, while using DC programming with CC (as in

Figure 2.4a) for the Set process.

With AC programming surges the involvement of a controlled timing parameter (tSet/Reset)
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that heavily impacts the final conductance state after programming. The combination

of the impacts of both voltage and time in programming RRAM devices is known as

the Voltage-Time dilemma. Figure 2.6 shows the extracted relationship of voltage and

time in AC single pulse programming for a typical aVMCO device used throughout this

work.

Figure 2.6: Relationship between voltage and time in single AC programming in a 135×135nm
aVMCO device.

2.5 Neuromorphic interface and programming

AC single pulse programming can achieve different conductance states depending on

its programming conditions as previously illustrated in Figure 2.6. However, RRAM
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programming for neuromorphic applications aims to achieve as many distinct conduc-

tance states as possible. For this purpose RRAM is typically programmed using a volt-

age pulse trains with multiple pulses that gradually change the device conductance. This

form of programming will be named as neuromorphic programming in this thesis work.

Many different forms of neuromorphic programming have been explored in the liter-

ature [82, 92, 93, 208], yet, in the scope of this work emphasis will be given to identical

pulse train programming and staged programming.

2.5.1 Identical pulse train programming

Arguably the simplest form of neuromorphic programming, identical pulse train pro-

gramming simply involves the application of a voltage pulse train with fixed voltage/-

timing conditions and Pn number of pulses (Figure 2.7b).

Despite the simple nature of this programming scheme being an advantage, this usu-

ally comes with the disadvantage of typically high nonlinear programming behaviour

of the RRAM (Figure 2.7a), which we denominate as Natural Response (NR).

Beyond this point, the optimum voltage amplitude must be carefully chosen, as in-

creasing the voltage results in a higher overall On/Off ratio but at the cost of also in-

creased nonlinearity.
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Figure 2.7: Schematic illustrating the identical pulse train programming scheme. (a) illustrates
how current evolves with programming for different applied voltages (Natural Response) and
(b) shows a typical example of the applied voltage pulses.

Table 2.2: Identical pulse train programming conditions used for the Ta2O5 and aVMCO de-
vices.

VProgramming tProgramming VRead tRead Pn CC

Ta2O5
SET 1.5V (DC) DC

0.1V
DC DC 100µA

RESET −1.7V 100µs 100µs 100 -

aVMCO
SET −2.5V 20µs

3V 100µs
500 -

RESET 5.3V 100µs 500 -

2.5.2 Staged programming and linear response

To address the nonlinearity issue usually present in the identical pulse train program-

ming scheme, the staged programming scheme is proposed (Figure 2.8).
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Figure 2.8: Schematic illustrating the staged programming scheme. (a) details how current
evolves with programming (Linear Response) and (b) illustrates the applied voltage pulses in
stages.

In this scheme, the programming is divided into stages of Pn pulses, where the voltage

amplitude is increased by VStep whenever the stage changes (Figure 2.8b). The under-

lying idea being that combining the initial low voltage amplitudes with the subsequent

increasing amplitudes will allow for a more Linear Response (LR) without sacrificing

the overall On/Off conductance ratio.

Methods that improve on device linearity such as Incremental Step Pulse Program-

ming (ISPP) have already been extensively covered in literature [74], nevertheless, the

staged programming scheme differs from the traditional ISPP methods in the sense that
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the staged programming simply follows a predetermined pulse scheme and verification

at each pulse/stage is not required, making it a more attractive solution for online train-

ing where the latency requirements turn ISPP impractical.

In this scheme, only the staged (variable) voltage conditions are touched upon while

maintaining fixed timing pulse parameters. This practical decision was based upon ini-

tial observations that small variations on the voltage amplitude result in more coarse

adjustments to the RRAM conductance, while the timing parameters only result in fine-

tuned adjustments to conductance. As such, the scope of this work focuses on the vari-

able voltage conditions while leaving variable timing conditions as a future prospect.

Table 2.3 details the staged programming conditions used for programming the Ta2O5

and aVMCO devices.

Table 2.3: Staged programming conditions used for the Ta2O5 and aVMCO devices.

VInitial VStep VFinal tProgramming VRead tRead Pn nStages CC

Ta2O5
SET 1.5V (DC) DC

0.1V
DC DC DC 100µA

RESET −1.2V −0.1V −1.7V 100µs 100µs 100 6 -

aVMCO
SET −1.5V −0.1V −2.6V 300µs

3V 100µs
50 10 -

RESET 3.5V 0.1V 5.4V 1ms 25 20 -

2.5.3 Neuromorphic programming GUI

With the creation of the staged programming scheme, the limited flexibility of the

default Keysight EasyExpert suite for programming increasingly complex RRAM tests

(such as the staged programming scheme) becomes apparent.

As mentioned in section 2.2, the Keysight instrument was connected to an external

computer through a GPIB connection to allow the control of the instrument subroutines

from inside of a script. As such, for extended practicality and flexibility, an instrument
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control framework including a Graphic User Interface (GUI) was developed in Visual

Basic (VB) .NET, with special focus on ease of use of the staged programming scheme.

The framework is based around the Virtual Instrument Software Architecture (VISA)

API and the dedicated Keysight WGFMU drivers.

Plotting panel

WGFMU Pannel

Save Folder Directory
Wafer
panel

SMU
Panel

Main Panel
AC RTN Panel

Figure 2.9: Capture of the VB GUI for neuromorphic programming.

Figure 2.9 shows a capture of the aforementioned VB GUI. The GUI is sectioned off

into different panels:

• Main panel: responsible for setting up all of the required parameters (Voltage

and timing) for testing as well as including the buttons that trigger the actual test

to execute.
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• Save folder directory: determines where all the saved files will be stored in the

external computer.

• Wafer panel: saves information regarding the location of the tested device in the

wafer, such as: Wafer #, Block, Module, Location.

• SMU panel: is a specific panel for the use of the instrument’s SMU’s for DC

testing.

• AC RTN panel: allows for the use of the WGFMU modules to trigger fast con-

stant voltage measurements for RTN detection of lower time constants than the

capabilities of the standard DC RTN measurements.

• Plotting panel: displays the measured results in real-time.

The main panel includes 3 different tabs that are purposefully built for different mea-

surements. The first tab is simply called ”linear” and is displayed in Figure 2.9 and

was built with the goal of facilitating the use of the staged programming scheme with a

constant VStep.

The ”linear” tab beyond including definitions for all of the parameters of the staged

programming scheme already mentioned in sections 2.4 & 2.5.2, also includes the ad-

ditional parameters:

• tEdge: sets the rise/fall time of the pulse.

• Cycles: defines multiple cycles of the Set/Reset process for endurance/variability

testing.
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• Target Current: defines a target current to set the device as close to the defined

value as possible.

• ILimit: defines a ”soft” current limit that can be either high or low, stopping the

current running SET/RESET process when the limit is reached.

• nSamples/Stage: is related to a Keysight/GPIB limitation in imposing ILimit.

Communication through the GPIB can be done pulse-by-pulse (which results in

increased test time) or can be performed on the basis of multiple pulses per GPIB

communication. This parameter defines the rate at which communication through

the GPIB connection occurs.

As an alternative to the ”linear” programming approach where every stage is in-

creased by VStep from the previous stage, a more custom approach was designed.

Figure 2.10: Capture of the ”custom” tab of the main panel of the VB GUI.

The second tab of the GUI called ”custom” displayed in Figure 2.10 allows the con-

struction of a list of matching voltages and Pn for the SET and RESET processes, the

instrument will then run through the custom list.
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The third tab of the main panel called ”Linear+RTN” is dedicated towards the capture

of RTN signals at different conductance levels and is shown in Figure 2.11.

Figure 2.11: Capture of the ”Linear+RTN” tab of the main panel of the VB GUI.

This method uses the same principle introduced with the ”linear” tab, however, a list

of target currents is defined for SET and RESET, each time a target current is reached

during the SET/RESET process, an AC RTN measurement with the conditions defined

in the AC RTN panel is run, allowing for more accessible extraction of read noises at

different conductance levels in the RRAM devices.



Chapter 3

Simulation framework

In the sequence of thought provided in section 1.3.3, although there is an abundance

of neuromorphic device/circuit-level simulation frameworks, we feel that the currently

available software is often lacking in respects to flexibility in both NN layer topology

and training algorithms, as well as in hardware-level accessibility for the end-user at

runtime.

As such, a new simulation framework was designed in MATLAB, with the support of

its various toolboxes, that aims to emphasize flexibility and usability, which was named

FlexiNNSim. Since FlexiNNSim is focused on user flexibility, it is able to run on both

Windows and Linux environments (tested on Windows 10 and Ubuntu 22.04).

FlexiNNSim is designed around a GUI that contains two main panels: variability

analysis and NN definition, the former handles of the data manipulation required to cal-

culate RRAM non-idealities, while the latter is responsible for defining NN topologies

and the various training options as will be discussed in the following sections.
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3.1 Variability analysis

Figure 3.1: Variability analysis panel of the GUI.

The variability analysis panel shown in Figure 3.1 handles all of the functionalities

required for the post-processing of the RRAM test data and is divided into four sub-

panels:

• Data entry

• Analysis

• Non-idealities

• Plots
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3.1.1 Data entry

The data entry section of the variability analysis panel is responsible for defining the

file path of the RRAM data and to load it into the framework for post-processing. This

file path can be entered manually in the RRAM Data File Edit Field or alternatively by

opening the file selection dialog box by clicking on the browse button beside it.

Since the idea of this framework is meant to be able to operate data processing and

NN simulation under the same MATLAB environment, all data entry and output is

done with recourse to .mat files. As such, the RRAM data to be loaded should be a

.mat file containing 3 columns of data ordered from left to right pertaining to: Pulse #,

Voltage and |Current|. The program will automatically recognize the different polarities

and switching cycles based on sign changes provided in the Voltage data (it is always

assumed that SET is the first programming step). For simplicity of integration, this data

organization matches the output that the Neuromorphic programming GUI (introduced

in section 2.5.3) produces.

All of the calculations from this point forward are made over the RRAM conductance

values, so it is necessary to provide the VRead value in the VRead Edit Field.

After these considerations, pushing the Load button will import the data from the file

defined in the RRAM Data File Edit Field and perform all of the necessary calculations

based on the options selected in the remaining sub-panels.
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3.1.2 Analysis

The analysis sub-panel displays three different dropdown menus with options on how

to process the RRAM data:

• ”RefCycle”

• ”Normalize”

• ”Weight Conversion”

All of the RRAM non-idealities are calculated with respect to a reference cycle that is

based on the RRAM data provided. The ”RefCycle” dropdown menu has two options:

• ”Mean”: Calculates the reference cycle based on the mean conductance of all of

the data provided.

• ”From Data”: Allows the user to specify one specific cycle of the provided con-

ductance data to use as the reference cycle.

Additionally, the data is converted to a 0 to 1 normalized conductance range. The

”Normalize” dropdown menu defines how that normalization procedure occurs, and has

the following options:

• ”Individually”: Normalizes each cycle to the [0, 1] conductance range indepen-

dently. This method can be useful to discard the impact of On/Off conductance

window fluctuations between cycles, which can have large impact in training.
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• ”All Cycles”: This method takes all of the data into account when normalizing.

Conductance thresholds are set for the upper and lower limits based on one of the

following: ”min”, ”mean”, ”median” or ”max” of LRS and HRS respectively, and

any values above/below the upper/lower thresholds are capped. When using this

mode, it is recommended to set the upper/lower thresholds to ”min” and ”max”

respectively because the impact of having unreachable weight values is far greater

than the cost of the slightly reduced conductance window.

Finally, the ”Weight Conversion” dropdown menu specifies how conductance vari-

ability is converted into weight disturbance values and has the following options:

• ”NormG”: In this case the disturbance from the non-ideality (D2D or C2C) is

directly multiplied to the undisturbed weight. The data residuals with respect to

the reference cycle are defined by:

NormG =
G

GRe f
(3.1)

• ”DeltaG”: Here the variability is taken in the form of
∣∣∆G

G

∣∣, and is subsequently

added to the undisturbed weights during simulation. The residuals are:

DeltaG =

∣∣∣∣G−GRe f

GRe f

∣∣∣∣ (3.2)

By default, the results presented in the following chapters are obtained using the

”Mean”, ”Individually” and ”DeltaG” options for the ”RefCycle”, ”Normalize” and

”Weight Conversion” menus respectively.
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3.1.3 Non-idealities

The Non-idealities sub-panel displays all of the options that are available in terms of

fitting of three different non-idealities: Discretization (also referred to as Conductance

Stepping (GS)), D2D and C2C variability.

In all cases, the Non-idealities sub-panel allows the generation of a .mat file contain-

ing a struct that has all of the necessary information to be applied during simulation.

Figure 3.2 shows an example of each of these structs.

Discretization

(a)
D2D

(b)
C2C

(c)

Figure 3.2: Example of the data contained in the (a) Discretization, (b) D2D and (c) C2C structs.

Additionally, the ”Export app Options” checkbox in each of the Non-idealities sub-

panels also exports a list of the used options used when generating the aforementioned

struct, which has no effect during simulation but can be used as a log to track the options

used in multiple files.

3.1.3.1 Discretization

The Discretization non-ideality is responsible for applying the gaps (or unreachable

weights) of the conductance curves. This non-ideality is always applied in respect to

the reference curve, as such, the options in this sub-panel only refer to the model that

should fit the reference curve data.
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It is possible to define separate models for the SET and RESET portion of the ref-

erence curve in the ”SET Model” and ”RESET Model” Edit Fields respectively. The

model should be written with respect to ’x’ as the independent variable. One example

is displayed in the GUI itself, where the model from [94] was adapted for this inter-

face. Alternatively, any of the MATLAB Curve Fitting Toolbox [209] library models

can be used (documentation can be found in [210]), such as ”pchip” or other interpola-

tion models that have no physical meaning in the RRAM context, but provide a perfect

fit of the reference curve. An example of this panel is given in Figure 3.3.

Figure 3.3: Example of the Discretization Non-ideality sub-panel.

3.1.3.2 D2D

In the D2D sub-panel it is possible to define D2D variability based on a specific

user-input statistical distribution. Due to time-constraints, the current version of this

framework only allows for a single distribution to be defined that represents all con-

ductance levels in both SET and RESET programming polarities. An illustration of the

D2D variability sub-panel can be seen in Figure 3.4.
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Figure 3.4: Example of the D2D variability Non-ideality sub-panel.

3.1.3.3 C2C

The C2C variability non-ideality can be defined in two different modes: ”user-input”

and ”extract from data” modes. Figure 3.5 illustrates this sub-panel under the two dif-

ferent modes.

(a) (b)

Figure 3.5: Example of the C2C variability Non-ideality sub-panel when using (a) the ”user-
input” mode and (b) the ”extract from data” mode.
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In the ”user-input” mode the definition is similar to the one used for the D2D vari-

ability sub-panel, where a single statistical distribution with user defined parameters are

directly fed into program.

In the ”extract from data” mode, the user defines the type of statistical distribution to

which the data belongs to, along with the number of points to fit along the normalized

conductance range. These fit points can be seen as virtual conductance levels to which

the deviation from the reference cycle will be calculated to generate the data for the

C2C variability.

Along with defining the number of fit points, it is possible to define the spacing

as either ”linear” or by ”pulse-number”. In the ”linear” spacing case, the points are

evenly distributed across the normalized conductance range, whereas spacing by ”pulse-

number” refers directly to the conductance levels available in the reference cycle. In this

latter case, the number of fit points is directly extracted from the reference cycle and the

user-input in the ”Fit Number of Points” Edit Field is disregarded. In the results of the

following chapters, by default, the ”linear” spacing is utilized with 500 fit points.

Finally, it is possible to simulate a type of Write-Verify methodology, where the resid-

uals are calculated on the pulse that gives the minimum error for each cycle indepen-

dently, whereas the alternative without Write-Verify is calculated based on the pulse

that gives the minimum error seen in the reference cycle.

Based on these options, the C2C variability is then calculated at each of the fit points

using the defined type of statistical distribution, which will give different distribution
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parameters (e.g. µ &σ for Lognormal or α &β for Weibull distributions) for the differ-

ent fit points. The curve generated by these fit points across the normalized conductance

range can then be fitted by the model defined in the ”Fit Model” Edit Field, which will

then be used during NN simulation.

The statistical distribution parameters saved in the C2C struct are stored in the generic

variables ”ParamA” and ”ParamB” which changes depending on the distribution type.

Table 3.1 shows a list of available distributions and corresponding ”ParamA” and ”ParamB”

variables:

Table 3.1: Table listing the statistical distributions available to use in the simulation framework
for the D2D and C2C Non-idealities sub-panels.

dist ParamA ParamB
Normal µ σ

Exponential µ N/A
Extreme Value µ σ

Half-Normal µ σ

LogNormal µ σ

Logistic µ σ

LogLogistic µ σ

Rayleigh B N/A
Weibull α (Scale) β (Shape)

3.1.4 Plots

The plots sub-panel allows the preview of the RRAM raw data supplied to the pro-

gram as well as the different fits involved in the Non-idealities sub-panel. Figure 3.6

shows examples of the different plots that can be previewed in this sub-panel.
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(a) (b)

(c) (d)

Figure 3.6: Example of the preview plots available in the Plots sub-panel. (a) shows all of the
raw data that is fed into program (the black dotted lines represent the thresholds set in the ”All
Cycles” Normalize mode), (b) shows the fitting of the reference cycle by the model specified
by the user, (c) shows a preview of the statistical fit of the C2C variability of a specified con-
ductance level (in this case Weibull distribution) and (d) shows the fitting of the C2C variability
parameters (”ParamA” and ”ParamB”) across the normalized conductance range for the SET
and RESET polarities. The D2D variability plots preview uses the same functionality as the
C2C example and is not shown for simplicity.

Clicking on one of the preview plots of either the Discretization model or the C2C

variability will open a pop-up dialog box that allows to tune the fitting parameters for a

more refined fitting as shown in Figure 3.7.

It should be noted that by selecting the spacing method as ”linear”, the C2C variability
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(a)

(b)

Figure 3.7: An example of the model refit window (a) before and (b) after adjusting the fitting
parameters.

parameters are extracted evenly across the normalized weight range and since generally

there is a region in this range (close to 0 in SET and close to 1 in RESET) where the

programming nonlinearity is higher, this typically leads to an inferred peak of higher

variability in these regions.
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3.2 NN definition

Figure 3.8: NN definition panel of the GUI.

The NN definition panel shown in Figure 3.8 handles all of the functionalities re-

specting to setting up the NN simulation sessions and is divided in two sub-panels:

• Session Manager

• Options

3.2.1 Session Manager

The Session Manager sub-panel allows to create a queue of NN simulation sessions.

This can be particularly useful since the focus of this framework is to allow experi-

mentation with different parametrizations. The Session Manager Control Panel allows
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control of the session order in the queue as well as the saving and loading of .mat files

containing Session parameters or alternatively loading whole Session tables.

Additionally, a .mat file is automatically saved in ”/SessionManager/Checkpoint-

Table.mat” at the end of each session, containing the session table of the remaining

sessions. This is particularly useful in the event of an error or unexpected system shut-

down since it allows to quickly resume the queue at the last checkpoint, avoiding the

need to repeat sesssions that were completed.

3.2.2 Options1

The Options sub-panel defines all of the parametrization to take effect during each NN

simulation session, and is divided into two tabs: Options1 and Options2 as illustrated

in Figure 3.9.

(a) (b)

Figure 3.9: Illustration of the two tabs of the Options sub-panel: (a) Options1 and (b) Options2.
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3.2.2.1 Loading files

In the first Options tab, the Disturbance files table will indicate the file paths of the

dataset to train on and the Non-idealities structs generated (following section 3.1.3. An

example illustrating how to fill the Disturbance files table is shown in Figure 3.10.

Figure 3.10: Example of the Disturbance files path definition table.

In this table, the Datastore file must be defined, while the remaining structs that per-

tain to device Non-idealities are optional. The Datastore file is a .mat file that contains

a single datastore object that references how the dataset should be read during simula-

tion. Detailed documentation on datastore object creation can be found in [211]. Us-

ing datastore objects for importing the datasets may have limited usefulness handling

smaller datasets such as the MNIST database, but this idea will ease the testing of large

datasets as well as remote datasets, as the data is loaded into the simulation framework

in batches, limiting its impact on RAM.

Loading the files regarding the Non-ideality structs (Discretization, D2D or C2C)

will activate its use for the particular simulation session. To deactivate a particular non-

ideality simply leave its specific file path blank.
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3.2.2.2 NN Layers

The NN Layers Edit field, allows the definition of the NN topology. The text entered

in this field will be passed to the layerGraph [212] function of the MATLAB Deep

Learning Toolbox [213] to create a LayerGraph object that is subsequently used in the

dlnetwork function [214] to create the dlnetwork object used in training. Therefore

all layers supported by the dlnetwork function can be used to build the NN topology.

Figure 3.11 shows a simple example on how to define a 784x30x10 MLP with ReLU

activations in the hidden layer.

Figure 3.11: Example of the NN Layers Edit Field.

Since the network layers need to comply with the supported layers of the dlnetwork

function, a limitation of the framework on this current version is the inability to choose

the cost function and initialization. By default the used cost function is CE (equation

1.12) and the initialization is done with the Normalized Xavier heuristic (equation 1.40).

3.2.2.3 NN Training Options

In the NN training Options Edit field, the options regarding the training algorithm is

defined along with any parametrizations for training. These options rely on the train-

ingOptions object of the MATLAB Deep Learning Toolbox and its specific documen-

tation can be found in [215]. Figure 3.12 shows an example on how to setup these

options.
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Figure 3.12: Example of the NN training Options Edit field.

It should be noted that the ’CheckpointPath’ and ’Plots’ options are deactivated in

this Edit field since they are handled elsewhere in the framework GUI.

The ’ExecutionEnvironment’ ’parallel’ option is also unavailable in the current ver-

sion, but all other options are available for ’ExecutionEnvironment’, it is therefore rec-

ommended to set this option to ’auto’ which will search the system for a CUDA com-

patible GPU and will handle the calculations in the GPU if possible, if not, calculations

will be performed in the CPU.

Additionally, if ’DispatchInBackground’ is set to ’true’ then a parallel pool based on

the MATLAB default cluster will be used to handle the mini-batch inputs.

3.2.2.4 Others

Finally, the last few options in the ”Options1” tab are displayed in the lower-right

corner of the GUI, illustrated by Figure 3.13.
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Figure 3.13: Example of the remaining options in the ”Options1” tab.

The ”Number of Runs” Edit field refers to the number of times one Session is sim-

ulated. Repeating a session for multiple runs can be useful for gathering statistically

significant data.

The ”Validation Data” Edit field defines what portion of the dataset provided will be

used for validation. This can be referred to as an absolute value if the value in the Edit

field is higher than 1 or a fraction of the total dataset if the value is lower than 1. Unless

stated otherwise, the simulations in this work are done with 0.15 of the dataset reserved

for validation.

The ”Programming Method” will set how the RRAM will be programmed during sim-

ulation and consists of four different options: ”SET-only”, ”RESET-only”, ”Gradient-

based” and ”Selective”. In-depth explanations of these programming modes can be

found in sections 5.2 & 5.4.

Finally, the two buttons at the bottom of the ”Options” sub-panel: ”Add Train Ses-

sion” and ”Add Inference Session” will pass all of the defined options to the Session

Manager Table while defining if the Session will be a Inference or Training session.

Although sharing similar functionality, a Training session will apply the Non-idealities
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in every weight update during simulation, while the Inference session will train without

Non-idealities and will only apply them after the last iteration.

3.2.3 Options2

In the ”Options2” tab the options regarding Plotting and Weight Range Rescaling are

defined.

3.2.3.1 Plot Options

The ”Plot Options” is composed of checkboxes that define which plots are displayed

during training. The available plots are:

• Training Progress Plot: Shows how accuracy and loss evolve during training

and is updated every iteration.

• Weight & Gradient Histograms: Shows the histograms of the weights and gra-

dients for every layer and is updated at every validation step. When the session is

finished, a GIF is saved showing this plot at every validation step.

• GradCAM: Plots the gradient-weighted class activation mapping (GradCAM)

map [216, 217]. This can be particularly useful in complex image datasets such

as CIFAR-10 or CIFAR-100 to explain which parts of a certain image are being

focused on by a large class CNN to make its decisions.

• Weight & Gradient Heatmaps: At the end of the session heatmaps are generated

for each validation step, as well as a kernel density estimation (KDE) plot of
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weight/gradient vs validation step. In the current version of the framework it is

required that the weights/gradients are saved to allow for these plots, which can

generate large files.

Figure 3.14 shows examples of the available plots in this framework.

(a) (b)

(c) (d)

3.2.3.2 Weight Range Rescaling

In respects to the Weight Range it can be set as a Fixed Range to mimic the RRAM

limited conductance range or it can be set as a Dynamic range that changes in every

iteration. An in-depth explanation of the mechanisms of the dynamic weight range

rescaling can be found in section 5.7.
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Figure 3.14: Examples of the plots available in the simulation framework. (a) shows the Train-
ing Progress Plot, (b) the Weight & Gradient Histograms, (c) the Test Images to be analysed by
GradCAM, (d) GradCAM, (e) Weight Heatmap of the final layer of a CNN and (f) its respective
Weight vs Validation step KDE.

In the case of using a Fixed Range, the weight range limits for each NN layer must be

specified in the ”Fixed Limits” Edit field. Each scalar value that is written in this edit

field will define a range as being the minimum of the negative weights crossbar and the

maximum of the positive weights crossbar (e.g. inputting a value of 0.2 for one layer

will define the limits as [-0.2, 0] for the negative crossbar and [0, 0.2] for the positive

crossbar).

3.3 Summary

In this chapter, a simulation framework named FlexiNNSim was designed and writ-

ten from the ground up using MATLAB programming language, with the support of

its various toolboxes to be able to handle both the data analysis to determine RRAM

non-idealities (Discretization, C2C and D2D) based on experimental electrical char-

acterization data, as well as the application of those non-idealities in a neuromorphic

simulation environment.
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The main focus of this framework is on flexibility and accessibility of testing. As

such, all of the framework’s functionalities are accessible through a GUI that allows

easy manipulation of both the way RRAM data is analysed (according to the desired

programming methodology) as well as NN topology and hyperparameter settings. This

framework constitutes the basis that allows for the development of the contents dis-

played in the following chapters.



Chapter 4

Impact of RRAM non-idealities on

inference

The emergence of oxide based RRAM devices as prospective candidates for integra-

tion as synapses in large scale NNs due to its MLC capability, low energy consumption

and CMOS-compatible 3D integration potential [218] has been a hot topic lately. How-

ever, noise and variability caused by the stochasticity of defect movements in the oxide

layers and its impact on the overall NN inference accuracy remains a major concern

[219].

In this chapter, the focus will be on the impact of read noises, as well as programming

variability on the inference process of feedforward NNs. Two different devices based

on distinct switching mechanisms: filamentary (Ta2O5) and nonfilamentary (aVMCO)

are tested and compared between them. In terms of non-idealities, the focus will be

136
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on the effects of read noises (with special emphasis on RTN), as well as programming

induced variability (PIV) on the accuracy of a trained NN during inference.

4.1 Impact of RTN

As previously mentioned in section 1.1.4.5, RTN is a form of read noise uniquely

characterized by the fluctuation between two distinct current states, caused by trap-

ping/detrapping of defects.

As RRAM devices are scaled down below 10nm [56], the impact of singular defects

on the read current can become significant [220] leading to memory window reduction

and read errors.

This section will focus on the quantitative description of RTN fluctuations for both

CF (Ta2O5) and NCF (aVMCO) RRAM devices and its comparative analysis on the

impact of RTN on the accuracy of the inference process of a feedforward NN [104].
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Figure 4.1: Examples of RTN signals captured in (a) Ta2O5 and (b) a-VMCO devices.

As shown in Figure 4.1, the maximum relative RTN amplitude (∆I/Iread) can be as

high as ≈ 300% in the Ta2O5 device, but only ≈ 10% in the NCF aVMCO device.
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Figure 4.2: Lognormal distributions of the relative RTN amplitude (RTN amplitude/I) of 8
distinct resistance levels for the (a) Ta2O5 and (b) aVMCO devices.

Taking the CDF distributions measured at 8 different resistance levels show that the

RTN amplitude follows lognormal distributions in both devices [221], as shown in Fig-

ure 4.2. Besides the higher RTN amplitude, the CF device also presents increased spread

in its CDF, ranging anywhere between 0.1% to 300%, compared to its NCF counterpart,

varying only between 1% to 10%.
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Figure 4.3: Occurrence rate of RTN signals at 8 distinct resistance levels in the (a) Ta2O5 and
(b) aVMCO devices. (c - d) Extracted parameters from the lognormal distributions at 8 levels
for Ta2O5 and aVMCO devices respectively.
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In both devices, the occurrence rate of RTN increases linearly with resistance, never-

theless, the occurrence of RTN in the Ta2O5 device is much more pronounced than in

aVMCO, as shown in Figure 4.3a & b.

The significant difference in RTN amplitude distribution and occurrence rates can be

attributed to the different dynamics responsible for switching in both devices. While

the CF Ta2O5 resistance switching is caused by the formation/rupture of a conductive

filament, the NCF aVMCO operates through an areal modulation switching mechanism

(section 1.1.3.1).

In the case of the Ta2O5, at HRS, there are only a few critical defects in the constric-

tion of the CF responsible for current conduction, and as such, trapping/detrapping of

these critical defects lead to large RTN amplitudes that increase with resistance [222].

In the NCF aVMCO however, switching by the uniform modulation of the defect

profile limits the contribution of singular defects in the overall conduction, which in

turn leads to reduced RTN amplitude and occurrence rate.

The PDF and CDF of a lognormal distribution are described as:

y = f (x|µ,σ) =
1

xσ
√

2π
e
−(lnx−µ)2

2σ2 [223] (4.1)

p = F (x|µ,σ) =
1

σ
√

2π

∫ x

0

e
−(ln t−µ)2

2σ2

t
dt [223] (4.2)

respectively. The mean (µ) and standard deviation (σ ) are extracted from 8 resistance

levels and displayed in Figures 4.3c & d.
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Figure 4.4: CDF of RTN time constants (a) in Ta2O5 and (b) aVMCO devices.

The RTN time constants are extracted using a Hidden Markov Model (HMM) for

both devices and are shown in Figure 4.4. Both devices exhibit similar distributions

in regards to their time constants, and for the purpose of a comparative analysis, we

consider that the impact of time constant is equivalent for both CF and NCF devices.

To carry out the comparative simulation of RTN in an inference NN between the two

devices, the testing procedure is divided into three steps:

1. NN is trained using a minibatch SGD algorithm. A single hidden layer MLP

with a topology of 784x30x10 and sigmoid activations is used as the standard

benchmark in this work as shown in Figure 4.5a. This NN is firstly trained in an

ideal manner without the involvement of RRAM non-idealities, which typically

wields a satisfactory accuracy of ≈ 95% [177, 224, 225].

2. RTN induced disturbance based on the RTN amplitude lognormal distribution

parameters and the occurrence rate is generated for each synapse and applied

accordingly. The parameters µ , σ and the occurrence rate are linearly fitted and

interpolated for the normalized weight values (Figure 4.3).



Chapter 4 Impact of RRAM non-idealities on inference 141

3. An accuracy comparison is established between the well trained software bench-

mark and the RTN disturbed NNs for both devices.

It should be noted that the weights in this simulation can be both positive and negative.

To implement this feature in a hardware synaptic array, two separate RRAM crossbars

are required, one for positive and one for negative weights (see section 1.3.1.4).

(a) (b)

(c) (d)

Figure 4.5: (a) Topology of the used pattern recognition NN. (b) Visualization of weights:
(1) directly after training; (2) with CF RTN disturbance; (3) with NCF RTN disturbance; (4-
5) their differences to case (1) respectively. (c) Statistical accuracy in 50 training-disturbance
procedures. (d) Accuracy comparison of NN with different number of neurons in the hidden
layer.
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The change in weights caused by RTN disturbance procedure can be visualized in

Figure 4.5b, in which the weights are shown in (1) without disturbance, (2) after the CF

disturbance, and (3) after the NCF disturbance. The weight differences (∆Weight) to

case (1) are shown in (4) for CF and (5) for NCF.

To obtain a statistically reliable result, the training-disturbance procedure is repeated

50 times for both CF and NCF devices, and the accuracy after disturbance is shown

in Figure 4.5c. After the CF RTN disturbance, the average accuracy drops to ≈ 75%

with a wide repeatability distribution, having its lowest accuracy below ≈ 50%, while

after the NCF disturbance, the accuracy only drops negligibly to ≈ 94%, with similar

repeatability to the inference without disturbance. This proves that the NCF RRAM has

a significant advantage for synaptic application when compared to the conventional CF

devices, due to its small RTN amplitudes and low occurrence rate.

Furthermore, as shown in Figure 4.5d, the NN with NCF devices is able to maintain a

high accuracy of ≈ 90% when reducing the number of hidden nodes to only 10, whilst

the accuracy with CF devices drops sharply with reduced hidden layer size. This shows

that NNs built with NCF devices are much more resilient to RTN and can achieve higher

accuracy while using less neurons and synapses than in the CF case.

One concern is that the impact of RTN may diminish in neurons with large fan-in,

as the averaging effects of independent variation sources scales following the 1√
N

rule.

To examine this possibility, the impact of RTN using different input layer sizes (and

therefore different neuron fan-in) is studied. As shown in Figure 4.6a-c, the input layer

is resized from the standard 28x28 pixels (784 input neurons), to a downsized 14x14

scale (196 input neurons) and an upscaled image of 56x56 pixels (3136 input neurons).
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Figure 4.6: Pattern recognition accuracy with MNIST images of different resolutions. (a - c) Ex-
ample of the rescaled MNIST image with (a) downscaled 14x14 pixels, (b) original 28x28 pixels
and (c) upscaled 56x56 pixels. (d) Effect of RTN disturbance on the different input layer scaled
NNs. (e - f) log-log plot of relative error rate (Accuracywell−trained−AccuracyCF or NCF−RTN)
against square root of the neurons in the input layer (N). The straight dash lines are guides for
the 1√

N
scaling rule.

Figure 4.6d-f illustrates the influence of RTN while varying the size of the input layer

in our neural network. As expected, increasing the number of input nodes generally

leads to improvements in accuracy and lower error rates. However, it’s worth noting that

these improvements are not strictly following the 1√
N

rule, where N represents the num-

ber of input nodes. Instead, we observe only slight improvements with the expansion of

the input layer. This deviation from the expected rule can be attributed to the nuanced

roles that different neurons play within the neural network. While some synapses may

serve redundant functions in the network, others are more critical in pattern recognition

tasks. The weight fluctuations in these critical synapses can have a more pronounced

impact on the overall accuracy compared to less critical ones, thereby weakening the
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averaging effects of increased neuron count. One noteworthy observation is that RTN

continues to be a significant factor even in larger neural networks. This finding chal-

lenges the assumption that the impact of RTN diminishes in neurons with large fan-in,

as predicted by the 1√
N

rule. Instead, our results suggest that the complex interplay of

neuron roles and the nature of RTN make the relationship between neuron count and

performance more intricate than previously anticipated. Consequently, addressing RTN

remains an important consideration in the design and optimization of neural networks,

especially in cases where specific neurons play pivotal roles in the network’s function.

4.2 Impact of other read noises

Besides the impact of RTN discussed in the previous section, there is also the concern

of other forms of read noise that can impact inference performance, such as thermal

noise [96] and 1/fα [97, 98].

This section is dedicated to investigating the impact of other read noises (ORN) be-

sides RTN on the accuracy of a feedforward inference neural network. It is important to

note that RTN and ORN are often intertwined within the same signal, which can make

it challenging to distinguish their effects. To address this challenge and gain a deeper

understanding of their individual impacts, it is necessary to decouple these two forms

of noise into separate signals.

In particular, random telegraph noise (RTN) exhibits distinctive time constants asso-

ciated with its behavior. RTN is typically induced by electron trapping and detrapping

processes, which require overcoming energy barriers between the electrode’s Fermi
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Figure 4.7: (a) read signals shorter than 100µs. (b) read signals between 10ms and 10s, captured
in a CF device.

level and defects within the material[226, 227]. These processes occur on a relatively

slow timescale, typically longer than 100µs (Figure 4.4 [104]).

To separate RTN from other read noises, such as ORN, it is crucial to capture signals

on a timescale that is significantly faster than the RTN capture and emission constants.

Figure 4.7 provides a visual representation of this concept by programming a CF de-

vice at 4 different conductance levels and probing its read signals at 0.1V in different

timescales. Figure 4.7a shows a reduced timescale of 20ns to 80µs (captured with

Keysight B1530A WGFMU), where we observe no visible RTN signals, while ORN

signals become more apparent. However, when using the Keysight B1500A SMUs,

the read signal timescale is extended between 10ms and 10s, RTN becomes prevalent

(Figure 4.7b).

This observation is not only important for distinguishing between RTN and ORN but

also has practical implications. It demonstrates that by capturing signals on a faster
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timescale, it becomes possible to minimize the effects of RTN on PIV. When program-

ming the device using read signals in the same timescale as ORN, we can effectively

isolate the influence of ORN on programming variability. This decoupling is essential

for a more accurate assessment of the impact of each noise source on the performance

of our feedforward inference neural network.

It should be noted that even though this is an effective method towards decoupling

RTN from ORN, further decoupling ORN into other separate forms is much more com-

plex, and as such, in the scope of this work, these other forms of read noise (1/fα ,

thermal) will simply be designated as ORN.
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Figure 4.8: Comparison of the read variability induced by RTN and other read noises captured
in a CF device.

Figure 4.8 compares the magnitude (|∆G/G|) of a RTN and ORN signal taken at

similar conductance levels in a CF device.
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While RTN can be typically described by a lognormal distribution, Weibull better fits

the ORN data in CF devices. Most importantly, when comparing the magnitude of both

distributions (Figure 4.8c), ORN is generally one order of magnitude lower than RTN.

In terms of occurrence rate however, we consider that ORN is an ever present source

of read noise, in practical terms, being impossible to fully remove from any of the

measurements taken, and as such, we consider that the occurrence rate for ORN is

100%.

C F N C F C F N C F
0

5

1 0

1 5

2 0

Ac
cu

rac
y L

os
s (

%) O R N R T N

Figure 4.9: Pattern recognition accuracy loss comparison between ORN (blue) and RTN (red)
in both CF and NCF devices.

With the previous considerations in mind, the impact of ORN is simulated in infer-

ence and its comparison with the RTN from the previous section is displayed in Figure

4.9. The very low magnitude of ORN (≈ 10−3) makes its impact in inference negligible,

being that the accuracy loss induced by this form of noise is typically lower than 1%,

whereas with RTN, the accuracy loss can range from having a low impact with NCF

devices (1% to 5%) to a significant degradation in CF devices (up to 20%).
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In summary, the separation of RTN from other read noises on a faster timescale is not

only a crucial step for understanding their individual impacts but also provides valuable

insights into mitigating PIV when using read signals in the same timescale as ORN

during device programming.

4.3 Impact of programming variability on inference

Programming induced variability (PIV) in RRAM can be seen as the type of vari-

ability that originates from deviations of a pre-set target conductance level at each pro-

gramming stage. PIV originates from the stochastic ionic defect movement during the

program operation, which could be affected by different physical switching mechanisms

and programming schemes.

It has already been reported that under carefully controlled operation conditions, neg-

ligible difference in resistive switching variability is seen between C2C and D2D vari-

ability, indicating the intrinsic nature of RRAM variability [228] and as such, in this

section, the broader category of PIV is used to test the impact of variability under dif-

ferent programming schemes and device types in inference.

The linearity of synaptic weight updates driven by device conductance change due to

consecutive input pulses is a critical parameter of synaptic devices. The conventional

programming scheme (section 2.5.1) consists of a train of identical square pulses. Under

this scheme, the device’s conductance changes dramatically during the initial few pulses

and becomes saturated as the number of pulses increase, causing large non-linearity

[92].
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Figure 4.10: Demonstration of the saturation of the aVMCO NR at different voltage amplitudes.
The dotted line represents the expected LR when using the staged weight update scheme.

On the other hand, it has been discovered that the shape of the exponential-like NR is

dependent on the pulse amplitude and width. When the device is gradually programmed

into the saturation region, changing to a stronger pulse condition could speed up the

conductance change and alter the saturation conductance level as illustrated in Figure

4.10.
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Figure 4.11: Typical examples of Natural (red) and Linear (blue) responses captured in (a) a
Ta2O5 and (b) aVMCO devices. In Ta2O5, only RESET is represented, while in the aVMCO
device, both SET and RESET are represented.
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Figure 4.11 shows how the linearity improvement on the gradual conductance pro-

gramming reference curves when using the staged programming scheme introduced in

section 2.5.2 with the conditions from table 2.3. It should be noted that at this stage

the SET programming step in the CF Ta2O5 device is only possible using DC program-

ming conditions with CC to avoid hard device breakdown, as is the case for typical CF

devices (section 1.1.3.3), and as such, only the RESET gradual programming is shown.

For the NCF aVMCO device, however, due to its self-compliant nature [37, 41], gradual

programming is possible for both SET and RESET.

Besides the linearization of programming response, a different methodology to seek

improvement in RRAM programming instability is that of adaptive program algorithms

[183, 229]. Specifically write-verify (W-V) methods are often regarded as an efficient,

although slower programming method that involves more complex circuitry [183, 230],

to tackle programming variability for inference applications. Nonetheless it has already

been reported that at least for binary conductance states (HRS and LRS), W-V methods

cannot fully resolve programming instabilities in OxRAM [229].

Here we implement a W-V method were the current is read after each programming

step and a target current is set. Once the read programmed current is higher/lower

when programming with the SET/RESET steps respectively, programming stops. On

the other hand, programming without the Figure 4.12 illustrates the used W-V method.

Figure 4.13 shows a demonstration on how an aVMCO device programmed with

the NR with W-V can still deviate from the desired current value due to non-linearity

(Figure 4.13a) and PIV (Figure 4.13b).
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Figure 4.12: Schematic of the implemented write-verify methodology.
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Figure 4.13: (a) demonstration of programming to a high target current in the SET process of
aVMCO NR, the inset shows the small discrepancy between the target current and the actual
programmed current value. (b) current achieved during the initial 20 programming attempts at
both high (1µA) and low (0.3µA) currents. Large PIV still exists at low target current.

In this section, the concepts of PIV, NR, LR and W-V have been introduced. We aim

to discuss the impact of these concepts in the inference process of a pattern recognition

NN based on synaptic RRAM. Using the same programming methods, CF and NCF

devices could also exhibit different PIV due to their inherent differences in switching.
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For a systematic evaluation, the PIV will be quantified and simulated in inference for

both CF and NCF devices in the following 4 cases: (1) NR without W-V, (2) LR without

W-V, (3) NR with W-V and (4) LR with W-V.
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Figure 4.14: (a) Demonstration of the Weibull distributions for the 4 programming cases in a
CF device. (b - c) Weibull parameters (b) α and (c) β across the normalized weight range. (d)
NN accuracy loss caused by the CF variabilities in the 4 programming cases.

The PIV of the CF device taken from 100 gradual RESET program cycles follows

Weibull distribution for all 4 programming cases and is shown in Figure 4.14a. The

Weibull PDF and CDF can be described respectively as:

y = f (x|α,β ) =


β

α

( x
α

)β−1 e−(
x
α )

β

,x≥ 0

0 ,x < 0

[231] (4.3)
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p = F (x|α,β ) =


1− e−(

x
α )

β

,x≥ 0

0 ,x < 0

[231] (4.4)

The Weibull scale (α) and shape (β ) parameters that describe equations 4.3 & 4.4 can

be taken across the whole normalized weight range and are shown in Figures 4.14b&c.

Furthermore, the Weibull parameters across the normalized weight range can be de-

scribed by a 1st degree tilted Gaussian model:

y = ae−(
x−b

c )
2

+dx+ e, (4.5)

where a,b and c are the height, position of the peak and width of the gaussian shape

respectively, while d and e describe the tilt.

It can be noted that the NR without W-V, (case (1)), shows the worst PIV, which

can be explained by the non-existence of any operational scheme to improve perfor-

mance. After using the staged programming scheme or W-V method, PIV is obviously

improved. The best PIV is achieved when using a combination of staged programming

and W-V schemes (case (4)). These variability parameters are fitted by equation 4.5 and

are superimposed onto a trained NN in a similar manner to the methodology used in

sections 4.1 & 4.2.

In order to collect statistically significant data, the NN is trained and disturbed with

PIV for 100 times. This process is repeated using the PIV of the four aforemen-

tioned programming cases in the CF device. The NN accuracy loss, described by:
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Accuracywell−trained−Accuracydisturbed for the NN with the CF device is shown in Fig-

ure 4.14d. It is noticeable that the NR without W-V in the CF device results in a sig-

nificant mean accuracy loss of ≈ 24%, as well as a broad distribution of accuracy loss

values. Linearizing the programming response (case (2)) results in limited improve-

ments, with a mean accuracy loss of ≈ 11% and using a W-V with the NR (case (3))

further improves the inference accuracy loss to≈ 3%. The best accuracy, in accordance

to the PIV parameters, results from combining LR and W-V, which is able to bring down

the accuracy loss to values lower than 1%.

It should be noted that analog switching in the Ta2O5 device is only possible in the

RESET process due to its filamentary nature. Such unipolarity greatly limits the flex-

ibility in synaptic application, not only in training, but also in the types of adaptive

algorithms that can be used for inference. On the other hand, NCF devices as aVMCO

allows analog switching in both SET and RESET operations and shows exponential

NR in both polarities (Figure 4.11b). Therefore, analysis of the PIV of the NCF de-

vice under the aforementioned different programming cases in both polarities will be

meaningful.

In order to make a reasonable comparison between the CF Ta2O5 and NCF aVMCO

devices, firstly, only the PIV in the RESET polarity will be analyzed and shown in

Figure 4.15.

As with the CF device, the NCF PIV variability also follows Weibull distribution in

all 4 programming cases (Figure 4.15a). Also, similarly to the CF device, improvements

in PIV are found when using one of the mentioned programming schemes and the best

results are obtained when combining both LR and W-V (case (4)).
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Figure 4.15: (a) Demonstration of the Weibull distributions for the 4 programming cases in a
NCF device. (b - c) Weibull parameters (b) α and (c) β across the normalized weight range.
(d) NN accuracy loss caused by the NCF variabilities in the 4 programming cases. (e) Mean
accuracy loss comparison between the CF and NCF devices.

Those are, however, the extent of the similarities between the two devices. It is no-

ticeable that ∆G
G is generally one order lower in the aVMCO, compared to the Ta2O5

device. One other contrast to the CF case is that PIV with LR without W-V (case (2))

is superior to the case where the NR is done with W-V (case(3)). This can be explained

by two factors: the superior improvements that the staged programming can apply to

the conductance curve in the NCF device compared to the more limited linearization in

the CF device and the large gap in the CF NR conductance curve that the W-V method

is unable to mitigate. The prospect of improved PIV without resorting to W-V is not

only interesting in terms of less complex circuitry for inference, but also as a solution

for training algorithms which will be explored in the following chapter.
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The impact of the mentioned PIV also translates into improved accuracy of the NCF

device (Figure 4.15d). Even in the worst case scenario (case (1)), the NCF impact in

inference results in a mean accuracy loss of ≈ 2.5%, using the LR with or without W-V

results in negligible mean accuracy loss in inference (less than 1%).
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Figure 4.16: (a - b) Weibull parameters of the PIV variability programmed with SET and RE-
SET for the NCF device. (c) Accuracy loss comparison between the PIV programmed with SET
and RESET.

In addition, the bipolar analog switching is an advantage of the NCF devices. The

PIV comparison of the SET and RESET polarities both using the LR with W-V (case

(4)) is shown in Figures 4.16a&b, revealing that programming with the SET polarity

has further improved in PIV and consequently in the accuracy loss shown in Figure

4.16c. These improvements can be explained by the even higher degree of linearization

that is able to be achieved during the analog SET process of the NCF device opposed to
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the RESET process that still suffers from small nonlinearities, particularly at the region

close to LRS.

Figure 4.17: Comparison of accuracy loss caused by PIV. Non-filamentary programmed with
a combination of weight-updating and write-verify scheme in the set polarity lead to the best
accuracy loss.

In summary, the accuracy loss induced by different devices, i.e. CF and NCF, and by

different operation modes, i.e. case (1) - (4), in different programming polarities, i.e.

RESET and SET are comprehensively compared in Figure 4.17. Here it is possible to

conclude that:

• The NCF device shows reduced variability than the CF counterpart, which is re-

flected in the NN accuracy.
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• The combination of staged programming and W-V schemes always lead to the

best result, leading to acceptable accuracy loss below 1% for the CF device.

• Using a LR without W-V in the NCF device is sufficient for reducing the NN

accuracy loss to values below 1%.

• The SET polarity of the NCF device leads to further improvements when com-

pared to RESET due to improved linearity of this polarity.

4.4 Summary

In this chapter, the use case of two different RRAM devices: aVMCO and Ta2O5,

which are based on NCF and CF switching mechanisms respectively, in a neuromorphic

setting for inference is analysed, particularly focusing on read noises and PIV.

Regarding the read noise, it was possible to distinguish it into two separate categories:

RTN and ORN, by manipulating the sampling rate of the applied read signals above or

below the known device RTN time constants. Collection of statistical relevant exper-

imental results allowed the development of read noise disturbance models that were

posteriorly applied on trained synaptic arrays to simulate its impact on inference accu-

racy. RTN is revealed to play the major contribution in read noise, while the impact of

ORN seems to be negligible. Furthermore, due to its intrinsic switching mechanism,

the aVMCO device shows smaller RTN amplitude, tighter RTN distributions and lower

RTN occurrence rate compared to the Ta2O5 filamentary device. This results in a neg-

ligible impact of read noise in the NCF device and therefore better applicability of this

type of device for inference.
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Statistical measurements of PIV reveals that this variability source can be modelled

by Weibull distributions and it was possible to create a model that describes the Weibull

parameters across the normalized weight range. NN simulations of different models

of variability based on different RRAM programming methods (weight update scheme,

W-V schemes and programming polarity) on both devices reveal that: (1) the NCF

device shows an overall much lower PIV than the CF device, (2) using a W-V scheme

with the NR in the CF device still wields worse results than the NR in the NCF device

without W-V, meaning that (3) to guarantee the best results, a combination of LR and

W-V is required. Finally, (4) the flexibility in programming polarity of the NCF device

allows for further reducing PIV in this device by switching to the more linear SET

programming polarity.



Chapter 5

Impact of RRAM non-idealities on

training

In the previous chapter, the importance of neuromorphic circuits using RRAM was

highlighted for NN inference and the impact of different types of noise and variability

on inference accuracy was evaluated.

Another, more challenging but interesting prospect is that of using synaptic RRAM

in the training process of BP based NNs. However, the large non-idealities such as

the nonlinearity, asymmetry and C2C variability during analog SET and RESET pro-

gramming in RRAM devices, due to the stochastic nature of the ionic movements in-

volved in resistive switching, remain a major issue that hinders its practical applications

[102, 104, 232].

CF based RRAMs suffer the most severe variability and nonlinearity, as a single

ionic movement event in the critical constriction region of the filament can lead to large

160
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changes in its conductance state [102, 104, 232]. On the other hand, significant im-

provement has been observed in NCF or multi-filamentary RRAMs by reducing the

effect of singular defects in the switching layer, but considerable non-idealities still

exist [37, 89].

The ISPP scheme with W-V can improve the linearity and variability to a limited ex-

tent but the drawbacks of implementation, particularly in terms of latency, can become

prohibitive for training [74].

Different simulation methods, such as in NeuroSim [94] and CrossSim [233], have

been developed to estimate the impact of device non-idealities on the training accuracy.

However, detailed evaluation on the impact of individual types of non-idealities within

the training process is still difficult due to the limited accessibility and flexibility of

these platforms. For example, details are missing on how the synaptic weights in the

array are affected during training by individual non-idealities and their combinations,

making it difficult to identify the root cause of training accuracy degradation. Also the

effects of large conductance stepping (GS) and its position in the normalized conduc-

tance range have not yet been evaluated separately from the effects of non-linearity and

C2C variability.

In this chapter, to better understand the origin of the impact of different non-ideality

mechanisms in analog NN applications, GS and C2C variability of the NCF aVMCO

RRAM device are experimentally extracted and characterized in the SET and RESET

processes, using the standard NR and the LR obtained through staged weight program-

ming. The evolution of weight distribution in the synaptic array during training are
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simulated using the custom developed simulator, so that the detailed origin of the im-

pact of different non-idealities and their combinations in various programming schemes

can be evaluated independently, including SET-only, RESET-only, and two different

practical combinations of SET and RESET.

5.1 Natural response and Non-idealities

This chapter emphasizes the testing of the NCF aVMCO device which is based in the

conductance modulation by the vertical distribution of oxygen vacancies in the switch-

ing TiO2 layer near its interface with the a-Si layer (Figure 5.1a) [76]. The width of

this defect-less region becomes larger at higher positive bias, resulting in the analog

modulation of multiple conductance levels (Figure 5.1b). Since most of the individual

defect movements are averaged out in the switching of multiple defects, it has a much

smaller variability in comparison with the CF RRAMs [228].

Here, GS is defined as the gaps in conductance that are present between each pro-

gramming pulse and C2C variability as the deviations of conductance from a reference

conductance curve, between different cycles, as illustrated in Figure 5.1c.

Despite sharing a strong to the most commonly referenced in literature, nonlinearity

(section 1.1.4.3) reliability metric, GS differs from nonlinearity in the sense that most

cases of nonlinearity are tested using a modelled fit to the data. However, it has been

noted that even very small residuals between the fitted model and actual conductance

data in the regions with the highest gaps can have a dramatic impact in simulation

results. As such, GS adopts the approach of a piecewise linear interpolation that allows
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Figure 5.1: (a) Illustration of the non-filamentary switching mechanism in the a-VMCO
RRAM. (b) DC I-V characteristics at different RESET voltages. (c) Illustration of the large
conductance stepping (GS) caused by initial pulses, and the large C2C variability (in shade), in
both linear and natural SET processes. (d) Typical natural programming with 100 cycles (grey)
and its mean (red).

for direct quantification of each gap in the reference conductance curve and its direct

impact in training, while allowing for the effects of C2C variability to be analysed both

together with GS and separately.

Figure 5.1d shows the data of the aVMCO NR after 100 analog SET/RESET cycles,

and its mean reference curve. Substantial non-idealities, such as the large GS at the

initial SET and RESET pulses and C2C variability can be seen in the NR when pro-

gramming with a train of identical pulses.
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Figure 5.2: Empirical CDF (eCDF) of the GS and C2C induced conductance changes at differ-
ent conductance levels in aVMCO RRAM when programed by identical pulses with the natural
response during (a) SET and (b) RESET.

The eCDF in Figure 5.2 shows that RESET in general suffers from a much higher

degree of non-ideality than the SET, with a very high ∆G and much larger dispersion

observed at high conductance levels. This is associated with the larger GS at the ini-

tial RESET pulses as in Figure 5.1d. On the other hand, the much smaller ∆G and

tighter dispersion at low conductance levels for both SET and RESET suggest that non-

idealities in this device occur predominantly at high conductance where the defect-less

region becomes narrower, and individual defect dispersion have much more significant

impact than at low conductance (Figure 5.1a).

5.2 Impact of non-idealities during SET and RESET

It is not clear, however, how GS and C2C in SET/RESET independently affect the

NN training accuracy. To clarify this issue, three different programming methods are

devised in the simulation.
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Figure 5.3: Illustration of the different programming methods used in this work. (a) Set-only,
(b) Reset-only, (c) Gradient-based. Red arrows represent a SET step and blue arrows represent
a RESET step.

As shown in Figure 5.3, the SET-only and RESET-only methods allow the conduc-

tance only to increase and decrease, respectively. Although the practicality and appli-

cability of these two use cases for on-chip training can be debatable, in this work, it

is used as an ’academic’ study. The programming to an arbitrary level is achieved by

applying a Hard RESET/SET whenever the conductance needs to be changed to the

opposite directions as illustrated by the step from W(2) to W(3) in Figures 5.3a&b.

As a more practical approach in real-world applications, the Gradient-based program-

ming method in Figure 5.3c is also applied, which allows the device to be programmed

in any direction as required by the weight gradient during the BP of NN training, with-

out any Hard SET or RESET.

The MNIST handwritten digit database is used for training with a SGDM algorithm

(Algorithm 2). Out of the total 60,000 images, 85% are used for training and the re-

maining 15% are used for validation. After each mini-batch iteration in training, the
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weights are disturbed with the mean values of GS alone, then C2C without GS and then

GS combined with C2C. A mini-batch size of 128, learning rate = 0.001, momentum =

0.9, validation frequency of 50 iterations and a cost function based on CE loss (equation

1.12). The MNIST input data is shuffled once before each training.

The simulation results using the aVMCO NR are shown in Figure 5.4 trained using

a CNN, in which, each convolution has a filter size of 3x3, followed by a batch nor-

malization layer to standardize the inputs, and a piece-wise linear unit (PLU)[189] that

approximates a tanh function. The outputs of the activations then pass through a 2x2

Max-Pooling function. The final layer is a fully connected (FC) layer with a softmax

activation function. The PLU activation function is used because it is a bounded func-

tion that prevents the exploding gradients problem, unlike the ReLU (Table 1.2), and it

can achieve a NN training accuracy comparable to the tanh function, while being much

easier to implement in hardware [189]. The software benchmark of this simple CNN

topology achieves a satisfactory validation accuracy of 96.8% (Figure 5.4b) [189].

As shown in Figure 5.4c, the C2C variability alone without GS has minimal impact

on the accuracy degradation of the CNN, achieving about 90% accuracy in all three pro-

gram methods. In sharp contrast, GS alone causes significant accuracy drops to about

65% for all programming methods. More surprisingly, when applying both GS and

C2C, the accuracy further decreases to 55% for the SET-only but increases to 94.8%

for the RESET-only, and only drops slightly to 88.4% for the Gradient-based program-

ming method. This indicates that the C2C overcomes the GS’s adverse impact for the

RESET but makes it even worse for SET. This seems to contradict the results in Figures

5.1d&5.2, where RESET exhibits significantly worse GS and ∆G dispersion at high
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Figure 5.4: (a) Topology of the CNN used in simulation. (b) Normalized weight histogram
of the trained final layer of the CNN. (c) Validation accuracy on the MNIST database achieved
using the natural response with different programming methods and non-idealities.

conductance levels than SET. To explain this, we will compare the weight distributions

after training with SET-only and RESET-only to the software benchmark shown in Fig-

ure 5.4b, and how it is associated with the accuracy degradation mechanisms.

Figure 5.5a-c shows the trained normalized weight histograms using the SET-only,

RESET-only and Gradient-based programming with GS alone considered, by using the

custom-built simulation framework. When GS alone is considered, the final trained
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Figure 5.5: Trained normalized weight histograms of the final layer of the CNN with the GS (a
- c), C2C (d - f) and GS combined with C2C (g - i) using the different programming methods
(SET, RESET and Gradient-based). Insets in (d - h) show a zoomed in version on the y-axis of
the histograms.

weights remain very close to their random initialization while showing a clear gap due

to GS in all cases. For SET, the gap is situated between normalized weights 0 and±0.2,

which can be attributed to the GS in the initial SET pulses at low conductance levels

(Figures 5.1d&5.2a), while for RESET, a much larger gap is observable above normal-

ized weights ±0.5, due to the high GS at the initial RESET pulses at high conductance

levels. The gradient-based programming method achieves a weight distribution closer

to the RESET cases.

Despite these differences, Figure 5.4c shows that these different set of weights lead

to similarly bad accuracy with GS alone, suggesting that even though the gap is much
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larger during RESET at higher weight range, as the larger gap during RESET causes

some weights to become stuck at ±1, the availability of low value weights is more

critical in training than the high weights. This is confirmed by comparing with the soft-

ware ideal weight distribution in the absence of non-idealities (Figure 5.4b), where the

weights show a Gaussian distribution centered around normalized weight = 0, evolved

from the initial random distribution.

Furthermore, the impact of C2C variability alone is also studied. Figure 5.5d-f shows

that the weight distribution is completely different from the case of GS-only in Figure

5.5a-c. A similar Gaussian distribution can be obtained for both SET-only and RESET-

only as shown in the insets, albeit both appear tighter than the ideal case due to the larger

number of 0 weights. SET-only has a slightly worse accuracy due to the increased

variability at the low value weights than RESET. Therefore c2C alone has a limited

impact on the training accuracy [82].

On the other hand, as shown in Figure 5.5g-i, when adding C2C variability on top of

GS, the weight histograms show different trends for SET and RESET again. For SET,

since the gradients decrease throughout trainined leading to the convergence of weights

towards 0, the gap of missing weights near 0 caused by GS makes almost all weights

stuck at 0. The lower C2C variability at low conductance levels shown in Figure 5.2a

is not sufficient to help the weights surpass the gap that GS imposes, leading to worse

degradation than GS-only. For RESET, however, the gap caused by GS is at higher

weights, while most of the more important smaller weights are achievable. The larger

C2C variability at high conductance levels also randomly increase the gradients, so that

the weights are unstuck, leading to a Gaussian distribution of weights centered around
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0, which is still effective albeit being narrower than the ideal case. For the gradient-

based programming, however, the effects of both SET and RESET randomly come into

play as the weights need to increase or decrease, leading to a broad distribution caused

by the RESET process, combined with a gap at low value weights caused by the SET

process.

This analysis revealed the different roles played by GS and C2C in SET and RESET

in CNN training. The key difference lies in the availability of lower value weights in

the region close to 0, where most of ideally trained weights in the synaptic array are

located. The GS induces a gap of missing weights in this region during SET and can

predominantly degrade the training accuracy. The larger gap during RESET, however,

is not located in this region and the larger C2C at the gap can help the weights become

unstuck, improving the gradients and hence the training accuracy. Therefore, less device

non-ideality does not necessarily lead to a better NN accuracy, which is predominately

controlled by weight availability in the key region. It can also explain the performance

of Gradient-based program method as being a combination of both the SET and RESET

processes, it has a mixture of weight degradation mechanisms in SET and RESET,

leading to an intermediate NN training accuracy close to RESET-only, as shown in

Figure 5.4c.

5.3 Linear response and Non-idealities

To improve the training accuracy, various linear program schemes, such as the ISPP

with incremental pulse amplitude and/or pulse duration and W-V have been proposed
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to replace the NR with identical pulses [74, 234] and to improve the program linearity

and reduce the C2C variability. The aforementioned simulation method developed for

section 5.2 will be used in this section to analyse the effectiveness of the LR, and to

identify possible ways to further improve the NN training accuracy.

Figure 5.6: (a) Illustration of the staged weight update scheme and (b) the obtained linear like
response, with 100 cycles shown in grey and the mean in blue. (c) eCDF of ∆G and dispersion in
the linear response for SET and (d) for RESET. (e) Validation accuracy on the MNIST database
achieved by the linear response with different programming methods and non-idealities.

A simple staged weight update (see section 2.5.2) is used in this work to reduce the
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nonlinearity and therefore the GS in SET and RESET, during which the pulse amplitude

increments by stages, and is kept constant within each stage to mimic an overall LR,

as illustrated in Figure 5.6a. The achieved LR is shown in Figure 5.6b. As confirmed

in the eCDF in Figures 5.6c&d, ∆G and its dispersion, representing the GS induced by

nonlinearity and the C2C variability, respectively, are both significantly reduced when

compared to those in the NR shown in Figures 5.1d&5.2.

The final weight distributions of the LR with the SET-only, RESET-only and Gradient-

based methods are compared in Figure 5.7, and all have improved against those in the

NR, with smaller weight gaps and smoother Gaussian distributions centered at 0. The

lower magnitude of both GS and C2C in the LR also lead to a less significant weight

convergence towards 0.

This has led to a significant improvement of GS-only training accuracy from the 65%

in the NR to 85% in the LR (Figure 5.6e), proving the effectiveness of the LR in reduc-

ing the GS and hence the missing weight gap in training. On the other hand, C2C-only

introduces a very small accuracy loss of around 1% from the ideal case, which is negli-

gible when compared to the more than 11% accuracy loss for GS-only. The addition of

C2C variability on top of the GS results in an intermediate accuracy between GS-only

and C2C-only for all three program methods, and most noticeably, the SET-only method

no longer causes a very large degradation, in contrast with that in the NR as in Figure

5.4c. This result suggests that the GS during the initial SET pulses becomes smaller

in the LR and has led to a significant improvement to within 5% accuracy achieved by

RESET-only. However, as shown in Figure 5.6b there is still a considerable GS induced

by the initial SET and RESET pulses in the LR even when using a very small program
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Figure 5.7: Trained normalized weight histograms of the final layer of the CNN using the linear
response with the GS (a - c), C2C (d - f) and GS combined with C2C (g - i) using the different
programming methods (SET, RESET and Gradient-based).

pulse amplitude, GS still plays a dominant role in training accuracy loss in comparison

with C2C as shown in Figure 5.6e.

5.4 Selective programming

Based on the analysis made in section 5.3, a different programming method is devel-

oped to further reduce the impact of GS, especially in the low weight range close to 0.

Since the different impacts on NN accuracy in SET and RESET are directly linked to

where the large GS is situated in the weight range: large GS is only observed close to

weight 0 for SET, and it is inly close to weight 1 for RESET, a selective programming
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is introduced to mitigate the adverse effects of GS by combining the other half of the

SET and RESET weight range that has no large GS.
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Figure 5.8: (a) Illustration of the Selective programming method. (b) Summary of the achieved
accuracies of the CNN with different programming methods and weight update schemes. (c)
CE loss throughout training while using the Natural and (d) Linear Programming Response.

As illustrated in Figure 5.8a, the selective programming is based on the idea of always

utilising the 2nd half of the weight range in SET/RESET to avoid the large GS caused by

the initial pulses in their first halves. This can be achieved by allowing the device to be

programmed using continuous SET/RESET pulses similar to the gradient-based method

at W(1)-W(2) and W(3)-W(4) where the weight is changing in the same direction as

in the 2nd half of SET and RESET, respectively. When the weight needs to change

towards the opposite target weight direction in their 2nd half, for example, at W(4)-W(5)

and W(6)-W(7), a Hard SET/RESET is applied first and then followed by a gradual

RESET/SET program, respectively, to ensure the 2nd half of program response is always
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used without large GS. Furthermore, this programming scheme is independent of the

staged weight update scheme and can be used in conjunction with both the NR and LR.

The detailed training results for all of the previously described program methods and

responses (from sections 5.2 - 5.4) are shown in Figure 5.8b. Based on the evolution of

the CE loss throughout training, as shown in Figures 5.8c&d, a significant improvement

can be observed when switching from the NR to the LR, particularly on the SET-only

and Gradient-based programming methods. Moreover, the introduction of the selective

programming allows for the CE loss to be reduced to the minimum level for both the

NR and LR. The best training accuracy of 95% can be achieved using either the NR or

LR showing that even for highly non-linear devices with large GS at the initial pulses,

this is an effective programming strategy for mitigating device non-idealities, at the cost

of an increase in power and latency in the iterations with the hard SET/RESET.

5.5 Impact of NN topology

A CNN model has been used so far to illustrate the impact of RRAM non-idealities.

Although CNNs are commonly used for pattern recognition, its weight mapping on

RRAM devices is usually more challenging than in FC MLPs [105, 202].

The impact of different NN topologies is evaluated in this section, including two dif-

ferent MLP topologies for MNIST classification. One MLP consists of one hidden layer

(1L-MLP) with a 784x30x10 topology, and the other is a three hidden layer MLP (3L-

MLP) with a 784x400x200x100x10 topology. The activation functions of the MLPs

are the PLU, and the final layer has a softmax activation function, the same as in the
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CNN. The validation accuracy for the software benchmarks are 91.6% and 95.5% for

the 1L-MLP and the 3L-MLP respectively.

Figure 5.9: Comparison of different NN topologies. (a) Number of weights required for each
topology. (b) Accuracy achieved with different topologies on the Natural and Linear Response.

The 1L-MLP has the comparable number of required weights to the CNN, as shown

in Figure 5.9a. The 3L-MLP has the comparable software benchmark accuracy to the

CNN, but the number of synaptic weights need to increase dramatically, highlighting

the benefits of the CNN. Figure 5.9b shows the achieved accuracy on the three different

topologies using the NR and LR and the Gradient-based and Selective programming

methods. For the Selective programming, a 5% increment in accuracy is observable

between the different topologies (1L-MLP < 3L-MLP < CNN) for both the NR and

LR, while the Gradient-based programming produces a lower accuracy in all cases in

comparison with the Selective method.

The maximum accuracy achieved by the Selective method is at 95%, which is very

close to the software benchmark ideal value of 96.8% that does not take any non-

idealities into account. Most remarkably, the Selective method can achieve an accuracy
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of 90% even with the simplest 1L-MLP and the simplest NR achieved with identical

pulses, which has the worst non-idealities, demonstrating its potential applications in

practical analog NN. Therefore, the Selective programming scheme can significantly

improve the accuracy of analog NN by avoiding the large GS in the key weight range

and mitigating this critical issue.

5.6 Impact of Learning Rate

As was shown in sections 5.2 & 5.3, GS is shown to be the type of non-ideality that

assumes the most impact during training. Since GS is related to the size of the step

between pulses in the device conductance curve, a direct parallel can be drawn to a NN

hyperparameter: the learning rate.

The learning rate can be seen as the scalar value that controls the magnitude and

proportionality of the gradients in a gradient descent algorithm (see section 1.2.1.4). In

other words, the learning rate controls the size of the step (in the software perspective)

before applying any device non-idealities, and the GS controls the size of the step (in

the hardware perspective) after applying the device non-idealities.

It is well known that even without involving non-ideal devices, the choice of learning

rate can have a big impact on training of different datasets. Choosing too high of a

learning rate value can lead to training instability, while choosing too low of a value

can lead to slow training that can become stuck in sub-optimal local minima or saddle

points. Figure 5.10 shows the accuracy achieved in the software benchmarks of the

three tested NN topologies. A slight increase in accuracy can be observed each learning
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rate decade up to a optimal learning rate value of 10−1, at which point the accuracy

decreases only slightly for the MLPs, but renders the CNN untrainable. Pushing the

learning rate further to a value of 10 turns all topologies practically untrainable.
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Figure 5.10: Impact of learning rate on the software benchmark accuracies of the three tested
NN topologies.

Adding the GS on top of the learning rate issue, will have the added effect of pushing

the step beyond the weight values predicted by the gradients if the calculated weight

update lands on the areas with high GS.

It is therefore important to analyse the impact that different learning rate values can

have on a NN affected by RRAM non-idealities. Although the maximum achievable

accuracy by the NN could give some insights into this effect (Figure A.1), looking

into the evolution of validation accuracy through 10 epochs of training shows that the

accuracy can display instabilities as training evolves, when adding the non-idealities
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(Figure A.2), which is detrimental in an online training setting. Therefore, the final

accuracy taken at the end of training is a more reliable metric for this effect.
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Figure 5.11: Impact of learning rate on the final accuracy achieved by the CNN model from
Fig. 5.4a after 10 epochs of training, using the Natural Response (a - c), evaluated with the (a)
GS, (b) C2C and (c) GS combined with C2C non-idealities. (d - f) shows the same methodology
using the Linear Response.

Figure 5.11 shows the impact of learning rate on the CNN affected by the different

non-idealities trained using the four programming methods (SET-only, RESET-only,

Gradient-based and Selective) and weight staging responses (NR and LR). As expected

when taking into account the software benchmark results (Figure 5.10), a learning rate

of 1 is too unstable for training the CNN in every combination of non-idealities. How-

ever, for lower values, it is possible to notice some differences in regards to the software

benchmark.
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In the case of disturbing the NN only with GS, the high GS of the NR clashes with

high learning rate values and instabilities in training start to appear at 10−2 particularly

caused by RESET, evidenced in Figure A.2a which is likely caused by the higher GS

in RESET opposed to SET (Figure 5.1d). The lower GS in the LR, however, allows for

the learning rate to be increased to its ideal software benchmark value of 10−1 without

instabilities (Figure A.2b).

When disturbing the NN with C2C, the impact on accuracy is much more restrained

than with GS-only and the effects of increasing the learning rate is very limited in both

NR and LR, shown in Figures 5.11b&e, respectively. This limited impact is most likely

happening due to the fact that the very limited improvements in accuracy observed in

the software benchmark (Figure 5.10) are comparable to the very limited negative con-

tributions of C2C for the NN accuracy. Nevertheless, observing the training evolution

(Figure A.2c) it is possible to notice that at least for the NR, even though there is no clear

trend of accuracy degradation with time, there is more discrepancy at each validation

step when the learning rate is increased.

The impact of learning rate in a NN disturbed with both GS and C2C (Figure 5.11c&f)

agree with the previous conclusions from sections 5.2 - 5.4. Programming using SET-

only when combining GS and C2C is the most impacted by the choice of learning rate,

while RESET-only is able to train well under a low learning rate. Despite the appar-

ently small difference in maximum accuracy that the SET and RESET programmed LR

exhibited in Figures 5.6e&b, the degradation of accuracy occurring using SET-only is

much more evidenced than while using RESET-only (Figure A.2f). This effect is then
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aggravated as the learning rate increases for SET-only, and to a lesser extent RESET-

only. Since the Gradient-based programming is a stochastic combination of SET &

RESET, that is also reflected in an intermediate combination of the two results.

However, one noticeable aspect common to all the different learning rate and weight

staging response cases is that the selective programming is more resilient to instabilities

during training and in general does not suffer from accuracy degradation evolving with

time.

5.7 Dynamic weight range rescaling

One particular issue in neuromorphic systems with synaptic RRAM devices is the

discrepancy between a dynamically scalable weight range in the software training algo-

rithms and the finite conductance range of RRAM devices. Most implementations are

also bounded by the range of the digital interface circuitry at the edge of the crossbars

[2, 130], however, implementations that rely on fully analogue signal propagation are

able to avoid ADC/DAC peripheral circuitry overhead [235] and therefore have their

weight range only limited by the synaptic devices.

Most simulation frameworks, such as NeuroSim [94, 105, 202] or CrossSim [233]

rely on the standard digital approach that needs the weights in each layer to be scaled

to a specific fixed range, each layer’s fixed range becomes one additional NN hyperpa-

rameter that requires careful calibration to achieve the optimal results. As NNs become

more complex with increased hidden layers, choosing this hyperparameter can become
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an issue, especially in an online training setting where there is no prior knowledge of

the incoming data feed.

In this section, we simulate the possibility of dynamically changing the weight range

in accordance to the NN requirements at training time. In the case of mixed-precision

chip in loop systems [236], the scaling factors responsible for controlling the dynamic

weight range in each NN layer could be calculated by the external high-precision com-

pute unit.

Shrink

Expand

Figure 5.12: Illustration of the dynamic weight range rescaling effect on the weight availability
of a typical Natural Response curve. Red ticks show the weights available through SET and blue
ticks show the weights available through RESET.

Since the weight range is rescaled at each iteration, but the conductance range of the

RRAM devices cannot be changed, the dynamically changing scaling factor, in practice,

changes the weight availability that the device is able to provide, shrinking or expanding

the conductance curve depending if the weight range is decreased or increased respec-

tively. Figure 5.12 shows a schematic of how the dynamically changing weight range
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affects a generic RRAM conductance curve (similar to the aVMCO NR) and conse-

quently the GS.
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Figure 5.13: Impact of Dynamic Weight Range rescaling compared to two fixed ranges: [-
0.327; 0.327] & [-1.575, 1.575] on the final validation accuracy of a CNN. Different program-
ming methods (SET, RESET, Gradient and Selective) illustrated on both the aVMCO Natural
Response (a - c) and Linear Response (d - f).

A similar methodology from section 5.6 is applied here to test the impact of using

dynamic versus a fixed range in training. Figure 5.13 shows the final accuracy of our

CNN model (Figure 5.4a) when GS and C2C of the aVMCO device is applied during

training, comparing the performance between training with the dynamic weight range

rescaling and two different fixed ranges: [-0.327; 0.327] and [-1.575; 1.575] [233].

The main noticeable difference between the dynamic range method and the fixed

range counterparts is that training is only possible when using a learning rate of 10−1,
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while with dynamic range, a broad range of learning rate values allows for training with

mixed results. Nevertheless, when using the selective programming combined with the

LR (best case scenario), the best results achieved with the proper choice of learning rate

are: 96.92%, 92.36% and 61.92% for the dynamic range, [-0.327; 0.327] and [-1.575;

1.575] fixed ranges respectively, with correspondent CE losses of: 0.105, 0.578 and

1.682 (Figure B.1). Compiling of these results shows that the dynamic range method

not only is able to provide a better accuracy result in the best case scenarios, but the

significantly lower CE loss in the dynamic can also be taken as an indication of training

stability between iterations that can be observed in Figure B.2.

Additionally, comparing the two fixed range cases shows that accuracies between

72% to 92% are achieved when selecting the [-0.327; 0.327] range, while using the

[-1.575; 1.575] range, all values are below 77%, being that in this range, training with

the Gradient-based programming method is impossible for both NR and LR. The clear

superiority of one fixed range over the other is an indication of the issue of calibration

of this additional NN hyperparameter for training using synaptic devices.

One issue that could rise from the use of dynamic weight range rescaling in detri-

ment of a fixed range is that of increased device endurance requirements. In the hard-

ware implementation, a weight range rescale event could mean that a device that would

maintain its weight value from one iteration to the other could still be required to be

reprogrammed due to the discrepancy in weight between iterations due to the rescaling.

Although we acknowledge this issue, we consider that this effect should be of minor

impact, nevertheless, the true impact of dynamic weight range rescaling on device en-

durance should be examined in future work.
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5.8 Summary

In this chapter, the impact of two different non-idealities of the NCF aVMCO RRAM

device: GS and C2C variability are experimentally extracted and characterized in the

SET and RESET programming polarities using two different staged weight program-

ming options: NR and LR. Using FlexiNNSim, the weight distributions are tracked

during SET, RESET and two different practical implementations of the two (gradient-

based and selective programming). This tracking revealed that the mechanisms behind

accuracy degradation are different depending on its programming polarity, and this is

linked to where the non-idealities are situated in the normalized weight range rather

than simply their magnitude. It was also revealed that the GS non-ideality has a larger

impact on accuracy degradation while C2C variability not only shows a minimal impact

on its own, but when combined with GS, can help improve training in certain scenarios.

Furthermore, the learning rate was established as one of the most affected NN hyper-

parameters by the RRAM non-idealitites, as high learning rates tend to aggravate the

effects of both GS and C2C.

The dynamic weight range rescaling methodology was introduced to challenge the

convention of using fixed weight ranges in RRAM neuromorphic circuits that accom-

modate the device fixed conductance window. This method allows the weight range

boundaries to be rescaled independently between NN layers and training iterations.

Training with fixed weight ranges requires careful calibration of this range for each

individual layer in a deep network, effectively adding an additional NN hyperparameter

to consider. Dynamic weight range rescaling shows that avoiding letting the system
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itself train the weight range not only allows for overall better accuracy, but better com-

patibility with other hyperparameters such as the learning rate.

Finally, based on the previous analysis, the accuracy improvements by the LR is

evaluated and mainly attributed to the overall reduction of GS, and to a lower degree

the C2C variability. A Selective programming approach is proposed as a combination

of SET/RESET programming that has the device GS in mind. Using the Selective

programming not only shows improved compatibility with other parameters such as

the choice of learning rate, but combining this with the LR it was possible to achieve a

state-of-the-art accuracy level of 95.1% in a simple CNN model, and 90% in a simple

1-L MLP using the NR, demonstrating its applicability in a wide range of NN settings.



Chapter 6

Conclusions & future perspectives

6.1 Conclusions

The goal of this work was focused on characterization of RRAM non-idealities and

its effects on the accuracy of neuromorphic circuits for pattern recognition implemented

RRAM synaptic crossbars, investigated through simulation and subsequently originat-

ing strategies for improvement. The impact of these non-idealities are analysed in two

major parts: (1) impact on inference and (2) impact on training. The conclusions taken

for each of these parts are given below:

6.1.1 Conclusions on inference

In Chapter 4, two types of RRAM devices: CF and NCF are characterized in terms

of read noise and PIV.

187
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By manipulating the sampling rate of read signals above or below the known devices

RTN time constants, read signals at different conductance levels were decoupled into

RTN and ORN signals respectively. Based on statistical experimental results taken

from both types of noise, a read noise disturbance model is developed and applied to

the trained synaptic arrays to simulate its impact on NN accuracy. Comparing both

types of read noise reveals that the low amplitude of ORN results in negligible impact

on NN accuracy for both devices. On the other hand, RTN comes in as the major source

of read noise. Furthermore, it is concluded that NCF RRAM devices show smaller

RTN amplitude, tighter RTN distribution, and lower RTN occurrence rate compared

with its CF counterpart. As a result, the NNs with NCF synapses shows that RTN has

a negligible impact in NN accuracy, and even smaller NNs can achieve better accuracy

than larger NNs built with CF devices that rely on synaptic redundancy to counteract

the effects of RTN.

Additionally, PIV was statistically measured at different conductance levels, using

different weight update, W-V schemes and programming polarity, on two distinct de-

vices based on CF and NCF switching. It is revealed that PIV ∆G
G variability can be

modeled by Weibull distributions and in addition, these Weibull parameters across the

normalized weight range can be described by a tilted Gaussian model (equation 4.5).

Based on these models of variability, the impact of PIV programmed with different

conditions is evaluated on the inference accuracy of a trained pattern recognition MLP

with one hidden layer. The simulations reveal that: (1) the NCF device shows an overall

much lower PIV than the CF device, (2) using a W-V scheme with the NR in the CF

device still wields worse results than the NR in the NCF device without W-V, meaning
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that (3) to guarantee the best results, a combination of LR and W-V is required. Finally,

(4) the flexibility in programming polarity of the NCF device allows for further reducing

PIV in this device by switching to the more linear SET programming polarity.

6.1.2 Conclusions on training

In Chapter 5, two RRAM non-idealities: GS and C2C variability, are independently

measured, characterized and their impacts during the training of analog NNs are evalu-

ated on the NCF device. The analysis of weight distribution evolution during training

revealed that GS plays a dominant role in accuracy degradation. On the other hand, C2C

variability not only a minimal impact but can also improve the accuracy upon the GS

in specific use cases. Furthermore, it is revealed that the mechanisms behind accuracy

degradation are different for SET and RESET, and this is directly linked to where the

non-idealities are situated in the conductance range instead of only to its magnitude.

Additionally, a link has been established between the learning rate NN hyperparame-

ter and non-ideal RRAM NNs has higher learning rates tend to aggravate the effects of

GS and C2C.

Moreover, the dynamic weight range rescaling methodology aims to challenge the

convention of matching the fixed RRAM conductance window to a fixed weight range

by allowing the weight range boundaries to be rescaled independently between NN lay-

ers and training iterations. It was shown that fixed weight ranges in training of RRAM

NNs requires careful calibration that is not only dependent on NN topology but also



Chapter 6 Conclusions & future perspectives 190

other NN hyperparameters such as the learning rate, which is entirely avoidable with

dynamic weight range rescaling.

Based on this analysis, the accuracy improvement by the LR is evaluated and linked

mainly to the reduction of GS, and to a lower degree of relevance also the C2C vari-

ability. A Selective programming approach is proposed to further mitigate the GS by

utilizing the 2nd halves of SET or RESET program range. It was not only observed that

the Selective programming method shows improved resilience to limiting factors such

as the choice of learning rate, but with the combination with the LR is able to achieve

a state-of-the-art accuracy level of 95.1% in our simple CNN model, and reaches 90%

in the simplest one hidden layer MLP with the NR, which has the worst non-idealities,

demonstrating its potential in practical analog NN applications.

6.2 Future perspectives

The work presented in this thesis was centered around characterization of individual

RRAM devices and simulation of different strategies for accuracy improvement in NNs

built with RRAM crossbar arrays. Nevertheless, the road from simulation to design

and implementation is still long and challenging. Following is some prospective work

towards neuromorphic implementation:
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6.2.1 Extending the simulation framework

The simulation framework presented in this thesis can be seen as a complement to

other existing frameworks. While most of the other frameworks are more detailed and

complex, they are also very demanding in terms of hardware requirements and have

limited flexibility. The framework built in this thesis is focused on providing flexibility

for the end-user not only in regards to the options available concerning NN topology,

hyperparameter setup, RRAM programming and user-accessible GUI, but also in terms

of hardware requirements for the simulation itself, this however, comes at the cost of

the level of detail provided for the peripheral circuitry.

Nevertheless, the natural progression for this framework would be to forego the sim-

ulation of peripheral circuitry in favour of optimized calculation speed towards the con-

struction of a chip-in-loop system provided the correct interface with the RRAM cross-

bar arrays.

Even though the scope of this work is focused on simulating NN accuracy, further

estimation tools could be built on top the existing simulation framework to estimate

other crossbar parameters such as: device endurance requirements, read/write latency

and power consumption.

Finally, with the required hardware, a comparison should be drawn between this

framework and other existing frameworks relating parameters such as: time per epoch,

CPU/GPU utilization, RAM and VRAM such as that of Figures 1.38 & 1.39.
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6.2.2 Future perspectives for inference

This work analysed the impact of RTN and other forms of read noise as well as PIV

in NN inference accuracy. Models that describe RTN, ORN and PIV were proposed

in this work, however in real-world scenarios, other device issues such as conductance

retention, read disturbances and device yields will come into play. Future work in this

regard should contemplate the noise models we propose as complementary material for

other types of model in order to build a more complete picture of RRAM behaviour

during inference.

We consider that the modelling of Weibull distribution parameters that can be de-

scribed by our tilted Gaussian model, although being a conceptual model at this stage,

can be an important step forward towards the development of a physics based model

that could describe PIV in RRAM devices, which in turn is an important developmental

step for the design stage of RRAM neuromorphic crossbar arrays.

6.2.3 Future perspectives for training

Regarding training, there is still considerable work to be done to transfer concepts

that are proposed not only at the simulation stage, but also between inference based

RRAM synaptic arrays and trainable circuits with RRAM. As described in the previous

subsection, issues such as: retention, device yields and read disturbances may have

added effects, to which training-specific issues such as: read/write latencies, power

consumptions and cycling endurance are added. As with the inference case, the work
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presented here is meant to be used in addition to other models that accurately portray

these additional issues.

Furthermore, we have with the concepts of staged weight update scheme, dynamic

range rescaling and Selective programming, interesting perspectives to mitigate the

problems of GS and C2C variability. However, the design of the crossbar peripheral

circuitry to allow these concepts to take place in real-world scenarios remains a chal-

lenging prospect. Additionally, the real device endurance requirements for Selective

programming and dynamic range rescaling will need to be analysed and discussed in-

depth.
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Impact of learning rate
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Figure A.1: Impact of learning rate on the maximum accuracy achieved by the CNN model
from Fig. 5.4a using the Natural Response (a - c), evaluated with the (a) GS, (b) C2C and (c)
GS combined with C2C non-idealities. (d - f) shows the same methodology using the Linear
Response.
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Figure A.2: Impact of learning rate on validation accuracy during training. Different program-
ming modes (SET, RESET, Gradient-based and Selective) are analysed, as well as the impact of
the Natural vs Linear Response on the different non-idealities: (a - b) GS, (c - d) C2C and (e -
f) GS+C2C.
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Figure B.1: Impact of Dynamic Weight Range rescaling compared to two fixed ranges: [-0.327;
0.327] & [-1.575, 1.575] on the final validation loss of a CNN. Different programming methods
(SET, RESET, Gradient and Selective) illustrated on both the aVMCO Natural Response (a - c)
and Linear Response (d - f).

200



Appendix B Impact of Dynamic Range Rescaling 201

(a)
Natural Response:

Dynamic Range

0
0

20

40

20 100

A
cc

u
ra

cy
 (

%
)

60

Validation Iteration

40

80

10-1

Learning Rate

100

60 10-2

80 10-3

Gradient
Reset
Selective
Set



Appendix B Impact of Dynamic Range Rescaling 202

(b)
Natural Response:

Fixed Range: [-0.327; 0.327]
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(c)
Natural Response:
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(d)
Linear Response:
Dynamic Range
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(e)
Linear Response:

Fixed Range: [-0.327; 0.327]
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(f)
Linear Response:

Fixed Range: [-1.575; 1.575]
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Figure B.2: Evolution of validation accuracy during training of the CNN using dynamic range
rescaling (a & d) and two examples of fixed range scaling: one with a range of [-0.327; 0.327]
for all CNN layers (b & e) and the other with a range of [-1.575; 1.575] (c & f).



Appendix C

Limited Precision training based on

genetic algorithms

In the previous chapters, the impact of noise and variability of RRAM devices was

analysed for full precision NNs that are meant to be trained in an analogue setting.

However, most neuromorphic systems with RRAM available in the literature are imple-

mented in the digital domain. In the digital setting, the bit precision of the NN weights

becomes a significant factor to take into consideration, since this will not only affect

the chip area and power consumption footprint that is largely dominated by memory

buffers and ADC/DAC peripheral circuitry [105], but also largely affects the impact of

hardware noise.

Being so, there is a large demand for software solutions that are able to use limited

precision weights to train ML models. Nonetheless, current solutions rely on some

variation of gradient-based learning, either by preserving FP32 weights for gradient

207
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calculation, or in the cases that do calculate the gradients with LP, doing so with at least

6-bit precision (see section 1.2.2).

Previously, in this work, the focus was on a top-down design approach focusing on

mitigating the non-idealities present in the hardware, using traditional gradient-descent

algorithms. In this chapter, however, we aim at constructing LP GA designed from the

bottom-up to accommodate the non-idealities of RRAM. GAs were chosen following

the work of Stromatias and Marsland [161] where GAs were used to circumvent the

problem of weight discontinuity for training of biological inspired SNNs on non-linear

two-dimensional classification problems, whereas here we attempt to build LP GAs for

training of traditional NNs for image classification.

C.0.1 Algorithm structure and typical results

Our algorithm uses the same basic structure that was introduced in section 1.2.1.10,

but with a few particularities:

• Each individual of the population is a bitstream that represents every weight of

the NN that is posteriorly decoded into the weight matrices.

• Each bitstream weight is decoded into a gray code representation of a weight

value.

• Mutation rate values are distinctly set for odd and evenly numbered individuals

so that the mutation rate can be controlled for the individuals that crossover.
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• Each crossover event is randomly performed using one of five distinct methods:

(1) Uniform crossover - bit wise random; (2) Uniform crossover - weight wise

random; (3) Uniform crossover - node wise random; (4) Fold crossover - bit wise;

(5) Child is a clone of the parent but mutated.

A wide range of different hyperparameters must be considered in this algorithm for

both the traditional NN topologies as well as the GA specific hyperparameters. Table

C.1 shows the default hyperparameters used for this algorithm.

Table C.1: Table containing the (left) NN and (right) GA default parameters of the LP GA
trained MLP.

NN Parameter Value
Weight precision 3 bit
Activation Gain 1
Cost Function CE
Hidden Layer Activations Leaky ReLU
Leaky ReLU Scale (α) 0.001
Output Layer Activation Softmax
NN Topology 784x30x10

GA Parameter Value
Mutation Rate [70, 70]
Ranking Selective pressure 1.9
Elitism operator 8
Max Generations 1000
Population Size 100
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Figure C.1: Typical example of LP GA (a) accuracy and (b) cost curves per generation of a
3-bit trained 1L-MLP on the MNIST database.

Figure C.1 shows the training curves depicting the accuracy and crossentropy per

generation when using the default training hyperparameters on the MNIST database.

It is noteworthy that ≈ 76% accuracy is able to be achieved in both the training and
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validation data, being that the drawback is the long time to convergence that is inherent

to GAs for training sparse datasets such as the MNIST database.

C.0.2 Impact of weight bitwidth
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Figure C.2: Impact of weight bit-precision on the (a) accuracy and (b) cost of a LP GA trained
1L-MLP.

Using the same set of parameters, the weight bitwidth was varied between 2 to 6

bits and a summary of bitwidth impact on accuracy is displayed in Figure C.2. As ex-

pected, training with 2-bits results in a penalty of accuracy of≈ 20%, however, counter-

intuitively, increasing the bitwidth beyond 3-bits results in worse performance than the

standard 3-bit case. One possible explanation is that in a global search algorithm such as

GA, increasing the bitwidth of the weights also increases the search space of solutions

that the algorithm is required to cover in what is already a very sparse setting.
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C.0.3 Impact of mutation rate and activation functions

The impact of mutation rate and choice of hidden layer activation function was stud-

ied in this work, however, due to time-constraints and hardware limitations, a Limited

MNIST dataset containing 10% of the original database was used. Figure C.3 compares

the impact in accuracy of the limited dataset compared to the full dataset, using the

default training parameters. It was shown that a small penalty of ≈ 10% occurs in the

training with the limited data, and ≈ 20% for the validation data.
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Figure C.3: Training curves of GA LP using (a) the limited dataset and (b) the full dataset.

As such, the accuracy of the training data on the limited dataset is analysed for the

study on mutation rate and activation function, due to its smaller penalty in accuracy

but significant speed-up in simulation time. Figure C.4 shows the impact of varying the

mutation rate with different hidden layer activation functions. It was determined that a

high mutation rate value of 70 shows the best accuracy results while using the Leaky

ReLU activation function when using 2-bits, while for 3-bits, the best mutation rate

values maintain the same, but sigmoid or ReLU activations have comparable accuracy

results.
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Figure C.4: Impact of mutation rate on the training accuracy of GA trained 1L-MLP using
different hidden layer activation functions with LP of (a) 2-bits and (b) 3-bits.

Furthermore, different mutation rates for odd and even numbered individuals in an

effort to examine the effects of crossover between individuals with different mutation

rates was tested. Figure C.5 shows, however, that there is little change in accuracy by

changing the mutation rate of odd numbered individuals, which could be an indica-

tion that the training of this algorithm is dominated by the high mutation rate of the

even numbered individuals, suggesting that mutation plays a higher role in training than

crossover.

C.0.4 Impact of read noise

Finally, the impact of read noise introduced in the LP GA network during every feed-

forward operation as an attempt to simulate read noise such as RTN is examined in

Figure C.6. It is shown that even for relatively small normalized deviation values of

0.1, there is a high decrease in accuracy of ≈ 18% and ≈ 25% for 2-bit and 3-bit train-

ing respectively. One possible explanation for this effect could be the large fan-in that
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Figure C.5: Impact of odd individual mutation rate combined with fixed even individual muta-
tion rate trained with LP of (a - b) 2-bits and (c - d) 3-bits.

exists in the 784x30x10 topology’s first hidden layer, as the noises of a large number of

devices on each single column can accumulate.

C.0.5 LP GA Conclusions

Training with limited precision was attempted using GAs as a global search strategy

in which every individual represents the weight matrices of a 1-L MLP to train in the

MNIST database. This algorithm allows for training without recurring to gradient cal-

culations with discrete weight values, which is the major challenge in LP algorithms

based on gradient descent.
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Figure C.6: Impact of noise in accuracy of the LP GA trained NN. Typical RTN amplitude
values of the aVMCO and Ta2O5 devices are represented for reference.

A training accuracy with 3-bit weights of ≈ 76% was achieved using this method.

Nevertheless, training with LP GAs comes with its own set of challenges, most no-

tably the slow speed to convergence that is inherent to GAs for sparse datasets such as

MNIST.

However, it was also determined that increasing the weight bit-width in this global

search algorithm is detrimental to accuracy, likely due to an increase of the search space

that the algorithm is required to cover.

Even though major hurdles still need to be crossed for the practical implementation

of LP GAs, the conclusions provided in this work will hopefully not only be applicable

to other GA methods but also to the wider category of LP global search algorithms.
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